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Abstract

Object detection is a fundamental problem in computer
vision, whose research has primarily focused on unimodal
models, solely operating on visual data. However, in many
real-world applications, data from multiple modalities may
be available, such as text accompanying the visual data.
Leveraging traditional models on these multi-modal data
sources may lead to difficulties in accurately delineating
object boundaries. For example, in a document containing a
combination of text and images, the model must encompass
the images and texts pertaining to the same object in a single
bounding box. To address this, we propose a model that
takes in multi-scale image features, text extracted through
OCR, and 2D positional embeddings of words as inputs,
and returns bounding boxes that incorporate the image and
associated description as single entities. Furthermore, to
address the challenge posed by the irregular arrangement
of images and their corresponding textual descriptions, we
propose the concept of a ”Negative Product Bounding Box”
(PBB). This box encapsulates instances where the model
faces confusion and tends to predict incorrect bounding
boxes. To enhance the model’s performance, we incorpo-
rate these negative boxes into the loss function governing
matching and classification. Additionally, a domain adap-
tation model is proposed to handle scenarios involving a
domain gap between training and test samples. In order to
assess the effectiveness of our model, we construct a multi-
modal dataset comprising product descriptions from online
retailers’ catalogs. On this dataset, our proposed model
demonstrates significant improvements of 27.2%, 4.3%, and
1.7% in handling hard negative samples, multi-modal input,
and domain shift scenarios, respectively.

1. Introduction

Object detection [3, 4, 6, 10, 21–23], extensively studied
in the computer vision field, has traditionally been regarded
as a unimodal problem, primarily focusing on visual objects.
However, given the expansion of the advertising industry, the
proliferation of social media content, and the growing preva-
lence of multimodal interactions, there arises a necessity for

detecting objects that amalgamate information from diverse
sources. For instance, catalogs featuring advertisements,
social media posts discussing events or endorsing products,
and interactive news often encompass multimodal details, en-
compassing images, graphs, descriptions, and attribute-value
pairs. While humans can effortlessly discern boundaries be-
tween distinct products or articles, this becomes a formidable
task for machines, particularly as modalities increase and
models grow more intricate.

Multimodal product or content detection finds applica-
tions across various real-world domains, including robot
interaction [20], information retrieval [2, 27], targeted ad-
vertising, and attribute extraction [5, 17]. However, con-
temporary search engines predominantly rely on text for
information retrieval and extraction. Predicting information
bounding boxes can yield more accurate outcomes. Simi-
larly, predicting product bounding boxes from catalogs or
news articles can offer more detailed information, benefi-
cial for advertising and attribute extraction. This capacity
can also enhance document-machine interaction, as multi-
modal information enriches content comprehensiveness and
enables machines to follow more precise commands. In the
subsequent sections, we use the term entity to denote the
multimodal bounding box.

While there is a growing interest in multi-modal object de-
tection [16,21,22], these approaches have distinct objectives
and do not address our specific problem. Specifically, they
employ one modality to search within the other modality
(e.g., utilizing textual descriptions to locate specific objects),
whereas our objective is to encompass the entire multimodal
entity present in the input.

In this paper, we present a multi-modal approach for
detecting entities or information within article or product
catalogs. We collected the dataset from a variety of prod-
ucts and brands catalogs and manually annotated it. The
annotation process involved labeling both product (positive
entity) and non-product (negative entity) bounding boxes
(BB). The negative entity would either contain only text,
or image. It may also contain multiple products or partial
product information. For entity detection, we commence
with DDETR [31] as the foundational model. By introduc-



ing BB of negative samples and training the model in a
discriminative manner, we observe noteworthy performance
enhancement. Additionally, we integrate multi-modality into
our model by extracting accompanying textual descriptions
for each entity through OCR. Furthermore, we incorporate
2D positional embedding corresponding to the positional
coordinates of each word, thus preserving the spatial loca-
tion of words within the image. This multi-modal approach
also contributes to the model’s performance improvement.
Another challenge we encounter pertains to domain shift,
given the substantial diversity among brand catalogs. Cata-
log pages for the same items from different sellers can differ
significantly. To address this, we leverage domain adapta-
tion models within the multi-modal transformer architecture.
This strategy tackles the domain shift issue and further el-
evates model performance. Our key contributions are as
follows:

• We introduce a multi-modal entity detection problem
where each entity incorporates multi-modal information
within a single bounding box.

• To address the aforementioned problem, we propose the
Coherent Detection model which (a) explicitly penalizes
negative samples if they yield high scores for the positive
class, (b) integrates multi-modal information by utilizing
word and 2D positional embeddings (to preserve spatial lo-
cation) and learning deformable attention on the text, and
(c) employs a gradient reversal-based domain adaptation
model at each layer of the transformer encoder-decoder
architecture. This approach handles the domain shift prob-
lem and enhances model performance.

• Our model demonstrates significant improvements of
27.2%, 4.3%, and 1.7% in scenarios involving negative
samples, multi-modal information, and domain shift, re-
spectively. The ablation study validates the significance of
the proposed components.

2. Related Work
Object detection is a widely explored researched topic

and has yielded promising outcomes across various real-
world scenarios. Pioneering object detection models, in-
cluding R-CNN [11], FasterRCNN [10], and YOLO [23],
harness the power of convolutional architectures, deliver-
ing compelling results. Notably, recent advancements in
transformer architecture, particularly the vision transformer,
have prompted researchers to adopt transformers for object
detection. DETR [4] represents an end-to-end, transformer-
based [26] object detection model, employing set predic-
tion loss for precise bounding box matching. Impressively,
DETR sidesteps conventional object detection components
such as region proposals, rule-based train-target assignment,
and non-maximal suppression (NMS). However, the train-
ing process for DETR is comparatively slow when con-
trasted with object detectors like YOLO and FasterRCNN,

and its performance diminishes concerning small objects.
To mitigate these challenges, Deformable-DETR [31] har-
nesses deformable transformers, leading to accelerated con-
vergence. This architecture integrates multi-scale features
and deformable attention, showcasing favorable outcomes in
object detection tasks. Notably, these methodologies focus
on resolving the unimodal object detection problem. How-
ever, the real-world landscape is intricate, frequently involv-
ing multimodal contexts. Directly applying these techniques
yields suboptimal performance.

Given the growing complexity of real-world data and
its diverse forms, multimodal object detection [16, 21, 22]
has gained traction. MDETR [16] proposes a transformer-
based object detection model tailored to provided object de-
scriptions, albeit incurring substantial inference costs. Lite-
DETR [21] streamlines parameters, enhancing training and
inference efficiency. Furthermore, MAVL [22] extends mul-
timodal object search to encompass open classes, suitable for
dynamically evolving environments. Notably, these strate-
gies differ significantly in objectives from ours. These ap-
proach target object search through object descriptions in the
unimodal domain. In contrast, our approach accommodates
complex multimodal data, regardless of spatial location, as
objects. Hence, these endeavors fall short in addressing our
specific problem.

Furthermore, substantial literature tackles domain adap-
tation in object detection, with numerous studies em-
ploying conventional methods such as FasterRCNN and
YOLO [13, 15, 19, 28]. In the realm of transformer architec-
ture, DA-DETR [29] introduces hybrid attention for domain
adaptation in DETR, while Gong et al. [12] concentrate on
enhancing transferability in DETR for domain adaptation.
However, the application of domain adaptation in the context
of multi-modal object detection via transformer architecture
remains relatively unexplored. To the best of our knowledge,
this study marks the inaugural approach tackling domain
adaptation in multi-modal object detection. Subsequent sec-
tions will elaborate on the specifics of the proposed model.

3. Notations and Background
3.1. Notations

Assume that we have a dataset D = {di}Ni=1, where di
represents a sample containing ni product bounding boxes,
which can be either positive or negative. The positive BB
contains the image of the product and its description, how-
ever in the negative same BB contains the image and descrip-
tion of two different product. The ith sample is represented
as a triplet di = (Ii, {cij , bij}

ni
j=1), where cij ∈ {0, 1} indi-

cates whether the bounding box is positive or negative, and
bij ∈ R4 denotes the four-dimensional coordinates of the
bounding box. The backbone network of our model is a con-
volutional neural network (CNN), and the output of the CNN
for an image Ii is a multi-scale feature map represented as



{xl}Ll=1, where L is the number of scales. The input image
also contains a description for each associated product image.
We extract the text for each image using optical character
recognition (OCR1). Let Ti and Pi be the extracted text and
2D positional embeddings for each word in the image. For
a given input image Ii, the model is expected to predict
{ĉij , b̂ij}

ni
j=1, i.e. the bounding box and label containing all

the entities in the image.

3.2. Background

This section provides the background for the proposed
model on which CoD is built upon. Recently, DDETR [31]
proposed the object detection model that leverages the de-
formable attention [7, 30] in transformers and multi-scale
feature to capture the various image resolutions. Let for the
image Ii, we have a multi-scale image feature map {xl}Ll=1,
extracted text Ti and 2D positional embedding for each word
Pi. Here xl ∈ RC×Hl×Wl , (C,Hl,Wl) represents channel,
height and width respectively. Let p̂q ∈ [0, 1]2 be the nor-
malized coordinates of the reference point for each query el-
ement q and content feature zq . The multi-scale deformable
attention [31] is defined as:

MSDAI(zq,pq, {xl}Ll=1) =

M∑
m=1

Wm

[ L∑
l=1

K∑
k=1

AmlqkW
′
mxl(ϕl(pq) + ∆pmlqk)

]
(1)

Where M , L and K are number of multi-head, multi-scale
and sampled keys, respectively. DDETR model uses the
encoder-decoder transformer architecture and set prediction
loss for object detection. The scalar attention weight Amlqk

is normalized by
∑L

l=1

∑K
k=1 Amlqk = 1, also Wm and

W ′
m is the learnable weight of the mth attention head.
The purpose of our multi-scale multi-modal deformable

transformer module is to improve upon the standard de-
formable attention layer found in the deformable transformer
model. This module takes in multi-modal input and pro-
duces output of equal dimensions. The decoder model in-
cludes self-attention and cross-attention modules. These
attentions are focused on object queries, which are special-
ized to identify objects within various regions of the image.
In the cross-attention module, object queries obtain features
from the feature maps, while the keys are the output feature
maps from the encoder. In the self-attention module, object
queries interact with each other, using the object queries
as the key elements. The decoder output is passed to the
prediction network that contains two fully connected layer
to predict the bounding box and class label. DDETR model
leverage the matching loss objective [4], however, the key
challenge in defining the matching between the predicted and
ground truth BBs is to determine an optimal bipartite match-
ing with minimal cost, denoted as σ̂. Here, let y represents

1https://aws.amazon.com/textract/

the ground truth set of objects, and ŷ = {ŷi}Ni=1 represents
the set of N objects predicted by the model. Since N is
larger than the actual number of objects in an image, y is
padded with ∅ (no object) to calculate the matching loss.
The optimal bipartite matching with minimal cost(σ̂), can
be defined as: σ̂ = argminσ∈SN

∑N
i Lmatch(yi, ŷσ(i)),

where Lmatch(yi, ŷσ(i)) is a pair-wise matching cost be-
tween ground truth yi and prediction with index σ(i), it
is given as:

Lmatch(yi, ŷσ(i)) =− 1{ci ̸=∅}p̂σ(i)(ci)

+ 1{ci ̸=∅}Lbox(bi, b̂σ(i)) (2)

The optimal assignment is computed efficiently with the
Hungarian algorithm [18]. We have positive, negative, and
N −ni no-object BB for each image. Once we have optimal
assignment σ̂, we can compute the classification and BB
prediction loss. Each type of object (positive, negative, and
no-object) is considered as a separate class. The DETR [4]
loss can be defined as a linear combination of a negative
log-likelihood for class prediction and a BB prediction loss,
and it is given as:

L(y, ŷ) =
N∑
i=1

[
− log p̂σ̂(i)(ci) + 1{ci ̸=∅}Lbox(bi, b̂σ̂(i))

]
(3)

where σ̂ is the optimal assignment computed in the first
step (2). The BB loss is defined as: Lbox(bi, b̂σ̂(i)) =

λiouLiou(bi, b̂σ̂(i))+λL1||bi− b̂σ̂(i)||1 Where λiou, λL1 ∈ R
are hyperparameters.

4. Proposed Model
4.1. Overview

Figure 1 shows the architecture of our proposed model.
The proposed approach CoD leverages the DDETR approach
and extends it for the entity detection in a multi-modal sce-
nario. The model uses OCR to extract each word from the
image (to find its association with the image) and its relative
2D coordinates (to understand location of the word) and this
pair is considered as input along with the image. We observe
that using only the positive samples for the entity detection
does not contain the discriminative information leading to
model confusion. The addition of the negative samples and
minimizing the loss for the incorrect entities significantly im-
proves the model performance. Further, to handle the issue
of domain shift, we leverage the gradient reversal method in
the transformer encoder-decoder architecture which further
helps to improve the model performance.

4.2. Multi-modal Fusion

In the Section-3.2 we discussed about the object detection
using the DDETR model, this section extends this for the



Figure 1. The model leverages the multi-scale feature map of the CNN backbone and extracted text with 2D positional embedding. The joint
input is sent to multi-scale deformable transformer-based encoder and decoder architecture and final loss is calculated using the bipartite
based matching consistency.
multi-modal. We leverage the BERT (B) tokenizer [8] to
tokenize the extracted text Ti and append the 2D positional
embedding (Pi). On the concatenated features, we apply a
linear projection to maintain the dimension with the image
feature, which is given as

Si = f([B(Ti), Pi]) (4)

On the output Si, a separate deformable attention block is
applied, which is given as:

MSDAT (zq,pq, Si)

=

M∑
m=1

Wm

[ K∑
k=1

Amqk ·W ′
mSi(pq +∆pmqk)

]
(5)

Note that in the equations [5] and [1], weights are shared
and we are using the same reference point. Here m, l and
k are the indices for multi-head, multi-scale and sampled
keys respectively. ∆pmlqk and Amlqk denote the sampling
offset and attention weight of the kth sampling point in the
lth feature level and the mth attention head, respectively.
The joint deformable attention over the image and text are
combined as follows:

MSDAIT = MSDAI(zq,pq, {xl}Ll=1) + MSDAT (zq,pq, Ti)
(6)

MSDAIT joins the deformable attention from both modal-
ities and final value is used to predict the bounding box of
each entity. Here we are not using the cross-attention instead
we are using the concatenated features of the two modali-
ties as we observed that cross-attention degrades the model
performance. The cross-attention mostly helps when we
have two modes and our objective is to align the both i.e.
projecting into a joint embedding space. Here the objective
is to expand the boundary of two models and learn a single
bounding box when both are from the same entity.

4.3. Negative Sample Aware Set prediction Loss

We observe that during the entity prediction the model
mostly confuses in the following scenario: 1) The image
of one entities combines with the description of the other
entities, 2) Two or more entities are combined into a single
one and 3) only text or image are considerd as entities. To
handle the above scenario we annotated the hard negative
samples it contains the BB of the above three scenario. In our
approach we consider it is negative class also we add the loss
such that the negative BB has the minimal prediction score.
Let idn is the index of the negative boxes in the complete
set prediction and positive samples are considers as label
one. To overcome the confusion if negative BB assigned as
positive we put here more penalty on it, to achieve the same
we have

Lneg =
∑
∀ŷi

abs(ŷ[:, 1][Ineg]) (7)

The joint loss for the image and text is:

LIT = L(y, ŷ) + δLneg (8)

Where δ is used to control the weight to the negative samples
and we call this approach as NSA-CoD.

4.4. Auxiliary Loss

It is helpful to use an auxiliary loss [1] in the decoder
during training. It primarily helps the model to predict the
correct number of objects in each image, since it stabilizes
the training procedure. Auxiliary loss is a multistage loss
and is added after each decoder layer.

4.5. Domain Adaptive CoD

The multi-modal catalogs or articles vary significantly
across the sellers. This results in a poor generalization of the



IoU AP@75 AP@80 AP@90 AR@75 AR@80 AR@90

DDETR w/o NS [31] -19.1 -18.9 -21.9 -6.1 -12.2 -11.3 -9.8

FasterRCNN [25] 0.0 0.0 0.0 0.0 0.0 0.0 0.0
YOLO [24] -0.8 -0.9 -0.8 -2. -2.1 -1.8 -4.7
DETR [4] -0.1 -0.3 0.2 -0.2 -0.5 -0.4 -4.1
Lite-MDETR [21] 2.3 4.1 0.5 0.4 0.7 0.9 -3.8
MAVL [22] 2.8 4. 1.2 1.5 1.3 1.2 -0.7
DDETR [31] 3.1 4.5 2.4 2.4 1.7 1.7 0.1
CoD \(NS,MM,DA) -19.1 -18.9 -21.9 -6.1 -12.2 -11.3 -9.8
CoD \(DA) 6.4 7.3 7.7 4.2 -1.0 0.1 0.5
CoD \(MM) 3.8 5.0 2.9 1.7 -0.1 0.2 -0.3
CoD (Ours) 8.1 7.6 7.1 7.7 4.1 3.2 3.4

Table 1. Results of our model on the proposed multi-modal dataset and its comparison with the standard object detection algorithm. Here
AP@K and AR@K show the average precision and recall when IoU is greater than K% ground truth bounding box. Note that all models
use the negative sample aware dataset. Here \ is set difference operator and X\Y shows model X without Y component. Note that all the
baseline models are trained including the negative samples.

model when novel samples from different sellers or compa-
nies are used for inference. The poor generalization occurs
because of the high variance in the data and domain shift.
To address this issue, we propose domain adaption for the
multi-modal entity detection model. Our approach leverages
the gradient reversal method that is applied to each encoder
and decoder layer of the transformer. The model leverages
both labeled source domain data (for training) and unlabeled
target domain data (for testing) to adapt the distribution of
the test domain.

In the transformer-based object detection model, domain
adaptation differs from the standard approach used in mod-
els, such as FasterRCNN or YOLO. In this model, we have
a set of encoder and decoder blocks, and the output is re-
ceived at each block. Therefore, directly applying domain
adaptation to the final output does not yield good results,
leading to degraded performance. To address this issue in
the proposed NSA-CoD architecture, we apply layer-wise
feature alignment. This process leverages a domain discrimi-
nator between the source and target domains, and the model
attempts to learn features that cannot be discriminated by
the domain discriminator. We use the gradient reversal layer
approach proposed by Ganin et. al. [9] to deceive the domain
discriminator, which is applied to each encoder and decoder
layer. Let e0, e1, . . . eM are the features obtained on M
encoder layers. We also have layer-wise domain discrimina-
tors, represented by D1, D2, . . . for the encoder layers. The
encoder objective for feature alignment is:

LE(θ, ϕ) =

M∑
i=1

[c log(Di(ei)) + (1− c) log(1−Di(ei))] (9)

Similarly, we can define the decoder objective LD(θ, ϕ) for
feature alignment. Here c represents the domain i.e. c = 0
represents the source and c = 1 represents the target. Now
the complete training objective for the CoD is the combina-
tion of the equations 8 and 9 and decoder objective which is

given as:

Ljoint(θ, ϕ) = LIi(θ)−λELE(θ, ϕ)−λDLD(θ, ϕ) (10)

Our final objective is minθ maxϕ Ljoint(θ, ϕ)
The model parameter, denoted as θ, comprises the back-

bone, encoder, decoder, and BERT tokenizer. Meanwhile,
the domain discriminator parameter is represented as ϕ. In
optimizing the final objective, the gradient reversal approach
proposed by Ganin et. al. [9] is used.

4.6. Post-processing

Although the DDETR model does not require the post
processing, but in our case we observe that sometime small
BB are detected as entities with high score. Most of the time
the entities are not too small therefore we can safely discard
the small entities detection. Also, applying the non-maximal
suppression further improve the model performance.

5. Experiment and Results
In this study, we conducted a thorough set of experiments

to evaluate the performance of the proposed model.

5.1. Multi-Modal Datasets

The object detection approach typically focuses on uni-
modal objects. To the best of our knowledge, there are
currently no available multimodal product detection datasets.
In this study, we created a multi-modal dataset by gather-
ing catalogs from various online retailers, provided by sell-
ers, featuring a variety of products. These products include
chairs, clothing, bed sheets, toys, books, electronic items,
game accessories, and more. We exclusively considered cat-
alog pages that pertain to product descriptions. Each of these
pages was converted into an image file and subsequently
annotated using an annotation tool. We used 85% of the



data for training and validation, and 15% for testing. The
annotations included positive and negative classes. Positive
annotations consisted of bounding boxes drawn around the
product images, descriptions, tables, or any relevant infor-
mation. In contrast, negative annotations identified areas in
which the model might encounter confusion. These negative
annotations included bounding boxes encompassing two or
more products, an image of one product accompanied by
the description of another, or instances containing solely
images or descriptions without a clear correlation. The train-
ing dataset was composed of 52, 947 bounding boxes, with
26, 751 being positive and 26, 196 being negative bounding
boxes, respectively. On average, each dataset page contained
3.75 annotations for positive bounding boxes and 3.83 anno-
tations for negative bounding boxes. Illustrative examples
of the dataset can be observed in Figure-2, which showcases
both positive and negative annotations. Additional exam-
ples demonstrating the dataset’s diversity are provided in the
supplementary materials.
5.2. Implementation Details

The proposed model for this study uses a CNN architec-
ture, specifically ResNet50, as the base network. The input
image, represented by I ∈ R3×H×W , is passed through the
base CNN to produce a low-resolution feature map with var-
ious channels. For multi-scale feature extraction, the feature
maps from the last three blocks are collected. Each feature
map has a fixed shape of HW in terms of channels, but
with varying numbers of channels, denoted as C0, C1, C2.
Optical Character Recognition (OCR) is also utilized for
text feature extraction, which is then tokenized using the
BERT tokenizer. A 2D spatial positional embedding is ap-
pended to each word to preserve the spatial location in the
image. The image pixel features are represented by a 256-
dimensional feature in the image feature map, while each
word token is projected to a 256-dimensional feature using
a linear layer. The joint flattened feature of the text and
image is then sent to the encoder layer. The decoder uses
object queries, with N = 300. Domain classifiers are added
to the encoder and decoder layers to discriminate between
the source and target domains. The domain classifier loss is
used to align the source and target domains. Further details
regarding the hyper-parameters and training can be found in
the supplementary material.
5.3. Evaluation Metric

We report the results over the standard evaluation met-
rics [25] (AP@75, AP@80, AP@90, AR@75, AR@80 and
AR@90) for the object detection. Apart from the standard
metric, we also report the average intersection over union
(IoU) for the detected bounding box w.r.t. ground truth. The
average IoU is defined as:

IoU =
1

M

K∑
i=1

area(gi ∩ pi)

area(gi ∪ pi)
(11)

Where gi and pi are the ground truth and predicted bounding
box, respectively. The area is calculated as the number of
pixels in that region. Note that because of the privacy reason
instead of reporting the absolute IoU we report the relative
value wrt. baseline model FasterRCNN. The positive or
negative value shows the improvement of degradation in
compared to FasterRCNN baselines.

We also evaluated the model performance for the page
level and product level correctness. Empirically, we observe
if the predicted and ground truth BB have IoU ≥ T = 0.80%
then we have minimal information loss. Therefore, we define
the product correctness as:

ci =

{
1 IoU(gi, pi) ≥ T
0 Otherwise

(12)

Here gi and pi are the ground truth and predicted BB for
the ith product, and T is the threshold value where T =
{0.75, 0.90}. The product level correctness over the test
samples is defined as: 1

K

∑K
i=1 ci, where k is total product

BB in the test data. Also we define the page level correctness
as:

pcj =

{
1 ∀gi, pi ∈ G : IoU(gi, pi) ≥ T & |G| == |P |
0 Otherwise

(13)
The overall page-level correctness is defined as the mean of
pci across the dataset.

5.4. Baseline

We compare our model on the proposed dataset over
various object detectors like FasterRCNN [25], YOLO [24],
DETR [4], DDETR [31]. Also, we incorporated the modified
multi-modal approach MAVL [22] and Lite-MDETR [21]
as recent multi-modal work. Note that we are reporting all
the results using the hard negative samples as without using
the negative samples, the model performance significantly
drops. DDETR is the most competitive approach therefore
we show the results without hard negative samples for the
DDETR model only.

5.5. Results

The results of the proposed model CoD on the multi-
modal dataset are presented in Table-1. The results are
shown using the IoU metric, the average precision of cor-
rect bounding boxes (BB) when overlap is greater than K
(i.e. AP@K), and the average recall when IoU is greater
than K (i.e. AR@K). In the baseline models, both faster-
RCNN [25] and DETR [4] display similar performance
across most metrics. However, vanilla DDETR [31] shows
improved performance because of its multi-scale features
and deformable transformer. The multimodal approach
MAVL [22] and Lite-MDETR [21] do not perform well since



Figure 2. Positive and negative annotations for the product and incorrect product. The negative annotation contains the incorrect BB where
the model mostly confuses.

Figure 3. IoU score for category-wise evaluation for the few
product classes, here Puma, Notebook and Craft are the novel
category that are not available during training. We can observe that
model shows high generalization ability to the novel classes.

they are designed for the matching of two spaces and hence
do not consider two spaces as a single bounding box. These
result are reported when hard negative samples are taken into
consideration as without negative samples, the performance
of compared models drops significantly (that can be seen in
results of DDETR w/o NS and CoD\(NS,MM,DA)).

Our proposed negative sample aware multi-modal ap-
proach with domain adaptation (CoD) shows significant im-
provement compared to the state-of-the-art baseline mod-
els. Compared to the best DDETR model, our approach
demonstrates a 5.0% absolute gain in IoU, as well as similar
performance gains in AP@K and AR@K. Empirical obser-
vations have shown that when IoU is greater than 80%, there
is minimal loss of information in the predicted BB. There-
fore, AP@80 and AR@80 are key metrics. In these metrics,
we see an absolute improvement of 4.7% and 1.5%, respec-
tively. The supplementary contains qualitative results for the
diverse dataset. Also, we observe the page correctness for
CoD is 33.2% for the threshold T = 0.8.

5.5.1 Generalization to Novel category

The dataset used includes various subcategories, ranging
from relatively simple to highly complex. To evaluate the
performance of our model, we selected a range of subcate-
gories and analyzed the results on a category-by-category ba-
sis. The results ∆IoU represents the gain/loss in compared

to the base model FasterRCNN. As shown in Figure-3, we
found the model performed well on all categories, including
those that were not present during training (Puma, Computer
Notebook, and Craft). Despite encountering novel categories
during the inference phase, the model could generalize and
accurately detect bounding boxes.

5.6. Ablation Study

To better understand the contribution of each component
in the proposed model CoD, we conducted ablation over the
various components. Specifically, we evaluated the perfor-
mance of the model with and without hard negative bounding
boxes in the annotation process, as well as the impact of the
CoD without multimodal (MM) and Domain Adaptation
(DA) scenarios. The ablation is shown in the Table-1. Our
results showed that including hard negative bounding boxes
(CoD\(MM,DA)) significantly improved the model’s perfor-
mance achieving a gain of 22.2% absolute IoU compared
to the vanilla model. The final model shows the IoU gain
of 1.7% wrt. the without domain adaption (CoD\DA). The
MM information is another key factor and without incorpo-
rating MM data (CoD\MM) we observe a performance drop
of 2.3% in absolute IoU. The standard best object detection
approach DDETR without negative sample and multi-modal
information shows the significant IoU drop, however the
proposed model CoD has a performance gain of 27.2% in
absolute IoU. Therefore various proposed components play a
significant role to improve the model performance. Please re-
fer to Table-1 for detailed ablation analysis of the discussed
components. Furthermore, in Figure-5, we present qualita-
tive results obtained by utilizing various components. It is
evident that the incorporation of negative samples and multi-
modal information substantially aids in mitigating model
confusion and enhancing accurate entity prediction. Also, in
the Figure-4 we have shown the qualitative result over the
various multi-model approaches.

We have previously highlighted that the inclusion of neg-
ative samples yields significant improvements compared to
the multimodal component alone. To validate this, we con-



Figure 4. The qualitative analysis of the proposed model in compared to the Lite-DETR and MAVL approach. The images from left to right
are using the model: Lite-DETR, MAVL and Ours. The right image contains the ground truth bounding box.

Figure 5. The sequence from left to right contains ground truth, CoD \ (NS,MM,DA), CoD \ (MM,DA), CoD\ DA and proposed CoD
results. Here \ is set difference operator and X\Y shows model X without Y component.

Figure 6. Ablations over various model without using the negative
samples. The proposed model (Ours) includes DA in the DDETR.

ducted experiments using various approaches without the
utilization of negative samples. The outcomes are show-
cased in Figure-6, revealing a notable performance degrada-
tion across all approaches in the absence of negative samples.
Notably, DDETR demonstrates high competitiveness in com-
parison to our approach, while YOLO performs as the least
effective method.

6. Conclusions

The aim of this work is to develop an automated system
for detecting multi-modal entity or information. To the best
of our knowledge, this is the first dataset and study to de-
tect the bounding box of entities in multi-modal information
scenario. Our approach has many potential applications in
various fields, such as multi-modal information search, ad-
vertising, and product detection. One of the main challenges

in this field is preserving the spatial location and interac-
tions between different modes of information. To address
this challenge, we maintained 2D positional coordinates and
implemented self attention modules to facilitate communica-
tion between the different models. We also applied a domain
adaptation model, which aligns the source and target embed-
dings on each decoder and encoder layer using the gradient
reversal approach. The domain adaption applied address the
diversity between various information sources and the result-
ing domain shifts. Although our model showed significant
improvement over the baseline, it suffered from high rates of
false positive and negative predictions. To address this issue,
we used hard negative annotations. We also proposed vari-
ous metrics for evaluating the model’s performance, which
could be useful for evaluating other multi-modal models in
the future. To understand the impact of the proposed compo-
nents, we evaluated model with different proposed modules.
In future work, it would be interesting to explore the model’s
performance in low data regimes and to better understand the
interactions between different modes of information. Given
the high cost of annotation, it may also be worthwhile to
investigate self or semi-supervised approaches. Overall, our
study presents a promising approach for automating the de-
tection of multi-modal entity or information.
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A. Implementation Details

The implementation details are provided in the main pa-
per here we are providing more details about the imple-
mentation and model complexity. The proposed model for
this study uses a convolutional architecture, specifically
ResNet50, as the base network. The input image, repre-
sented by I ∈ R3×H×W , is passed through the base CNN to
produce a low-resolution feature map with various channels.
For multi-scale feature extraction, the feature maps from the
last three blocks are collected. Each feature map has a fixed
shape of HW in terms of channels, but with varying num-
bers of channels, denoted as C0, C1, C2. Optical Character
Recognition (OCR) is also utilized for text feature extraction,
which is then tokenized using the BERT tokenizer. A 2D
spatial positional embedding is appended to each word. The
image pixel features are represented by a 256-dimensional
feature in the image feature map, while each word token is
projected to a 256-dimensional feature using a linear layer.
The joint flatten feature of the text and image is then sent
to the encoder layer. The decoder uses object queries, with
N = 300 in this study. Domain classifiers are added to
the encoder and decoder layers to discriminate between the
source and target domains. The domain classifier loss is
used to align the source and target domains. We have the
initial learning rate of 1e−4 and it reduced to 1e−5 after 40
epoch of training. The model is trained for the 50 epoch with
the above given step size learning rate. The weight to do-
main adaption loss is 0.1 and weight decay 0.001 is used the
complete training. The model contains ∼ 65M parameter,
where 24M parameters are in the BERTs word embedding
and ∼ 23M parameter are in the backbone ResNet50 model.

A.1. Deformable Encoder

The purpose of our multi-scale multi-modal deformable
transformer module is to improve upon the standard de-
formable attention layer found in the deformable transformer
model. This module takes in multi-modal input and produces
output of equal dimensions. To extract the multi-scale fea-
ture map, we use the last three stages of the ResNet50 [14].
These stages yield feature maps of varying resolutions, with

the final stage producing the lowest resolution map. As the
number of channels in each stage’s feature map is relatively
large, we apply a d = 256, 1 × 1 convolution filter to re-
duce the number of channels to a manageable size. We also
reduce the text size and its corresponding 2D positional in-
formation to a dimension of d = 256. We set the maximum
token size to 256 and convert it to a feature map of size
16× 16. The image and text yield four feature maps of size
{Wi ×Hi × d}4i=1. To use these feature maps as input for
the encoder, we reshape them to size WiHi × d and con-
catenate them along the dimension of HiWi. The key and
query elements for this module are derived from the pixels
in the Multi-Modal Multi-Scale (MMMS) feature maps. To
determine the feature level of each query pixel, we employ a
method similar to that utilized in the DDETR [31].

A.2. Deformable Decoder

The decoder in our model is similar to the one proposed
in DDETR [4], which includes self-attention and cross-
attention modules. These attentions are focused on object
queries, which are specialized to identify objects within var-
ious regions of the image. In the cross-attention module,
object queries obtain features from the feature maps, while
the keys are the output feature maps from the encoder. In
the self-attention module, object queries interact with each
other, using the object queries as the key elements. For more
details on this, please refer to [4, 31].

A.3. Prediction Network (PN)

The Prediction Network (PN) is a fully connected neural
network that is used to predict the bounding box coordinates,
including the box center, height, and width. There is also
a linear projection layer that is utilized to predict the class
label, with an output size of three for predicting positive,
negative, and no-object categories. The PN has N predic-
tions, which is significantly larger than the number of actual
objects present in a single image (cite reference).

B. Results and Discussion

In this section we are showing the diversity of the dataset
samples and some qualitative results. The samples shown
in the Figure-7 from various catalogs like handbags, bed-
linen, suits, jacket etc. As we observe that these samples are
highly complex and the spatial alignment of the image and
text such that model can predict both into a same bounding
box is challenging. This problem is completely different
compared to recent multimodal object detection [16, 21, 22]
where they focus to image search in the unimodal domain
given the another mode of information. Also, they does not
require to preserve the spatial information on the text since
no text is there in their images.



Figure 7. The example of the diverse samples from our annotated dataset. We can observe that samples are unbounded by category and are
highly diverse in nature because of the unstructured nature of the catalogs and multi-modal information.



Figure 8. The predicted bounding box for the catalog dataset as compared to the ground truth given in the figure-7. We can observe that on
the complex multi-modal catalog the proposed model shows promising results.



B.1. Dataset Diversity

In the Figure-7 we have shown the few samples from the
catalog dataset. We can observe that samples are extremely
diverse in nature and the multi-modal interaction between
the product image and descriptions makes the problem even
more harder. The samples of the same class (e.g. elec-
tronics) shows high diversity, also the same product across
the different sellers are extremely diverse. Because of the
high inter-class and intra-class diversity and multiple prod-
uct interaction model gets confused and predict the incorrect
bounding boxes.

B.2. Qualitative Results

The Figure-8 shows the qualitative results predicted by
the proposed model. We can observe that model shows the
promising result as compared to the ground truth and most
of the time model predict the bounding box correctly. In the
image [1,1] ([row, col]) image is incorrectly predicted by
model. The image contains four product while model predict
three, this is because of the complex nature of the image
and the description. The model confuses the image and
corresponding description and predicts the wrong bounding
box for the product.
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