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Abstract

We study the multinomial logit (MNL) contextual bandit problem for sequential
assortment selection. Although most existing research assumes utility functions
to be linear in item features, this linearity assumption restricts the modeling of
intricate interactions between items and user preferences. A recent work [41] has
investigated general utility function classes, yet its method faces fundamental trade-
offs between computational tractability and statistical efficiency. To address this
limitation, we propose a computationally efficient algorithm for MNL contextual
bandits leveraging the upper confidence bound principle, specifically designed
for non-linear parametric utility functions, including those modeled by neural
networks. Under a realizability assumption and a mild geometric condition on the
utility function class, our algorithm achieves a regret bound of Õ(

√
T ), where T

denotes the total number of rounds. Our result establishes that sharp Õ(
√
T )-regret

is attainable even with neural network-based utilities, without relying on strong
assumptions such as neural tangent kernel approximations. To the best of our
knowledge, our proposed method is the first computationally tractable algorithm
for MNL contextual bandits with non-linear utilities that provably attains Õ(

√
T )

regret. Comprehensive numerical experiments validate the effectiveness of our
approach, showing robust performance not only in realizable settings but also in
scenarios with model misspecification.

1 Introduction

The multinomial logit (MNL) contextual bandit [5, 30, 28, 4] is a model for sequential assortment
selection under uncertainty prevalent in applications such as online recommendation systems, person-
alized marketing, and online retailing. In this setting, an agent repeatedly selects subsets of items to
present to users, where user choice behavior is modeled using the MNL model [27]. Specifically, the
probability that a user selects an item is determined by its latent utility, which typically depends on
contextual features associated with items and possibly user characteristics. The primary goal is to
minimize expected regret, defined as the cumulative difference in rewards obtained by the algorithm
compared to an oracle that knows the true utility parameters in advance.

Almost all prior studies on MNL contextual bandits assume the item utility functions to be linear in
contextual features [5, 30, 28, 4, 29, 32, 2, 44, 20, 21]. Although the linearity assumption simplifies
computations and theoretical analyses, it significantly limits the expressive power required to capture
complex and nonlinear user behaviors typically observed in real-world scenarios. Recent work
by Zhang and Luo [41] addresses this limitation by considering more general utility functions. How-
ever, they encounter critical trade-offs: algorithms with computational tractability yield suboptimal
regret (e.g., Õ(T 2/3) in stochastic and Õ(T 5/6) in adversarial settings), whereas their statistically
efficient approaches become computationally infeasible due to non-convex optimization challenges.
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Consequently, designing computationally efficient algorithms that achieve optimal statistical guaran-
tees under general, non-linear utility functions remains an open and significant challenge.

Motivated by these fundamental limitations, we investigate the MNL contextual bandit problem
with utilities represented by general, non-linear parametric models, such as neural networks. This
setting introduces several fundamental challenges compared to the linear case. First, the negative
log-likelihood function used for parameter estimation lacks the self-concordant-like properties crucial
for theoretical analysis in linear utility functions [36]. Second, gradient-based analyses that rely on
parameter-independent gradients in linear models do not extend naturally to the non-linear setting,
as gradients become parameter-dependent and more intricate. Lastly, non-linear utility functions
typically induce a non-convex optimization landscape characterized by multiple global minima due
to symmetries (e.g., neuron permutations in neural networks), complicating both the optimization
process and subsequent regret analysis.

Despite these challenges, this paper presents a computationally tractable algorithm for MNL contex-
tual bandits that can handle non-linear utility functions and achieve a sharp regret bound. Our key
contributions are as follows:

• We propose an upper confidence bound (UCB)-based algorithm designed explicitly for
MNL contextual bandits with non-linear utilities. Under a realizability assumption and a
newly proposed generalized geometric condition, our algorithm achieves a regret bound of
Õ(

√
T ). To our knowledge, this constitutes the first algorithm with such near-optimal regret

guarantees independent of the total number of items N in this non-linear utility setting.
• Unlike the existing approach [41], which either compromise statistical efficiency or compu-

tational feasibility, our algorithm simultaneously attains computational tractability and the
sharp Õ(

√
T ) regret bound under non-linear utility settings.

• To overcome technical challenges arising in parameter learning for non-linear utility based
MNL models, we introduce a novel generalized geometric condition on the squared error of
the utility function (Assumption 4). This condition significantly generalizes and weakens
assumptions used in previous studies [25, 22, 34] and accommodates broad classes of
non-linear functions, including neural networks. Moreover, we derive a new concentration
inequality for parameter estimation in MNL models, independent of the regularization
parameter up to logarithmic factors. These technical advancements allow us to construct
computationally tractable, optimistic utility estimators suitable for efficient exploration.
Crucially, our approach circumvents the commonly used neural tangent kernel (NTK) as-
sumptions [18], eliminating the impractical requirement of extensive over-parameterization
prevalent in NTK-based analyses.

• We demonstrate the superior performance of our algorithm through extensive numerical
experiments. While benchmark methods suffer significant performance degradation in non-
linear utility scenarios, our proposed method maintains robust performance in both realizable
and misspecified contexts, underscoring its practical effectiveness and adaptability.

2 Preliminary

Notations. For a positive integer N ∈ N, we denote the set {1, . . . , N} by [N ]. For a vector x ∈ Rd,
its ℓp-norm is defined as ∥x∥p = (

∑d
j=1 |xj |p)1/p for 1 ≤ p < ∞, and its ℓ∞-norm is defined as

∥x∥∞ = maxj∈[d] |xj |. For a matrix A, its operator norm is denoted by ∥A∥op. For a vector
x ∈ Rd and a symmetric positive semi-definite matrix A ∈ Rd×d, we define ∥x∥A :=

√
x⊤Ax. We

denote a real-valued function defined on X and parameterized by w as fw : X → R, and denote
its gradient and Hessian with respect to w by ∇fw and ∇2fw, respectively. Throughout, we use
standard big-O notation to hide universal constants, and Õ notation to additionally hide logarithmic
and poly-logarithmic factors.

2.1 Problem Setting

MNL Contextual Bandits. We consider a sequential assortment selection problem in which, at each
round t, the agent observes a set of feature vectors for all items, denoted by Xt := {xt1, . . . ,xtN} ⊂
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Table 1: Comparison of results and main assumptions for prior MNL contextual bandits with non-
linear utilities. Zhang and Luo [41] consider a bounded and Lipschitz-continuous utility class,
whereas our work assumes a bounded, Lipschitz, and smooth utility class. The geometric condition
(Assumption 4) is imposed in Phase I to establish the convergence rate of the pilot estimator. In
contrast, the analysis in [41] relies on the generalization error of the (offline or online) regression
oracle, measured in terms of log-loss, rather than the distance between the estimator and the true
parameter. The dimensionality dw appearing in the regret bounds of [41] corresponds to the dimension
of the Lipschitz function parameter, which may differ from the context dimension d.

Algorithm Utility Assumptions Tractability† Regret
ε-greedy [41] Lipschitzness Offline reg. oracle ✓ Õ((dwNK)1/3T 2/3)

log-barrier regularizer [41] Lipschitzness Offline reg. oracle ✗ Õ(K2
√
dwNT )

ε-greedy [41] Lipschitzness Online reg. oracle ✓ Õ((NK)1/3T 5/6)

Feel-Good TS [41] Lipschitzness Online reg. oracle ✗ Õ(K2
√
dwNT )

ONL-MNL (this work) Smoothness Geometric condition ✓ Õ(κ−2µ−1dw
√
T )

†Tractability of each method refers to the computational feasibility of the exploration strategy, i.e., the process of
selecting an assortment given a current utility estimator. The computation required to obtain our pilot estimator
is comparable to what is already used in [41]. Following [41], any tractable empirical risk minimization method
(e.g., SGD) is sufficient for computing our pilot estimator in practice.

Rd, where each feature vector belongs to a general context space X ⊂ Rd. Based on this information,
the agent selects an assortment St = {i1, . . . , il} ∈ S := {S ⊂ [N ] : |S| ≤ K}, where l ≤ K, and
observes a user choice it ∈ St ∪ {0}, where 0 denotes the “outside option”, i.e., the user chooses
none of the offered items. The user’s selection it ∈ St ∪ {0} is modeled by the MNL choice model:

P(it = i | Xt, St) =: p(i | Xt, St,w
∗) :=

exp(fw∗(xti))

1 +
∑

j∈St
exp(fw∗(xtj))

,

P(it = 0 | Xt, St) =: p(0 | Xt, St,w
∗) :=

1

1 +
∑

j∈St
exp(fw∗(xtj))

,

where fw∗(·) : X → R is an unknown utility function, specifying the user’s value for each item under
the given context. At each round t, the agent receives feedback in the form of a choice response
indicating which item from the offered set St ∪ {0} was selected. The choice outcome is represented
as a one-hot vector yt := (yt0, yt1, . . . , ytl), where yti = 1 if item i was chosen and 0 otherwise. By
definition of the model, this choice is drawn according to the following MNL distribution :

yt ∼ Multinomial {1, [p(0 | Xt, St,w
∗), p(i1 | Xt, St,w

∗), . . . , p(il | Xt, St,w
∗)]} ,

where 1 denotes yt is a single-trial sample, i.e., yt0 +
∑l

k=1 ytk = 1.

For a given revenue parameter vector rt = [rt0, rt1, . . . , rtN ], where rt0 = 0 denotes the revenue
associated with the outside option and rti is the revenue for item i ∈ [N ], the expected reward of
offering an assortment S ∈ S under the context feature set Xt is defined as

RXt,rt(S,w
∗) =: Rt(S,w

∗) =
∑
i∈S

p(i | Xt, S,w
∗)rti =

∑
i∈S

exp(fw∗(xti))rti
1 +

∑
j∈S exp(fw∗(xtj))

.

The goal of the agent is to minimize the cumulative regret over T rounds, defined as the total
difference in expected reward between the offline optimal assortment S∗

t := argmaxS∈S Rt(S,w
∗)

and the assortment chosen by the agent, RegretT :=

T∑
t=1

[Rt(S
∗
t ,w

∗)−Rt(St,w
∗)].

Non-Linear Parametric Functions. We consider a parametric function class F := {fw : X →
R | w ∈ W}, where W ⊂ Rdw is a set of dw-dimensional parameter vectors. Each function fw ∈ F
may be highly non-convex and is not necessarily differentiable with respect to the context vector
x ∈ X , but we assume it is differentiable with respect to the parameter w. We further assume that
the function class F is expressive enough to contain the true (unknown) utility function fw∗ .
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Assumption 1 (Realizability). We assume w∗ ∈ W and F is given to the agent.

Assumption 1 is standard in the contextual bandit literature using general function approximation [13,
12, 35, 25, 41]. While this assumption is necessary for our theoretical guarantees, we will also
demonstrate empirically that our proposed algorithm performs well even under model misspecification,
particularly when the function class under consideration has high representational capacity, such as
neural networks.

We also define the equivalence set W∗ ⊂ W as the set of parameter vectors that yield the same
function values as fw∗ for all x ∈ X , i.e., W∗ := {w ∈ W : fw(x) = fw∗(x) for all x ∈ X}.
This equivalence set arises naturally in expressive function classes such as neural networks. For
instance, consider a two-layer neural network defined as fw∗(x) =

∑m
k=1 σ(x

⊤w∗
k), where w∗ =

[w∗
1, . . . ,w

∗
m] ∈ Rd×m is the weight matrix, and σ denotes the activation function. Any column

permutation of w∗ yields the same function output as fw∗ . Therefore, rather than recovering w∗

exactly, it suffices to identify any parameter within the equivalence set W∗.

Following prior work on contextual bandits [1, 28, 9, 20, 25, 22, 34], we make the following
boundedness assumption.

Assumption 2 (Boundedness). For all t ≥ 1 and i ∈ [N ], we assume that ∥xti∥2 ≤ 1 and rti ∈ [0, 1],
and ∥w∥2 ≤ 1 for all w ∈ W . Also, we assume that there exist constants Cf , Cg, Ch > 0 such that
for all x ∈ X and w ∈ W , it holds that

|fw(x)| ≤ Cf , ∥∇fw(x)∥2 ≤ Cg, ∥∇2fw(x)∥op ≤ Ch ,

where ∇fw(x) and ∇2fw(x) denote the gradient and Hessian of fw with respect to w.

2.2 Challenges of Learning in Non-Linear Utility

Learning utility parameters in non-linear MNL bandit models presents significant challenges com-
pared to linear models. In linear utility settings, the negative log-likelihood function exhibits
a self-concordant-like property [36], simplifying theoretical analysis and enabling tight regret
bounds [32, 20]. Non-linear utility models, however, typically lack this property, complicating
analysis significantly. Another key difference lies in the gradient structure. In linear models, gradi-
ents are simply feature vectors, independent of parameters, allowing straightforward concentration
inequalities. In contrast, non-linear gradients depend explicitly on unknown parameters, complicating
the application of these analytical methods. Moreover, the optimization landscape for non-linear
utilities is notably more complex. Linear models yield convex loss functions with unique minima,
whereas non-linear models (e.g., neural networks) produce highly non-convex loss surfaces. Addi-
tionally, symmetries like neuron permutations cause multiple global minima, further complicating
optimization and theoretical analysis in non-linear settings.

3 Main Results

In this section, we introduce an algorithm for the MNL bandit problem with a non-linear parametric
utility function that is both computationally tractable and statistically efficient. We begin by explaining
the key design principles of the algorithm, and then present its regret bound along with the main
technical components of the analysis.

3.1 Algorithm: ONL-MNL

We propose ONL-MNL, an algorithm that leverages optimistic estimates derived from non-linear utility
functions to guide exploration. The complete procedure is presented in Algorithm 1, which consists
of two main stages.

Uniform exploration phase. The first stage (Phase I) is a uniform exploration phase that lasts for
n rounds. During this phase, the agent selects an assortment of size at most K, uniformly at random.
The goal of this exploration phase is to obtain a “pilot” estimate of the unknown parameter w∗ or
any parameter in the equivalence set W∗—that is, a good initial estimator. At the end of Phase I, the
agent invokes a regression oracle to estimate the initial parameter ŵ0 based on the data collected
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Algorithm 1 ONL-MNL (Optimistic Non-Linear Utility for Contextual MNL Bandit)

1: Inputs: Regularization parameter λ, confidence radius {βt}t≥1, exploration length n, number of
rounds T

2: Initialization: V1 = λIdw

3: for m = 1, 2, . . . , n do ▷ Phase I: Uniform exploration
4: Observe Xm = {xm1, . . . ,xmN}, offer Sm ∼ Unif(S) and observe im
5: end for
6: Compute ŵ0 = argminw∈W Ln(w)
7: for t = 1, 2, . . . , T do ▷ Phase II: Optimistic exploration
8: Observe Xt = {xt1, . . . ,xtN}
9: Compute ŵt = argminw∈W ℓt(w)

10: Compute zti = fŵt
(xti) +

√
βt∥∇fŵt

(xti)∥V−1
t

+ βtCh

λ for all i ∈ [N ]

11: Offer St ∈ argmaxS∈S R̃t(S) and observe it
12: Update Vt+1 = Vt +

∑
i∈St

∇fŵt
(xti)∇fŵt

(xti)
⊤

13: end for

during the exploration rounds. This is done by minimizing the negative log-likelihood of the observed
item choices under the MNL model defined as follows:

ŵ0 = argmin
w∈W

Ln(w) := −
n∑

m=1

log p(im | Xm, Sm,w) .

Here, Ln(w) denotes the empirical loss over the first n rounds, where im is the item chosen from
assortment Sm with the context set Xm. Using standard results from empirical risk minimization
over Lipschitz function classes, together with the reverse Lipschitz property of the MNL model, we
show that the minimum squared error of the pilot estimator ŵ0 with respect to the equivalence set
W∗, namely minw̃∈W∗ ∥ŵ0 − w̃∥22, converges at a rate of O(1/n) (Lemma 1).

Optimistic exploration phase. In the second stage (Phase II), we adopt a more sophisticated
strategy to balance exploration and exploitation. In particular, we construct a confidence region for
the parameter in the equivalence set W∗ that is closest to the pilot estimator ŵ0. We then estimate
the utility parameters within W∗ by minimizing the following regularized negative log-likelihood:

ŵt = argmin
w∈W

ℓt(w) := −
t−1∑
s=1

∑
i∈Ss

ysi log p̂(i | Xs, Ss,w) +
λ

2
∥w − ŵ0∥22 , (1)

where p̂(i | Xs, Ss,w) is a linearized MNL model given by

p̂(i | Xs, Ss,w) :=
exp(fŵs

(xsi) +∇fŵs
(xsi)

⊤(w − ŵs))

1 +
∑

j∈Ss
exp(fŵs

(xsj) +∇fŵs
(xsj)⊤(w − ŵs))

.

The key intuition is that we apply a first-order Taylor approximation of the non-linear utility function
fw(·) around the estimate ŵs, since we are dealing with a general non-linear model. Moreover,
instead of regularizing around the origin 0dw , we regularize around the pilot estimator ŵ0, as it
provides a meaningful reference point that is already close to the parameters in W∗. Based on the
estimated parameter ŵt, we define the confidence set Ct as follows:

Ct := {w ∈ W : ∥w − ŵt∥2Vt
≤ βt} ,

where βt is a pre-defined monotonically increasing sequence specified later, and Vt := λIdw
+∑t−1

s=1

∑
i∈Ss

∇fŵs
(xsi)∇fŵs

(xsi)
⊤ is the Gram matrix. With suitably set βt, we will show that

with high probability, argminw̃∈W∗ ∥ŵ0 − w̃∥2 ∈ Ct, i.e., the equivalent utility parameter in W∗

that is cloest to the pilot estimator ŵ0 lies within the constructed confidence set Ct. Based on this
observation, we compute the optimistic utility estimate zti as follows:

zti = fŵt
(xti) +

√
βt∥∇fŵt

(xti)∥V−1
t

+
βtCh

λ
, ∀i ∈ [N ] .
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Growth condition boundary

Figure 1: Example of a highly non-convex loss
ℓsq(w) that satisfies Assumption 4. The solid line
shows the lower bound given by the pointwise mini-
mum of the strong convexity and growth conditions
over the equivalence set W∗. For neural networks, the
squared loss may have multiple global minima due to
parameter symmetries or over-parameterization. This
highlights that Assumption 4 is strictly weaker than
prior geometric conditions, enabling it to cover a wider
range of utility functions.

The optimistic utility zti is composed of the parts: the mean utility estimate fŵt
(xti) and the

uncertainty estimate
√
βt∥∇fŵt

(xti)∥V−1
t

+ βtCh

λ . We will show that zti is an optimistic estimate of
the true utility fw∗(xti), assuming argminw̃∈W∗ ∥ŵ0 − w̃∥2 ∈ Ct. Based on zti, we construct the

optimistic expected reward for the assortment, defined as R̃t(S) :=
∑
i∈S

exp(zti)rti
1 +

∑
j∈S exp(ztj)

. Then,

we offer the set St that maximizes the optimistic expected reward, i.e., St = argmax R̃t(S).

3.2 Regret Bound

In this section, we present the cumulative regret upper bound for the proposed algorithm. First, we
introduce technical assumptions used to derive the regret bound.
Assumption 3 (Stochastic context in Phase I). We assume that during Phase I, the context feature
vectors Xm := {xm1, . . . ,xmN} are independently and identically distributed (i.i.d.) samples drawn
from an unknown distribution D supported on X .
Assumption 4 (Generalized geometric condition on the squared loss). Let

ℓsq(w) = EX∼D,S∼Unif(S)

[∑
i∈S

(fw(xj)− fw∗(xj))
2

]
be the expected squared loss function over both the context feature distribution D and a uniformly
sampled assortment. For the equivalence set W∗, we assume that ℓsq(w) satisfies either a (τ, γ)-
growth condition or µ-local strong convexity with respect to W∗, i.e., ∀w ∈ W \W∗,

min
w̃∈W∗

{µ
2
∥w − w̃∥22 + ℓsq(w̃),

τ

2
∥w − w̃∥γ2 + ℓsq(w̃)

}
≤ ℓsq(w) ,

for constants µ > 0 and 0 < γ < 2.

Discussion of assumptions. Assumption 3 is used to bound the difference between the expected
negative log-likelihoods of the true utility parameter w∗ and the pilot estimator ŵ0, a type of assump-
tion commonly used in the empirical risk minimization literature [37, 41]. Note that Assumption 3 is
only required for Phase I; after Phase I, the context vectors may be chosen even adversarially.

Assumption 4 is on the expected squared loss between utility functions over the context distribution,
rather than the unknown true utility function fw∗ itself. Assumption 4 is also required in Phase
I to establish the convergence rate of the pilot estimator ŵ0. The growth condition assumes that
any utility function fw, whose parameters lie far from the equivalence set W∗, cannot approximate
the true utility function well over the context distribution. The local strong convexity condition
assumes that the expected loss exhibits quadratic growth within a local neighborhood around the
equivalence set W∗. Notably, this condition is strictly weaker than the global strong convexity
assumptions commonly adopted in prior work on parametric bandits—such as linear and generalized
linear bandits [11, 1]—since it does not require the squared loss to be convex outside the local
region near the optimal parameters. Moreover, Assumption 4 is more general than the geometric
conditions employed in prior works [25, 22, 34]. That is, any function satisfying the geometric
conditions in [25, 22, 34] also satisfies ours, but the converse does not necessarily hold. Previous
geometric assumptions typically require the existence of a unique global minimum, whereas we
explicitly allow for multiple equivalent minima. As previously discussed, this is a more realistic
assumption in settings such as neural networks, where the squared error loss can admit multiple
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global minima—e.g., due to parameter symmetries or overparameterization. This flexibility allows
our framework to accommodate highly non-convex and non-linear expected loss landscapes, which
may contain arbitrarily many spurious local minima and multiple global minima (Figure 1).

Now we are ready to state our main result that upper bounds the cumulative regret of the Algorithm 1.

Theorem 1 (Regret Bound of ONL-MNL). Suppose Assumption 1, 2, 3 and 4 hold. For any δ ∈ (0, 1),

if we set the algorithmic parameters in Algorithm 1 as follows: T ≥ C̃κ−1C2
fζ

2
(

µγ/(2−γ)

τ2/(2−γ)

)2
, n =

κ−3/2dw
√
T , λ = Õ(κ−5/2µ−1dw

√
T ), βt = Õ

(
µ−2κ−4dw

)
, where C̃ is a universal constant,

κ := minw∈W,X⊂X ,S∈S,i∈S p(0 | X,S,w)p(i | X,S,w), and, ζ is the logarithmic term depending
on K,n,Cg, 1/δ, then with probability at least 1−2δ, Algorithm 1 achieves the following cumulative
regret:

Regretn+T = Õ
(
κ−3/2dw

√
T + κ−2µ−1dw

√
T
)
.

Discussion of Theorem 1. In terms of the total time step T , Algorithm 1 achieves Õ(
√
T ) cumula-

tive regret. This implies that Algorithm 1 is a no-regret algorithm, as limT→∞ Regretn+T /T = 0.

When the utility function family consists of neural networks, our proposed method still achieves
regret bound of Õ(

√
T ) without relying on the NTK assumption, which is commonly used in the

neural network-based bandit analysis [45, 43, 17], and thus eliminates the impractical requirement
of extensive over-parameterization prevalent in NTK-based analyses. In particular, existing neural
bandits [38, 15, 39] that do not rely on NTK assumptions still require restrictive conditions—such as
specific network architectures (e.g., two-layered ReLU networks with fixed second-layer weights set
to one [39], or networks with quadratic activation functions [38]) or specific context distributions
(e.g., Gaussian [15], or uniform distribution over the unit sphere [39]). In contrast, our approach
applies to a broader class of neural networks that satisfy Assumption 4, without imposing such
architectural or distributional constraints.

Compared to the existing contextual MNL bandit algorithms with general utility functions [41], our
algorithm is both computationally tractable and statistically efficient. While the uniform exploration
method in Zhang and Luo [41] is computationally tractable, it results in sub-optimal regret—for
example, Õ(T 2/3) in the stochastic setting and Õ(T 5/6) in the adversarial setting. Their other
methods—log-barrier regularization-based exploration and the Feel-Good Thompson Sampling [42]
approach—are computationally intractable, meaning they cannot be solved in polynomial time.
In contrast, our algorithm operates within polynomial time. The main computational cost lies in
minimizing the regularized negative log-likelihood, which can be efficiently approximated using
gradient-based methods such as gradient descent with a per-round complexity of O(t) [10]. The
assortment selection step is also tractable: by combining the optimistic utility estimates zti with
efficient assortment optimization techniques [33, 8], as done in Oh and Iyengar [28, 29], it can be
solved with O(N) computational cost. In terms of regret bounds, although our regret depends on
a problem-dependent instance factor κ, it does not scale directly with the total number of items N
or directly with the assortment size K. In contrast, the computationally intractable algorithm with
Õ(

√
T )-regret by Zhang and Luo [41] has super-linear dependence on K—specifically O(K2)—,

and additionally depend polynomially on N , limiting their applicability in settings with a large set of
items, hence restricting real-world applications. To the best of our knowledge, our method is the only
known algorithm that is both computationally tractable and provably achieves a Õ(

√
T ) regret in the

contextual MNL bandit with non-linear utility functions.

Remark 1. By definition, κ−1 can scale as O(K2) in the worst-case scenario. However, in practice,
the behavior of κ is often much more favorable. For example, as shown in the experiments of Lee and
Oh [20] (Figure 1 in [20]), the gap between the regret of κ−1-dependent algorithms [28, 29] and
that of κ−1-improved algorithm [20] does not grow significantly with K, even as K increases. This
observation suggests that equating κ−1 with K2 or treating it as equivalent to K is overly pessimistic.
Also, we note that the exponential dependence in κ can be adjusted by rescaling the utility values.
For instance, Zhang and Luo [41] define the MNL probability model using bounded utilities without
applying the exponential transformation.
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3.3 Regret Analysis

In this section, we present key technical ingredients that enable the regret bound of Algorithm 1, as
established in Theorem 1. All the detailed proofs are provided in the appendix.

Convergence of ŵ0. The purpose of Phase I in Algorithm 1 is to explore the unknown utility
function fw∗ through n rounds of uniform sampling and to obtain a pilot estimate ŵ0 that is
sufficiently accurate. We establish a convergence guarantee for ŵ0 relative to the equivalence set
W∗; specifically, we bound the quantity minw̃∈W∗ ∥ŵ0 − w̃∥22.
Lemma 1 (Convergence rate of ŵ0). Suppose Assumption 1, 2, 3 and 4 hold. There exist an
absolute constant C > 0 such that after n rounds in Phase I of Algorithm 1 where n satisfies
n ≥ 2−1Cκ−2dwC

2
fζ

µγ/(2−γ)

τ2/(2−γ) , with probability at least 1− δ, we have

min
w̃∈W∗

∥ŵ0 − w̃∥22 ≤ C
κ−2dwC

2
fζ

µn
,

where κ := minw∈W,X⊂X ,S∈S,i∈S p(0 | X,S,w)p(i | X,S,w) and ζ is the logarithmic term
depending on K,n,Cg, 1/δ.

Compared to the contextual multi-armed bandit setting with general reward function [12, 35], one of
the key challenges in estimating the utility parameter in the MNL bandit is that the agent does not
receive direct feedback on the utility of each item. Instead, it only observes the user’s choice from
the offered assortment. Despite this challenge, in Lemma 1, we first adapt existing generalization
error bounds of the empirical risk minimizer under i.i.d. sampling, expressed in terms of the log-
loss [37, 41]. Then, leveraging the reverse Lipschitz property of the MNL model (Lemma 4), we lower
bound the difference in log-likelihoods by the squared error between the utility values. Unlike Zhang
and Luo [41], which derives a lower bound based on the assortment size K, our analysis incorporates
a problem-dependent instance factor κ.

Confidence set & Optimism. Although the 1/n convergence rate of ŵ0 is quite tight, it is not
sufficient on its own. For example, Xu et al. [38] show that in the contextual bandit setting, one can
achieve a regret of Õ(T 2/3) by first learning the parameters of a quadratic neural network through
uniform exploration (yielding a 1/n convergence rate), and then switching entirely to exploitation
using the learned parameters. In contrast, we go beyond this by constructing a confidence set for
parameters in equivalence set W∗. We then use an optimistic estimate of the true utility within this
set to guide assortment selection, ultimately achieving a regret of Õ(

√
T ). The following lemma

explains how this confidence set is constructed.

Lemma 2 (Confidence set). Suppose Assumption 1, 2, 3 and 4 hold. If we choose n = dwκ
−3/2

√
T

and λ = Õ(κ−3/2µ−1dw
√
T ), then ∀t ≥ 1 in Phase II of Algorithm 1, with probability at least

1− 2δ, the following holds:

min
w̃∈W∗

∥ŵt − w̃∥2Vt
≤ βt := Õ

(
µ−2κ−4dw

)
.

The construction of the confidence set in Lemma 2 relies on two key components. The first is the
careful choice of the exploration phase length n and the regularization parameter λ, both of which
play a critical role in ensuring the confidence radius βt scales as O(log T ), which is essential for
achieving a cumulative regret of Õ(

√
T ).

The second challenge is that for λ = O(
√
T ), existing concentration results for utility parameter

estimation in MNL or GLM bandits [9, 32] are no longer applicable. This is because these results rely
on Bernstein-type inequalities, which yield a confidence radius of order O

(√
λ+ d log T√

λ

)
where d

is the dimension of the context feature vector. To ensure the confidence radius is O(log T ), these
bounds require λ = O(d log T ), which limits their applicability when λ = O(

√
T ). To overcome

this, we first establish a new concentration inequality for the utility parameter in the MNL choice
model that is independent of λ (up to logarithmic factors), presented in Lemma 5. Combined with
carefully chosen values of λ and n, we then use a mathematical induction argument to show that for
all rounds t in Phase II, the estimation error satisfies minw̃∈W∗ ∥ŵt − w̃∥22 = Õ(1/n). Finally, we
prove that this implies minw̃∈W∗ ∥ŵt − w̃∥2Vt

≤ βt.
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Figure 2: Cumulative regret comparison between ONL-MNL (ours) and baselines under Gaussian
contexts. The results for the uniform context distribution are provided in Figure 4.

Next, based on the confidence radius βt established in Lemma 2, we show that the optimistic utility
estimate zti is greater than or equal to the true utility fw∗(xti) as follows:
Lemma 3 (Optimistic utility). Suppose Assumption 1, 2, 3 and 4 hold and minw̃∈W∗ ∥ŵt− w̃∥2Vt ≤
βt for all t ∈ [T ]. Then for all t ∈ [T ] and i ∈ St, we have

0 ≤ zti − fw∗(xti) ≤ 2
√
βt∥∇fŵt

(xti)∥V−1
t

+
2βtCh

λ
.

Unlike the linear utility case [29], our optimistic utility estimate for fw∗ introduces an item-
independent extra term of the form 2βtCh/λ. This term arises as a residual from the first-order approx-
imation of the unknown utility function fw∗ , and unlike standard deviation terms ∥∇fŵt

(xti)∥V−1
t

,
it does not vanish over time. As a result, it poses an additional challenge in achieving a cumulative
regret of Õ(

√
T ). Nevertheless, we show that with a regularization parameter λ = Õ(

√
T ), it is still

possible to achieve both optimism and cumulative regret of O(
√
T ). We then show that the expected

reward of the assortment St, chosen based on the optimistic utility estimates zti, exceeds the true
expected reward of the optimal assortment S∗

t with high probability.

4 Numerical Experiments

MNL Choice model with non-linear utilities. In this section, we present numerical experi-
ments to evaluate the performance of the proposed algorithm ONL-MNL. As baselines, we com-
pare with algorithms for contextual MNL bandits with linear utilities–UCB-MNL [29], TS-MNL [28],
and OFU-MNL+ [20]–as well as ε-greedy-MNL [41], a regression-oracle-based method with uni-
form exploration designed for general utilities. Each experiment was conducted independently
over 30 random seeds, and we report the mean and standard deviation of the cumulative regret.
We set N = 100, K = 5, d = 3, and rti = 1. Experiments were performed under two dif-
ferent context distributions: x ∼ N (0d, Id) and xi ∼ Unif[−3, 3],∀i ∈ [d]. We use a two-
layered neural network with sigmoid activation as the estimator f̂ for our proposed algorithm, i.e.,
f̂(x) = linear2(sigmoid(linear1(x))).

For the realizable setting, the true utility function fw∗ is defined as a two-layer neural network with
the same architecture as f̂ , and we set the number of neurons in the hidden layer to 3. Each entry of
the true utility parameter w∗ is independently sampled from the uniform distribution over the interval
[−1, 1]. We set the length of Phase I to n = 50 and ran experiments for T = 1000.

For the misspecified setting, the true utility function is defined as fw∗(x) = cos(2π (x⊤w∗)) −
1
2 (x

⊤w∗), which differs in form from the estimator architecture. To account for this increased
complexity, we set the number of neurons in the hidden layer of the estimator to 15. Accordingly, we
also increase the length of Phase I to n = 100.

The experimental results in Figure 2 clearly demonstrate the effectiveness of our proposed algorithm,
ONL-MNL, in both realizable and misspecified settings. Existing linear utility-based methods exhibit
steadily increasing regret under non-linear utilities, as they fail to capture the complex structure of the
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Figure 3: Cumulative regret comparison between ONL-MNL (ours) and ε-greedy-MNL [41] under
varying number of items N .

true utility function. Compared to the ε-greedy-MNL algorithm designed for general utilities [41], our
approach is not only statistically efficient–achieving low cumulative regret–but also exhibits robust
and consistently strong performance across different scenarios in both realizable and misspecified
settings. See Appendix G for additional experimental results and details.

Effect of the number of item on regret performance. To further highlight the distinct advantages
of our proposed algorithm, ONL-MNL, over the ε-greedy-MNL [41], we compare the performances of
those algorithms as the total number of items N increases. Beyond being computationally tractable, a
key advantage of our algorithm is that its regret bound is independent of N , whereas the regret bound
for ε-greedy-MNL grows polynomially with N . To verify this, we conduct experiments under a
realizable setting where the true utility function is a two-layer neural network with sigmoid activation
and 10 hidden neurons. We evaluate the cumulative regret of both algorithms at T = 500 for different
values of N ∈ {100, 800}. Following [41], where the optimal exploration rate satisfies ε = O(N1/3)
(Theorem 3.4 in [41]), we set ε = 0.1 and 0.2 for N = 100 and 800, respectively.

Figure 3-(a) and (b) show the results under Gaussian and uniform context distributions, respectively.
As expected, the cumulative regret of ε-greedy-MNL increases as N grows, which aligns with its
theoretical regret bound that scales polynomially with N . While our algorithm also exhibits a slight
increase in cumulative regret as N grows, this is primarily due to the increased regret incurred during
the uniform exploration phase (Phase I). As the total number of items increases, the size of the
assortment set S also grows, leading to a larger gap between the expected reward of a uniformly
sampled assortment and that of the optimal assortment. Nevertheless, in Phase II, our algorithm
consistently converges toward the optimal policy, regardless of the value of N . In other words,
the slope of the regret curve during Phase II remains relatively stable across different values of N ,
indicating that the learning efficiency of our method is unaffected by the size of the item set. These
results demonstrate that our method not only offers provable computational and statistical efficiency
but also remains robust and effective even in settings with extremely large item pools.

5 Conclusion

We studied contextual MNL bandits with non-linear parametric utilities and proposed a UCB-based
algorithm that is both computationally tractable and statistically efficient. Our algorithm attains
Õ(

√
T ) regret independent of the number of items, to the best of our knowledge the first tractable

method with this guarantee for non-linear utilities. Relative to prior approaches for general utility
models, our result achieves the same Õ(

√
T ) rate while remaining implementable under non-linearity.

Looking ahead, the current regret bound depends on the problem-dependent instance factor κ; reduc-
ing or removing this dependence in the non-linear setting likely requires new analytical techniques
and remains an important direction. Another promising avenue is to extend our framework to MNL
MDPs [16], where the transition kernel is specified by an MNL model. Prior work analyzes only the
case in which the logit is a linear function of state–action features [16, 6, 24, 31]; generalizing to
non-linear parameterizations while preserving computational tractability and performance guarantees
would broaden the scope and impact of this line of research.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract is propose a new computationally
tractable MNL bandit algorithm based on the upper confidence bound principle, which is
designed to handle general non-linear parametric utility functions, including neural networks.
Also, in Introduction, we summarize the main contributions of this paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
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Answer: [Yes]

Justification: We discuss the limitation along with the future direction of this work in
Conclusion.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provide the full set of assumptions in Section 2 & 3. Also we provide all
proof of main results in the appendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
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Justification: We provide numerical experiments in Section 4 and the detailed information
of experiments in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have attached the data and code with sufficient instructions to reproduce
the main experimental results in the supplementary material.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the detailed explanations for the experimental setting in the
appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report error bars in our experiments shown in Section 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
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Justification: We provide sufficient information on the computer resources needed to repro-
duce the experiments in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper adheres to the NeurIPS Code of Ethics in
all aspects.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: here is no negative societal impacts of the work performed because this
research focuses on theoretical aspects.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).
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11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The research conducted in this paper does not pose any such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: This paper does not use any external assets such as code, data, or models.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.
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• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related Works

Contextual MNL bandits. For contextual MNL bandits under linear utility assumptions, Ou
et al. [30] consider a setting in which the item-context features remain fixed over time and achieve
Õ(dK

√
T ) regret bound. Chen et al. [4] extended the fixed context setting to stochastic and

time-varying contexts, deriving a regret bound of Õ(d
√
T + d2K2); however, their method is

computationally intractable due to the need to enumerate all possible assortments. Oh and Iyengar
[29] introduced a polynomial-time algorithm that maintains confidence bounds in the parameter space
and computes UCB scores for each item, achieving regret Õ(dK

√
T/κ), where κ is the problem-

dependent instance factor. Perivier and Goyal [32] further refined this under adversarial contexts and
non-uniform rewards, improving the dependency on κ and achieving Õ(dK

√
κ∗T + d2K4/κ), but

their method is not computationally tractable. Zhang and Sugiyama [44] proposed a computationally
efficient algorithm using online parameter updates for a multi-parameter setting, where a shared
contextual feature vector is used across items, but each item is associated with its own utility parameter.
Lee and Oh [20] proposed a computationally efficient algorithm that achieves minimax optimal regret
(up to logarithmic factors) in the single-parameter setting.

Extending beyond the linearity assumption, Zhang and Luo [41] is, to the best of our knowledge, the
only work that addresses contextual MNL bandits with a general function class. For the stochastic
context setting, they proposed two offline regression oracle-based algorithms. Assuming the function
class is Lipschitz, the uniform exploration method achieves a regret bound of Õ((dKN)1/3T 2/3),
while the log-barrier regularization method achieves a tighter bound of Õ(K2

√
dNT ). For the

adversarial context setting, they proposed two online regression oracle-based algorithms. Under the
same Lipschitz assumption, the uniform exploration algorithm attains a regret of Õ((NK)1/3T 5/6),
and the log-barrier method again achieves Õ(K2

√
dNT 3/4). Additionally, they showed that a variant

of Feel-Good Thompson Sampling [42] achieves a regret of Õ(K2
√
dNT ). Even though these results

offer significant theoretical insights for general utility function classes, the log-barrier regularized
exploration and Thompson sampling-based algorithms are not computationally tractable—that is,
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they cannot be solved in polynomial time. Furthermore, all of their algorithms exhibit polynomial
dependence on the total number of items N , limiting their applicability to environments with large
or infinite item sets. In contrast, our proposed algorithm is not only computationally tractable but
also achieves a regret bound of Õ(

√
T ), which remains independent of N , even in the presence of

non-linear utilities.

Beyond linear models in contextual bandits. For generalized linear reward models, a growing
body of work has provided algorithms with provable guarantees [11, 23, 9, 10]. Most of these
methods achieve a regret bound of Õ(d

√
T ), with subsequent improvements focusing on instance-

dependent analysis and computational efficiency. For more general parametric reward models, Liu
and Wang [25] consider the infinite-armed bandit setting and establish a regret bound of Õ(d2w

√
T ),

where dw denotes the dimension of the parameterized reward model. Their analysis also relies on
a geometric condition on the squared loss of the parametric model, but crucially assumes a unique
global minimum—a stronger condition than our Assumption 4.

Beyond parametric reward models, there has been a surge of interest in bandit algorithms utilizing
neural networks [45, 40, 43, 19]. However, these works typically rely on the assumption that the
reward function lies in the reproducing kernel Hilbert space and heavily depend on NTK theory.
Moreover, regret bounds derived under NTK assumptions are known to suffer from unfavorable
worst-case information gain of order Õ(T

d−1
d ), leading to a regret bound of Õ(T

2d−1
2d ), which is

significantly worse than the standard sublinear regret of Õ(
√
T ) [19]. Without relying on NTK

theory, Xu et al. [38] analyze a quadratic neural network with a single hidden layer and establish a
regret bound of Õ(T 2/3). Huang et al. [15] consider a two-layer ReLU neural network with fewer
hidden units than input dimensions under the assumption of Gaussian input distributions. Xu et al.
[39] study a specific two-layer ReLU architecture in which all second-layer weights are fixed to
one, assuming a unit sphere context distribution. While these approaches achieve provably efficient
algorithms without relying on NTK assumptions, their dependence on specific network architectures
and restrictive context distributions limits their applicability to more general settings.

B Proof of Lemma 1

Proof of Lemma 1. For notational simplicity, we abbreviate the following process:

X ∼ D, S ∼ Unif(S), i ∼ Multinomial
(
1, [p(0 | X,S,w∗), . . . , p(i|S| | X,S,w∗)]

)
(2)

as (X,S, i) ∼ H. Under Assumption 2, each function fw ∈ F is Lipschitz continuous with constant
Cf . Then, by the regression oracle guarantee for Lipschitz function classes (Lemma 9), there exists a
constant C1 > 0 such that, with probability at least 1− δ, the following bound holds:

E(X,S,i)∼H [log p(i | X,S,w∗)− log p(i | X,S, ŵ0)] ≤ C1

dwC
2
fζ

n
,

where ζ = logK log(nCg) log(1/δ) is the logarithmic term.

For any X = {x1, . . . ,xN}, S ∈ S, and w ∈ W , we define

p(X,S,w) :=
[
p(i1 | X,S,w) , . . . , p(i|S| | X,S,w)

]
,

p0(X,S,w) :=
[
p(0 | X,S,w) , p(i1 | X,S,w) , . . . , p(i|S| | X,S,w)

]
.

Then, we have

C1

dwC
2
fζ

n
≥ E(X,S,i)∼H [log p(i | X,S,w∗)− log p(i | X,S, ŵ0)]

= EX,S

[
Ei∼p0(X,S,w∗) [log p(i | X,S,w∗)− log p(i | X,S, ŵ0) | X,S]

]
= EX,S [DKL(p0(X,S,w∗),p0(X,S, ŵ0)) | X,S]

≥ EX,S

[
1

2
∥p0(X,S,w∗)− p0(X,S, ŵ0)∥22 | X,S

]
≥ EX,S

[
1

2
∥p(X,S,w∗)− p(X,S, ŵ0)∥22 | X,S

]
, (3)
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where the second inequality follows from Pinsker’s inequality, and the final inequality follows from
the definitions of p and p0. For the next step, we introduce the following lemma showing reverse
Lipschitzness of the MNL model. The proof of Lemma 4 is provided in Section B.1.

Lemma 4 (Reverse Lipschitzness of the MNL model). For a ∈ A := {x ∈ Rd : ∥x∥2 ≤ C}, let
h(a) = [h1(a), . . . , hd(a)] be defined as

hi(a) =
exp(ai)

1 +
∑d

j=1 exp(aj)
.

Then, for any a,b ∈ A,
∥h(a)− h(b)∥2 ≥ κ0∥a− b∥2 ,

where κ0 := mina∈A mini∈[d] hi(a)(1−
∑d

j=1 hj(a)).

Note that if we denote f(X,S,w) := [fw(xj)]j∈S ∈ R|S|, then we have h(f(X,S,w)) =
p(X,S,w). Therefore by applying Lemma 4, Eq. (3) can be further bounded by

(3) ≥ κ2

2
EX,S

∑
j∈S

(fŵ0
(xj)− fw∗(xj))

2 | X,S

 =
κ2

2
ℓsq(ŵ0) .

Therefore, we have

ℓsq(ŵ0) ≤ 2C1

κ−2dwC
2
fζ

n
.

On the other hand, let w̃∗ = argminw̃∈W∗ ∥ŵ0 − w̃∥2. Then, by the condition on n,

n ≥ 2−1Cκ−2dwC
2
fζ

µγ/(2−γ)

τ2/(2−γ)
, (4)

where C = 4C1, we can obtain

∥ŵ0 − w̃∗∥2 ≤ (τ/µ)1/(2−γ) .

We can prove it by contradiction. Suppose that

∥ŵ0 − w̃∗∥2 > (τ/µ)1/(2−γ) .

Then, we have
µ

2
∥ŵ0 − w̃∗∥22 >

τ

2
∥ŵ0 − w̃∗∥γ2 , (5)

which implies that the (τ, γ)-growth condition holds by Assumption 4. On the other hand, by the
(τ, γ)-growth condition in Assumption 4, Eq. (5) implies

τ

2
∥ŵ0 − w̃∗∥γ2 ≤ ℓsq(ŵ0)− ℓsq(w̃

∗) = ℓsq(ŵ0) ≤ 2C1

κ−2dwC
2
fζ

n
.

By the condition on n in Eq. (4), this implies

∥ŵ0 − w̃∗∥2 ≤ (τ/µ)1/(2−γ) ,

which leads to a contradiction. This shows that when n satisfies Eq. (4), then ŵ0 lies in the region
where the local strong convexity of ℓsq(·) at w̃∗ holds. Therefore, we obtain

µ

2
∥ŵ0 − w̃∗∥22 ≤ ℓsq(ŵ0)− ℓsq(w̃

∗) = ℓsq(ŵ0)− ℓsq(w
∗) ≤ 2C1

κ−2dwC
2
fζ

n
,

which results in

∥ŵ0 − w̃∗∥22 ≤ C
κ−2dwC

2
fζ

µn
,

where we again denote C = 4C1.
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B.1 Proofs of Technical Lemmas

B.1.1 Proof of Lemma 4

Proof of Lemma 4. For any a,b ∈ A, by the mean value theorem there exists c ∈ conv(a,b) such
that

h(a)− h(b) = ∇h(c)⊤(a− b) .

Now, it suffices to show that λmin(∇(h(c)⊤) ≥ κ0. Since ∇h(c) = diag(h(c))− h(c)h(c)⊤, for
any x ∈ Rd \ {0d},

x⊤∇h(c)x = x⊤diag(h(c))x−
(
x⊤h(c)

)2
=

d∑
i=1

hi(c)x
2
i −

(
d∑

i=1

hi(c)xi

)2

≥
d∑

i=1

hi(c)x
2
i −

(
d∑

i=1

hi(c)

)(
d∑

i=1

hi(c)x
2
i

)

=

(
d∑

i=1

hi(c)x
2
i

)(
1−

d∑
i=1

hi(c)

)

=

d∑
i=1

hi(c)

(
1−

d∑
i=1

hi(c)

)
x2
i

≥
d∑

i=1

κ0x
2
i ,

where the first inequality uses Cauchy-Schwarz inequality, and the last inequality follows by the
definition of κ0. This concludes the proof.

C Proof of Lemma 2

Proof of Lemma 2. Let w̃∗ = argminw̃∈W∗ ∥ŵ0 − w̃∥2. And for notational simplicity, we will
abbreviate p̂(i | Xt, St,w) as p̂ti(w), and p(i | Xt, St,w) as pti(w) in this proof. Recall that ℓt(w)
is the regularized negative log-likelihood defined as

ℓt(w) := −
t−1∑
s=1

∑
i∈Ss

ysi log p̂si(w) +
λ

2
∥w − ŵ0∥22 .

Since ŵt = argminw∈W ℓt(w), we have ∇ℓt(wt) = 0dw
, and this implies

t−1∑
s=1

∑
i∈Ss

p̂si(ŵt)∇fŵs
(xsi) + λ(ŵt − ŵ0) =

t−1∑
s=1

∑
i∈Ss

ysi∇fŵs
(xsi) . (6)

Let us define gt(w) =
∑t−1

s=1

∑
i∈Ss

p̂si(w)∇fŵs
(xsi) + λw. Then, from Eq. (6) we have

gt(ŵt)− gt(w̃
∗) =

t−1∑
s=1

∑
i∈Ss

(ysi − p̂si(w̃
∗))∇fŵs

(xsi) + λ(ŵ0 − w̃∗) .

Note that since E[ysi | Fs] ̸= p̂si(w̃
∗), we cannot apply conventional self-normalized martingale

inequality used in previous MNL bandit [28, 29, 32, 44, 20]. Instead since E[ysi | Fs] = psi(w̃
∗)

we add and subtract psi(w̃∗) as follows:

gt(ŵt)− gt(w̃
∗) =

t−1∑
s=1

∑
i∈Ss

(ysi − psi(w̃
∗))∇fŵs

(xsi) +

t−1∑
s=1

∑
i∈Ss

(psi(w̃
∗)− p̂si(w̃

∗))∇fŵs
(xsi)

+ λ(ŵ0 − w̃∗) .
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By inequality (a+ b+ c)2 ≤ 4a2 + 4b2 + 4c2, we have

∥gt(ŵt)− gt(w̃
∗)∥2

V−1
t

≤ 4

∥∥∥∥∥
t−1∑
s=1

∑
i∈Ss

(ysi − psi(w̃
∗))∇fŵs

(xsi)

∥∥∥∥∥
2

V−1
t︸ ︷︷ ︸

I1

+4

∥∥∥∥∥
t−1∑
s=1

∑
i∈Ss

(psi(w̃
∗)− p̂si(w̃

∗))∇fŵs
(xsi)

∥∥∥∥∥
2

V−1
t︸ ︷︷ ︸

I2

+ 4λ2∥ŵ0 − w̃∗∥2
V−1

t︸ ︷︷ ︸
I3

For the term I1, we introduce the following lemma.

Lemma 5. For all t ≥ 1, with probability at least 1− δ,∥∥∥∥∥
t−1∑
s=1

∑
i∈Ss

(ysi − psi(w̃
∗))∇fŵs

(xsi)

∥∥∥∥∥
2

V−1
t

≤ αt ,

where αt = C̃αdw log(1 + TC2
g/(dwλ)) log(t

2π2/δ) for an absolute constant C̃α > 0.

If we denote each ysi − psi(w
∗) as εsi and note E[εsi] = 0, the quantity∥∥∥∑t−1

s=1

∑
i∈Ss

(ysi − psi(w̃
∗))∇fŵs

(xsi)
∥∥∥2
V−1

t

corresponds to the self-normalized vector-valued

martingale term in Abbasi-Yadkori et al. [1]. However, due to correlations among items within
each selected assortment {εsi}i∈Ss , standard self-normalized inequalities cannot be directly applied.
To address this, Perivier and Goyal [32] introduced an analysis based on a global random vector
zs :=

∑
i∈Ss

εsi∇fŵs
(xsi), which, combined with a Bernstein-type tail inequality for the logistic

bandit (Theorem 1 in Faury et al. [9]), yields a concentration bound of order Õ
(√

λ+ dw log T√
λ

)
(Theorem C.6 in Perivier and Goyal [32]). As a result, achieving a regret bound of Õ(

√
T ) requires

the regularization parameter as λ = O(d log T ). In contrast, by adapting techniques from Dani et al.
[7], we derive a concentration result with a bound that is independent of λ (up to logarithmic factors).
The proof of Lemma 5 is provided in Section C.1.

For the term I2, we introduce several notations to facilitate understanding. Let Ks = |Ss| denote the
size of the assortment selected at round s. Then we can write Ss = {i1, . . . , iKs}. Now we define
Gs ∈ Rd×Ks as the matrix whose k-th column is the gradient of f(xsik) evaluated at ŵs, i.e.,

Gs :=
[
∇fŵs

(xsi1), . . . ,∇fŵs
(xsiKs

)
]
∈ Rdw×Ks .

For any vector u := [u1, . . . , uKs
]⊤ ∈ RKs , we define hs(u) := [h1(u), . . . , hKs

(u)]⊤, where each
hk is given by:

hk(u) :=
exp(uk)

1 +
∑Ks

j=1 exp(uj)
.

In addition, we define:

ûs := [ûsi1 , . . . , ûsiKs
]⊤ ∈ RKs where ûsik = fŵs

(xsik) + (w̃∗ − ŵs)
⊤∇fŵs

(xsik) ,

u∗
s := [u∗

si1 , . . . , u
∗
siKs

]⊤ ∈ RKs where u∗
sik

= fw̃∗(xsik) .
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Now we bound I2 as follows:

I2 = 4

∥∥∥∥∥
t−1∑
s=1

Gs(hs(ûs)− hs(u
∗
s))

∥∥∥∥∥
2

V−1
t

= 4

∥∥∥∥∥
t−1∑
s=1

Gs∇hs(ũs)
⊤(ûs − u∗

s)

∥∥∥∥∥
2

V−1
t

≤ 4

(
t−1∑
s=1

∥∥Gs∇hs(ũs)
⊤(ûs − u∗

s)
∥∥
V−1

t

)2

≤ 4

(
t−1∑
s=1

∥Gs∥V−1
t
∥∇hs(ũs)

⊤(ûs − u∗
s)∥2

)2

where the first inequality follows from the triangle inequality, and the second inequality uses the
following bound: for any matrices A,B,V ∈ Rm×m and vector x ∈ Rm,

∥ABx∥2V = (ABx)⊤V(ABx) = (Bx)⊤A⊤VA(Bx) ≤ λmax(A
⊤VA)∥Bx∥22 = ∥A∥2V∥Bx∥22 .

On the other hand, we can bound each ∥∇hs(ũs)
⊤(ûs − u∗

s)∥2 as follows:

∥∇hs(ũs)
⊤(ûs − u∗

s)∥2 ≤ ∥∇hs(ũs)
⊤∥∞,2∥ûs − u∗

s∥∞ ,

where the norm ∥ · ∥∞,2 is defined as follows:

∥A∥∞,2 = sup{∥Ax∥2 : ∥x∥∞ ≤ 1}.

Since ∇hs(ũs)
⊤ = diag(hs(ũs))−hs(ũs)hs(ũs)

⊤, for any x := [x1, . . . , xKs
]⊤ with ∥x∥∞ ≤ 1,

we have

∥∇hs(ũs)
⊤x∥22 =

∥∥diag(hs(ũs))x− (hs(ũs)
⊤x)hs(ũs)

∥∥2
2

=

Ks∑
k=1

hk(ũs)xk −

Ks∑
j=1

xjhj(ũs)

hk(ũs)

2

=

Ks∑
k=1

h2
k(ũs)

xk −
Ks∑
j=1

xjhj(ũs)

2

.

If we denote
∑Ks

j=1 hj(ũs) =: q, since ∥x∥∞ ≤ 1, for all 1 ≤ k ≤ Ks, we have

∣∣∣∣∣∣xk −
Ks∑
j=1

xjhj(ũs)

∣∣∣∣∣∣ ≤ 1 +

∣∣∣∣∣∣
Ks∑
j=1

xjhj(ũs)

∣∣∣∣∣∣ ≤ 1 + q .

Then, ∥∇hs(ũs)
⊤x∥22 can be further bounded as

∥∇hs(ũs)
⊤x∥22 ≤

Ks∑
i=1

h2
i (ũs)(1 + q)2 ≤

Ks∑
i=1

hi(ũs)(1 + q)2 ≤ q(1 + q)2 ≤ max
p∈(0,1)

p(1 + p)2 ≤ 4 ,
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where the fourth inequality holds because 0 < q < 1. This implies ∥∇hs(ũs)
⊤∥∞,2 ≤ 2 for all s,

therefore we bound the term I2 as follows:

I2 ≤ 16

(
t−1∑
s=1

∥Gs∥V−1
t
∥ûs − u∗

s∥∞

)2

= 16

(
t−1∑
s=1

∥Gs∥V−1
t

max
1≤k≤Ks

|ûsik − u∗
sik

|

)2

= 16

(
t−1∑
s=1

∥Gs∥V−1
t

max
i∈Ss

1

2
∥ŵs − w̃∗∥2∇2fw̃s (xsi)

)2

≤ 4C2
h

(
t−1∑
s=1

∥Gs∥V−1
t
∥ŵs − w̃∗∥22

)2

,

where the third equality follows from the second-order Taylor’s theorem with w̃s lying between ŵs

and w̃∗, and the final inequality follows from Assumption 2.

For I3, we have

4λ2∥ŵ0 − w̃∗∥2
V−1

t
≤ 4λ∥ŵ0 − w̃∗∥22 ≤

4λCκ−2dwC
2
fζ

µn
.

For next step, we introduce the following lemma, whose proof is provided in Section C.1.

Lemma 6. For any t ∈ [T ], it holds:

∥ŵt − w̃∗∥2Vt
≤ (1 + 6

√
2)2κ−1∥gt(ŵt)− gt(w̃

∗)∥2
V−1

t
.

Combining Lemma 6 with the bounds of I1, I2, I3, we have

∥ŵt − w̃∗∥22 ≤ (1 + 6
√
2)2κ−1

λ
∥gt(ŵt)− gt(w̃

∗)∥2
V−1

t

≤ 4(1 + 6
√
2)2κ−1

λ

αt + C2
h

(
t−1∑
s=1

∥Gs∥V−1
t
∥ŵs − w̃∗∥22

)2

+
λκ−2dwC

2
fζ

µn


=

C0κ
−1αt

λ
+

C0C
2
hκ

−1

λ

(
t−1∑
s=1

∥Gs∥V−1
t
∥ŵs − w̃∗∥22

)2

+
C0κ

−3dwC
2
fζ

µn
, (7)

where we denote C0 := 4(1 + 6
√
2)2. We now proceed by induction to establish the convergence

rate of ∥ŵt − w̃∗∥22 for every time step t ∈ [T ]. Recall that by Lemma 1, with probability at least
1− δ, we have

∥ŵ0 − w̃∗∥22 ≤
Cκ−2dwC

2
fζ

µn
.

To formally set up the inductive argument, we assume that at round τ , there exists a universal constant
C̃ such that, with probability at least 1− 2δ, the following holds:

∥ŵτ − w̃∗∥22 ≤
C̃κ−2dwC

2
fζ

µn
.

Then, we want to show that at round τ + 1 with probability at least 1− 2δ,

∥ŵτ+1 − w̃∗∥22 ≤
C̃κ−2dwC

2
fζ

µn
.
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From Eq. (7), at round s+ 1, we have

∥ŵτ+1 − w̃∗∥22 ≤ C0κ
−1ατ+1

λ
+

C0C
2
hκ

−1

λ

(
τ∑

s=1

∥Gs∥V−1
τ+1

∥ŵs − w̃∗∥22

)2

+
C0κ

−3dwC
2
fζ

µn

≤ C0κ
−1ατ+1

λ
+

C0C
2
hC̃

2κ−5d2wC
4
fζ

2

λµ2n2

(
τ∑

s=1

∥Gs∥V−1
τ+1

)2

+
C0κ

−3dwC
2
fζ

µn

≤ C0κ
−1ατ+1

λ
+

C0C
2
hC̃

2κ−5d2wC
4
fζ

2

λµ2n2

√√√√ τ∑
s=1

√√√√ τ∑
s=1

∥Gs∥2V−1
τ+1

2

+
C0κ

−3dwC
2
fζ

µn

≤ C0κ
−1ατ+1

λ
+

C0C
2
hC̃

2κ−5d2wC
4
fζ

2τ

λµ2n2

(
τ∑

s=1

∥Gs∥2V−1
τ+1

)
+

C0κ
−3dwC

2
fζ

µn

≤ C0κ
−1ατ+1

λ
+

C0C
2
hC̃

2κ−5d3wC
4
fζ

2τ

λµ2n2
+

C0κ
−3dwC

2
fζ

µn
, (8)

where the last inequality invokes the following lemma, with its proof provided in Section C.1.

Lemma 7. For all t ∈ [T ],
t−1∑
s=1

∥Gs∥2V−1
t

≤ dw .

Now, our goal is to show that there exist a universal constant C̃ such that the following bound holds:

C0κ
−1ατ+1

λ
+

C0C
2
hC̃

2κ−5d3wC
4
fζ

2τ

λµ2n2
+

C0κ
−3dwC

2
fζ

µn
≤

C̃κ−2dwC
2
fζ

µn
. (9)

For notational simplicity, let us denote αt := C̃αdwζ1, where ζ1 denotes a logarithmic term that
depends on T, dw, λ, and δ. Then, Eq. (9) can be rewritten as:

C0C̃ακ
−1dwζ1
λ

+
C0C

2
hC̃

2κ−5d3wC
4
fζ

2τ

λµ2n2
+

C0κ
−3dwC

2
fζ

µn
≤

C̃κ−2dwC
2
fζ

µn
. (10)

Note that the left-hand side of Eq. (10) is monotonically increasing in τ , and therefore the inequality
must also hold at τ = T ; that is,

C0C̃ακ
−1dwζ1
λ

+
C0C

2
hC̃

2κ−5d3wC
4
fζ

2T

λµ2n2
+

C0κ
−3dwC

2
fζ

µn
≤

C̃κ−2dwC
2
fζ

µn

⇐⇒

(
C0C

2
hκ

−5d3wC
4
fζ

2T

λµ2n2

)
C̃2 −

(
κ−2dwC

2
fζ

µn

)
C̃ +

(
C0κ

−3dwC
2
fζ

µn
+

C0C̃ακ
−1dwζ1
λ

)
≤ 0 .

A feasible choice of C̃ must satisfy the following condition:(
κ−2dwC

2
fζ

µn

)2

− 4

(
C0C

2
hκ

−5d3wC
4
fζ

2T

λµ2n2

)(
C0κ

−3dwC
2
fζ

µn
+

C0C̃ακ
−1dwζ1
λ

)
≥ 0 .

By substituting λ = Cλ

√
T and n = κ−3/2dw

√
T , this condition becomes:(

κ−1/2C2
fζ

µ
√
T

)2

− 4

(
C0C

2
hκ

−2dwC
4
fζ

2

Cλ

√
Tµ2

)(
C0κ

−3/2C2
fζ

µ
√
T

+
C0C̃ακ

−1dwζ1

Cλ

√
T

)
≥ 0

⇐⇒ (κ−1C4
fζ

2µ)C2
λ − (4C2

0C
2
hκ

−7/2dwC
6
fζ

3)Cλ − (4C2
0C

2
hC̃ακ

−3d2wC
4
fζ

2ζ1µ) ≥ 0 .

Solving the above quadratic inequality for Cλ, it suffices to choose

Cλ ≥
2C0Chdwκ

−5/2

(
C0C

2
fChζ +

√
C2

0C
4
fC

2
hκ

4ζ2 + C̃ακ7µ2ζ1

)
µ

= Õ(κ−5/2µ−1dw) .

28



Note that Cλ depends only logarithmically on T , and this choice guarantees that Eq.(10) holds,
thereby confirming the existence of a universal constant C̃. Hence, by induction, we conclude that for
all t ∈ [T ], there exists a universal constant C̃ such that, with probability at least 1− 2δ, the desired
bound holds:

∥ŵt − w̃∗∥22 ≤
C̃κ−2dwC

2
fζ

µn
.

Finally, combining again the results of Lemma 6 and similar argument used in Eq. (8), we have

∥ŵt − w̃∗∥2Vt

≤ (1 + 6
√
2)2κ−1∥gt(ŵt)− gt(w̃

∗)∥2
V−1

t

≤ 4(1 + 6
√
2)2κ−1

αt + C2
h

(
t−1∑
s=1

∥Gs∥V−1
t
∥ŵs − w̃∗∥22

)2

+
λκ−2dwC

2
fζ

µn


≤ C0κ

−1

(
αt +

C2
hC̃

2κ−4d2wC
4
fζ

2

µ2n2

(
t−1∑
s=1

∥Gs∥V−1
t

)2

+
λκ−2dwC

2
fζ

µn

)

≤ C0κ
−1

(
αt +

C2
hC̃

2κ−4d2wC
4
fζ

2

µ2n2


√√√√t−1∑

s=1

√√√√t−1∑
s=1

∥Gs∥2V−1
t

2

+
λκ−2dwC

2
fζ

µn

)

≤ C0κ
−1

(
αt +

C2
hC̃

2κ−4d2wC
4
fζ

2t

µ2n2

(
t−1∑
s=1

∥Gs∥2V−1
t

)
+

λκ−2dwC
2
fζ

µn

)

≤ C0κ
−1

(
αt +

C2
hC̃

2κ−4d3wC
4
fζ

2t

µ2n2
+

λκ−2dwC
2
fζ

µn

)
= Õ

(
µ−2κ−4dw

)
,

where, in the last inequality, we substitute αt = Õ(dw), λ = Cλ

√
T = Õ(κ−5/2µ−1dw

√
T ),

n = dwκ
−3/2

√
T .

C.1 Proofs of Technical Lemmas

C.1.1 Proof of Lemma 5

Proof of Lemma 5. If we denote st =
∑t−1

s=1

∑
i∈Ss

(ysi − psi(w̃
∗))∇fŵs

(xsi), then,

st+1 = st +
∑
i∈St

(yti − pti(w̃
∗))∇fŵt

(xti) = st + ϕt ,

where we denote ϕt :=
∑

i∈St
(yti − pti(w̃

∗))∇fŵt
(xti). Then, we have

∥st+1∥2V−1
t+1

= (st+1 + ϕt)
⊤V−1

t+1(st+1 + ϕt)

= s⊤t+1V
−1
t+1st+1 + 2s⊤t+1V

−1
t+1ϕt + ϕ⊤

t V
−1
t+1ϕt

≤ s⊤t+1V
−1
t st+1 + 2s⊤t+1V

−1
t+1ϕt + ϕ⊤

t V
−1
t ϕt ,

where the last inequality follows by Vt ⪯ Vt+1. Using this argument recursively, we have

∥s∥2
V−1

t
≤

t−1∑
s=1

ϕ⊤
s V

−1
s ϕs +

t−1∑
s=1

2ϕsV
−1
s+1ss . (11)

Now we will define a martingale difference sequence. We start to define an event Et =

1
{
∥ss∥2V−1

s
≤ βs,∀s ≤ t

}
, and define

Jt = 2Etϕ
⊤
t V

−1
t+1st .
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Then, we have E[Jt | Ft] = 2E[ϕ⊤
t | Ft]V

−1
t+1st = 0. And since we have

|Jt| ≤ 2Et|ϕ⊤
t V

−1
t+1st|

≤ 2Et∥ϕ⊤
t V

−1/2
t+1 ∥2∥V−1/2

t+1 st∥2

= 2Et

√
ϕ⊤

t V
−1
t+1ϕt

√
s⊤t V

−1
t+1st

≤ 2Et

√
ϕ⊤

t V
−1
t ϕt

√
s⊤t V

−1
t st

≤ 2Et
√
αt∥ϕt∥V−1

t

where the last inequality follows trivially when Et = 0, and by definition of Et when Et = 1.
Additionally this gives us a family of uniform upper bound:

|Js| ≤ 2
√
αt, ∀s ≤ t .

Now we bound the conditional variance of Jt as follows:

Vt :=

t−1∑
s=1

Var(Js | J0, . . . , Js−1) ≤
t−1∑
s=1

4Esαs∥ϕs∥2V−1
s

≤ 4(max
s≤t

αs)

t−1∑
s=1

∥ϕs∥2V−1
s

≤ 16αt

t−1∑
s=1

max
i∈Ss

∥∇fws
(xsi)∥2V−1

s

where the last inequality uses the following inequality

∥ϕs∥V−1
s

≤
∑
i∈Ss

|εsi|∥∇fws(xsi)∥V−1
s

≤

(∑
i∈Ss

|ysi|∥∇fws(xsi)∥V−1
s

+
∑
i∈Ss

|psi(w̃∗)|∥∇fws(xsi)∥V−1
s

)
≤ 2max

i∈Ss

∥∇fws
(xsi)∥V−1

s
.

For the next step, we introduce the following lemma:

Lemma 8. For any t ≥ 1, it holds that

t−1∑
s=1

min

{
1,max

i∈Ss

∥∇fŵs
(xsi)∥2V−1

s

}
≤ 2dw log

(
1 +

tC2
g

dwλ

)
.

Lemma 8 is conceptually similar to the elliptical potential lemma commonly used in the linear utility
setting [28, 29, 20]. As a result, the proof of Lemma 8 can be readily extended from its linear
counterpart. For completeness, we provide the proof of Lemma 8 at the end of this section. Suppose
that λ ≥ C2

g , which guarantees that ∥∇fŵt
(xti)∥2V−1

t

≤ 1 for all t ∈ [T ] and i ∈ [N ]. By using
Lemma 8, we bound Vt as follows:

Vt ≤ 32αtdw log(1 + TC2
g/(dwλ)) =: vt .

Now we have established the sum of conditional variance of martingale difference sequence, denoted
by Vt, is bounded by vt = Õ(αtdw). Then, by Freedman’s inequality (Lemma 10) with parameters
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a = αt/2, b = 2
√
αt, and v = vt, we have

P

(
t−1∑
s=1

Js ≥ αt/2

)
= P

(
t−1∑
s=1

Js ≥ αt/2, Vt ≤ vt

)

≤ exp

(
−(αt/2)

2

2vt + 2(αt/2)(2
√
αt)/3

)
≤ exp

(
max

{
− α2

t

16vt

}
,

{
−
3
√
αt

16

})
≤ δ

t2π2

where the last inequality holds if we set

αt ≥ Cβdw log(1 + TC2
g/(dwλ)) log(t

2π2/δ) (12)

for some absolute constant Cβ > 0 satisfying that

α2
t ≥ 16vt log(t

2π2/δ) + (16/3)2 log2(t2π2/δ) .

By taking union bound,

P

(
∃t,

t−1∑
s=1

Js ≥
αt

2

)
≤

∞∑
t=1

P

(
t−1∑
s=1

Js ≥
αt

2

)

≤
∞∑
t=1

P

(
t−1∑
s=1

Js ≥
αt

2

)

≤
∞∑
t=1

δ

t2π2
=

π2

δ
· π

2

6
= δ .

Until now, we have established the event {∀t ≥ 1,
∑t−1

s=1 Js ≤ αt/2} holds with probability at least
1 − δ. Now we will show that the event Et = 1 under the event {∀t ≥ 1,

∑t−1
s=1 Js ≤ αt/2}. We

prove this by induction on t. Recall that Et = 1{∥ss∥2V−1
s

≤ αs,∀s ≤ t}. For the base case (t = 1),
by definition of s1 = 0dw

, it holds that ∥s1∥2V−1
1

≤ α1. For the induction step, suppose that Es = 1

for s < t. By Eq. (11),

∥s∥2
V−1

t
≤

t−1∑
s=1

ϕ⊤
s V

−1
s ϕs +

t−1∑
s=1

2ϕsV
−1
s+1ss

≤
t−1∑
s=1

min{1, ∥ϕs∥2V−1
s
}+ αt

2

≤ 2dw log(1 + TC2
g/(dwλ)) +

αt

2
,

where we invoke Lemma 8 again for the second inequality. Then, with Eq. (12), if we have

αt = C̃αdw log(1 + TC2
g/(dwλ)) log(t

2π2/δ)

for sufficiently large constant C̃α > 0, then we have ∥st∥2V−1
t

≤ αt. This completes the proof.

C.1.2 Proof of Lemma 6

Proof of Lemma 6. For any w1,w2 ∈ W , by the mean value theorem, we have

gt(w1)− gt(w2) = ∇ℓt(w2)−∇ℓt(w1) =

(∫ 1

0

∇2ℓt(w1 + z(w2 −w1))dx

)
(w2 −w1) .

This implies
∥gt(w1)− gt(w2)∥G−1

t (w1,w2)
= ∥w1 −w2∥Gt(w1,w2) , (13)
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where we denote Gt(w1,w2) :=
∫ 1

0
∇2ℓt(w1+z(w2−w1))dz. On the other hand, Lee and Oh [20]

show that the multinomial logistic loss with linear utility is 3
√
2-self-concordant-like (Lemma 11),

then by the property of self-concordant-like function (Lemma 12), we have

∇2ℓt(w1 − z(w2 −w1)) ⪰ exp
(
−3

√
2∥z(w2 −w1)∥2

)
∇2ℓt(w1) .

This implies

Gt(w1,w2) ⪰
∫ 1

0

exp
(
−3

√
2∥z(w2 −w1)∥2

)
dz∇2ℓt(w1)

⪰ 1− exp (∥w2 −w1∥2)
3
√
2∥w2 −w1∥2

∇2ℓt(w1)

⪰ 1

1 + 3
√
2∥w2 −w1∥2

∇2ℓt(w1)

⪰ 1

1 + 6
√
2
∇2ℓt(w1) ,

where the third inequality uses the inequality 1−exp(−x)
x ≥ 1

1+x for x ≥ 0. By applying this to
Eq. (13), we obtain

∥w1 −w2∥2∇2ℓt(w1)
≤ (1 + 6

√
2)∥w1 −w2∥2Gt(w1,w2)

≤ (1 + 6
√
2)∥gt(w1)− gt(w2)∥2G−1

t (w1,w2)

≤ (1 + 6
√
2)2∥gt(w1)− gt(w2)∥2(∇2ℓt(w1))

−1 . (14)

On the other hand, since

∇2ℓt(w) := λIdw
+

t−1∑
s=1

∑
i∈Ss

p̂si(w)∇fsi∇f⊤
si −

(∑
i∈Ss

p̂si(w)∇fsi

)(∑
i∈Ss

p̂si(w)∇fsi

)⊤
⪰ λIdw

+ κ

t−1∑
s=1

∑
i∈Ss

∇fsi∇f⊤
si ⪰ κVt ,

where we abbreviate ∇fŵs
(xsi) =: ∇fsi. Then, by applying this to Eq. (14) we have

∥w1 −w2∥2Vt
≤ (1 + 6

√
2)2κ−1∥gt(w1)− gt(w2)∥2V−1

t
.

Substituting w1 = ŵt and w2 = w̃∗ completes the proof.

C.1.3 Proof of Lemma 7

Proof of Lemma 7. Note that
t−1∑
s=1

∥Gs∥2V−1
t

=

t−1∑
s=1

λmax(G
⊤
s V

−1
t Gs)

≤
t−1∑
s=1

tr(G⊤
s V

−1
t Gs)

=

t−1∑
s=1

∑
i∈Ss

∇fŵs
(xsi)

⊤V−1
t ∇fŵs

(xsi)

=

t−1∑
s=1

∑
i∈Ss

tr
(
∇fŵs

(xsi)
⊤V−1

t ∇fŵs
(xsi)

)
= tr

(
V−1

t

t−1∑
s=1

∑
i∈Ss

∇fŵs
(xsi)∇fŵs

(xsi)
⊤
)

.
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If we denote λ1, . . . , λdw the eigenvalues of
∑t−1

s=1

∑
i∈Ss

∇fŵs
(xsi)∇fŵs

(xsi)
⊤, then we have

tr

(
V−1

t

t−1∑
s=1

∑
i∈Ss

∇fŵs
(xsi)∇fŵs

(xsi)
⊤
)

=

dw∑
j=1

λj/(λj + λ) ≤ dw .

C.1.4 Proof of Lemma 8

Proof of Lemma 8. For notational simplicity, we abbreviate ∇fŵt
(xti) as ∇fti. Note that

Vt+1 = Vt +
∑
i∈St

∇fti∇f⊤
ti ,

which results in

detVt+1 = detVt

(
1 +

∑
i∈St

∥∇fti∥2V−1
t

)
≥ detVt

(
1 + max

i∈St

∥∇fti∥2V−1
t

)

≥ det(λIdw
)

t∏
s=1

(
1 + max

i∈Ss

∥∇fsi∥2V−1
s

)
.

Then, we have
t∑

s=1

(
1 + max

i∈Ss

∥∇fsi∥2V−1
s

)
≤ log

detVt+1

det(λIdw
)
.

Using the inequality z ≤ 2 log(1 + z) for z ∈ [0, 1], we have
t∑

s=1

min

{
1,max

i∈Ss

∥∇fsi∥2V−1
s

}
≤

t∑
s=1

2 log

(
1 + max

i∈Ss

∥∇fsi∥2V−1
s

)
≤ 2 log

detVt+1

det(λIdw
)

≤ 2dw log

(
1 +

(t+ 1)C2
g

dwλ

)
,

where the last inequality follows by the determinant-trace inequality (Lemma 13).

D Proof of Lemma 3

Proof of Lemma 3. Note that

zti − fw∗(xti) = fŵt
(xti)− fw∗(xti) +

√
βt∥∇fŵt

(xti)∥V−1
t

+
βtCh

λ

= (ŵt −w∗)⊤∇fẇ(xti) +
√

βt∥∇fŵt
(xti)∥V−1

t
+

βtCh

λ
(15)

= (ŵt −w∗)⊤∇fŵt
(xti) + (ŵt −w∗)⊤(∇fẇ(xti)−∇fŵt

(xti))

+
√
βt∥∇fŵt

(xti)∥V−1
t

+
βtCh

λ

≥ (ŵt −w∗)⊤(∇fẇ(xti)−∇fŵt
(xti)) +

βtCh

λ

= (ŵt −w∗)⊤∇2fẅ(xti)(ẇ − ŵt) +
βtCh

λ
(16)

≥ −∥ŵt −w∗∥Vt
∥V−1/2

t ∇2fẅ(xti)V
−1/2
t ∥∥ẇ − ŵt∥Vt

+
βtCh

λ
≥ 0 ,

where Eq. (15) applies the mean value theorem with ẇ lying between ŵt and w∗, Eq. (16) uses it
again for ẅ lying between ẇ and ŵt, and the last inequality follows from the bound ∥ẇ− ŵt∥Vt

≤
∥ŵt −w∗∥Vt

≤
√
βt. The upper bound can be derived by the similar argument.
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E Proof of Theorem 1

Proof of Theorem 1. Suppose that Lemma 2 holds. Then, by Lemma 3, for all t ∈ [T ] and i ∈ St, we
have fw∗(xti) ≤ zti. By Lemma 14, the expected reward corresponding to the optimal assortment
S∗
t is monotone in the MNL utilities, for all t ∈ [T ], we have

Rt(S
∗
t ,w

∗) ≤ R̃t(S
∗
t ) ≤ R̃t(St) . (17)

If we denote z′ti = fw∗(xti) + 2
√
βt∥∇fŵt

(xti)∥V−1
t

+ 2βtCh/λ, by Lemma 15, which states that

the optimistic expected reward R̃t(S) is monotonically increasing with respect to the utilities of the
items in S, and by Lemma 3 we have zti ≤ z′ti, which implies

R̃t(St) =
∑
i∈St

exp(zti)rti
1 +

∑
j∈St

exp(ztj)
≤
∑
i∈St

exp(z′ti)rti
1 +

∑
j∈St

exp(z′tj)
. (18)

Let w̃∗ := argminw̃∈W∗ ∥ŵ0 − w̃∥2 denote the parameter in the equivalence set W∗ that is closest
to ŵ0. By combining Eq. 17 and Eq. 18, we bound the cumulative regret in Phase II as follows:

T∑
t=1

Rt(St,w
∗)−Rt(St,w

∗) =
T∑

t=1

Rt(St, w̃
∗)−Rt(St, w̃

∗)

≤
T∑

t=1

R̃t(St)−Rt(St, w̃
∗)

≤
T∑

t=1

( ∑
i∈St

exp(z′ti)rti
1 +

∑
j∈St

exp(z′tj)
−
∑

i∈St
exp(fw̃∗(xti))rti

1 +
∑

j∈St
exp(fw̃∗(xtj))

)

≤
T∑

t=1

max
i∈St

|z′ti − fw̃∗(xti)| (19)

=

T∑
t=1

2
√

βt∥∇fŵt
(xti)∥V−1

t
+

2βtCh

λ
,

where Eq. (19) follows by Lemma 16. By applying Cauchy-Schwarz inequality, we have

T∑
t=1

(
2
√
βt∥∇fŵt

(xti)∥V−1
t

+
2βtCh

λ

)
≤

√√√√T

T∑
t=1

(
2
√
βt∥∇fŵt

(xti)∥V−1
t

+
2βtCh

λ

)2

≤

√√√√T

T∑
t=1

(
8βt∥∇fŵt

(xti)∥2V−1
t

+
8β2

tC
2
h

λ2

)

≤

√√√√8βTT

T∑
t=1

∥∇fŵt
(xti)∥2V−1

t

+
8β2

tC
2
hT

2

λ2

≤
√
16TβT dw log(1 + (T + 1)C2

g/(dwλ)) +
8β2

tC
2
hT

2

λ2

= Õ
(
κ−2µ−1dw

√
T
)
,

where the second inequality uses the inequality (a+ b)2 ≤ 2a2 + 2b2, the third inequality uses the
monotonicity of βt, and the last inequality follows by Lemma 8, and the final bound is obtained by
setting βT = Õ(κ−4dwµ

−2), λ = Õ(κ−5/2µ−1dw
√
T ). Then, the cumulative regret incurred over

Phases I and II is bounded by

Regretn+T = Õ
(
κ−3/2dw

√
T + κ−2µ−1dw

√
T
)
.
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F Auxiliary Lemmas

Lemma 9 (Lemma D.1 in Zhang and Luo [41]). Let X be an instance space, Y a target space, and
p(y | x) = f∗(x, y) be the true conditional density for (x, y) ∈ X × Y , where f∗ ∈ F . Assume
F = {fθ : X × Y → [β, 1] | θ ∈ [0, 1]d, β > 0} is a 1-Lipschitz function class in the parameter
θ ∈ [0, 1]d, i.e., ∥fθ1

(x, ·) − fθ2
(x, ·)∥∞ ≤ ∥θ1 − θ2∥∞ for all θ1,θ2 ∈ [0, 1]d and x ∈ X .

Let D = {(xi, yi)}ni=1 be i.i.d. samples with xi ∼ H (unknown) and yi ∼ p(· | xi), and define
the empirical risk minimizer f̂ = argminf∈F

∑n
i=1 − log f(xi, yi). Then for any δ ∈ (0, 1), with

probability at least 1− δ,

Ex∼H,y∼p(·|x)[log f̂(x, y)− log f∗(x, y)] ≤ O

(
d log |Y|

β log n
β log 1

δ

n

)
.

Lemma 10 (Freedman’s inequality [14]). Suppose X1, . . . , XT is a martingale difference sequence
with |Xt| ≤ b for all t ∈ [T ]. Let V denote the sum of conditional variances,

V =

T∑
t=1

Var(Xi | X1, . . . , Xi−1) .

Then, for every a, v > 0,

P

(
T∑

i=1

Xi ≥ a, V ≤ v

)
≤ exp

(
−a2

2v + 2ab/3

)
.

Lemma 11 (Proposition C.1 in Lee and Oh [20]). Let fw(x) = x⊤w. Then the loss ℓt(w) in Eq. (1)
is 3

√
2-self-concordant-like.

Lemma 12 (Theorem 4 in Tran-Dinh et al. [36]). Let f : Rn → R be a Mf -self-concordant-like
function and let x, y ∈ dom(f), then it holds:

exp (−Mf∥y − x∥2)∇2f(x) ⪯ ∇2f(y) .

Lemma 13 (Lemma 10 in Abbasi-Yadkori et al. [1]). Let x1, . . . ,xt ∈ Rd with ∥xs∥2 ≤ L for any
1 ≤ s ≤ t. Let V̄t = λId +

∑t
s=1 xsx

⊤
s for some λ > 0. Then,

det V̄t ≤ (λ+ tL2/d)d .

Lemma 14 (Lemma A.3 in Agrawal et al. [3]). Let v = [v1, . . . , vN ]⊤ ∈ RN
+ be a utility vector and

r = [r1, . . . , rN ]⊤ ∈ RN
+ a revenue vector. The expected revenue of an assortment S ⊂ [N ] under

the utility vector v is defined as

R(S,v) :=
∑
i∈S

rivi
1 +

∑
j∈S vj

.

Let u = [u1, . . . , uN ]⊤ ∈ RN
+ be another utility vector such that 0 ≤ vi ≤ ui for all i ∈ [N ]. Then

the following holds:
R(Sv,v) ≤ R(Sv,u) ≤ R(Su,u) ,

where Sv := argmaxS⊂[N ] R(S,v) and Su := argmaxS⊂[N ] R(S,u).

Lemma 15 (Lemma H.2 in Lee and Oh [20]). Let r = [r1, . . . , rN ] ∈ RN with 0 ≤ ri ≤ 1,∀i ∈ [N ]

be given. For v = [v1, . . . , vN ] ∈ RN and S ⊂ [N ], let R(S,v) =
∑

i∈S exp(vi)ri
1+

∑
j∈S exp(vj)

. Then for any

u = [u1, . . . , uN ]⊤ ∈ RN with ui ≥ vi for all i ∈ [N ], the following holds:

R(Sv,v) ≤ R(Sv,u) ,

where Sv = argmaxS⊂[N ] R(S,v).

Lemma 16 (Lemma 3 in Oh and Iyengar [28]). Let u = [u1, . . . , ud],v = [v1, . . . , vd] ∈ Rd. Then
for any r = [r1, . . . , rd] ∈ Rd with |ri| ≤ 1,∑d

i=1 ri exp(ui)

1 +
∑d

j=1 exp(uj)
−

∑d
i=1 ri exp(vi)

1 +
∑d

j=1 exp(vj)
≤ max

i∈[d]
|ui − vi| .
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(a) Realizability (Uniform)
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(b) Misspecification (Uniform)

Figure 4: Cumulative regret comparison between ONL-MNL (ours) and baselines under realizable and
misspecified settings with uniform context distributions.

G Details on Experiments & Additional Results

In this section, we provide additional details on the experimental settings and results discussed in the
main text. All experiments are run on a computing cluster with Intel® Xeon® Gold 6526R (16-core,
2.8 GHz, 37.5 MB cache, 3 UPI, 195 W).

Additional experiments under varying parameters. We conduct experiments over a wide range
of values for K and d. The experimental setup is identical to that described in Section 4. Figures 6
and 7 present additional evaluations of our proposed algorithm and baseline methods under Gaussian
and uniform context distributions, respectively. The results provide strong evidence that our proposed
algorithm consistently outperforms existing MNL contextual bandit algorithms.

Semi-synthetic experiment with real-world dataset. In this section, we provide an additional
semi-synthetic experiment leveraging a real-world dataset. We used the IMDB Large Movie Review
dataset [26], which consists of 50,000 movie reviews in text form, each labeled as either positive
or negative. To evaluate online assortment selection algorithms, one needs access to ground-truth
choice probabilities for given assortments, which are typically unobservable in real-world datasets.
To address this, we first transformed the review texts into vector representations using TF-IDF (Term
Frequency–Inverse Document Frequency), implemented via the ‘TfidfVectorizer‘ from scikit-learn.
We then applied truncated SVD to reduce the dimensionality of the vectors to d = 30. This process
yielded a dataset consisting of 50,000 context feature vectors with corresponding binary labels.

We then used 40,000 of these samples as training data to fit a binary classification model. Specifically,
we trained a two-layered neural network with 32 hidden nodes to classify the binary labels. The
learned model was subsequently used to define the true utility for each movie based on its extracted
context feature, allowing us to formulate an online assortment selection task. We then evaluated both
the MNL bandit baselines and our proposed algorithm under this setting.

At each round of the online experiment, we randomly sampled N = 100 movies from the remaining
10,000 held-out samples, and asked the algorithm to choose an assortment of size K = 5. As in our
main experiments, we used a uniform revenue of 1 for each item in the assortment (since revenue
information is not given in the dataset). The experimental results (cumulative regret over time step
T = 1000) are presented in Figure 5.

As shown in Figure 5, our proposed algorithm significantly outperforms the baseline methods. These
results demonstrate that our proposed algorithm not only achieves superior performance on synthetic
benchmarks but also generalizes effectively to semi-synthetic settings constructed from real-world
data. The consistent performance advantage over existing baselines highlights the superior ability
of our approach to learn complex, non-linear utility structures, demonstrating strong robustness and
adaptability to realistic, high-dimensional feature representations. This experiment thus provides
empirical evidence that our method can handle complex contextual structures beyond linear utility
assumptions, supporting its potential applicability in real-world recommendation and decision-making
environments.
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Figure 5: Cumulative regret comparison between ONL-MNL (ours) and baseline methods in the
semi-synthetic experimental setting based on the IMDB Large Movie Review dataset [26].

Implementation of ε-greedy-MNL. We implement ε-greedy-MNL [41] based on the ε-greedy-
style method described in Eq.(4) of Zhang and Luo [41]. Since the official code for ε-greedy-MNL
is not publicly available, we tailor the implementation to our problem setting. To isolate and assess
the effectiveness of the exploration strategy, we set the utility function class of ε-greedy-MNL to
match the true utility function—a two-layer neural network with sigmoid activation. We adopt an
epoch-based update schedule, where the first epoch starts with length 1, and each subsequent epoch
doubles in length. That is, after time step t = 2k−1 (k = 1, 2, 3, . . .), we update the utility parameter
for the next epoch using observations collected in the current epoch. We approximate the offline
regression oracle using the Adam optimizer with a learning rate of 10−4 over 2000 iterations. The
ε parameter starts at 0.1 and decays multiplicatively by a factor of 0.995 after each step, with a
minimum threshold of 0.001.

Implementation of ONL-MNL. After Phase I, the pilot estimator ŵ0 is approximated by minimizing
the negative log-likelihood using the Adam optimizer with a learning rate of 10−4 for 2000 iterations.
The regularization parameter λ is set as λ = cλ · κ−5/2dw

√
T , and the confidence radius βt is set as

βt = cβ · κ−4dw
t
T . Both scaling constants, cλ and cβ , are selected via grid search.
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(a) N = 100, d = 3, K = 10
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(b) N = 100, d = 3, K = 10
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(c) N = 100, d = 3, K = 15
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(d) N = 100, d = 3, K = 15
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(e) N = 100, d = 5, K = 10
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(f) N = 100, d = 5, K = 10
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(g) N = 100, d = 10, K = 10
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(h) N = 100, d = 10, K = 10

Figure 6: Cumulative regret comparison between ONL-MNL (ours) and baseline methods under
Gaussian contexts with varying context feature dimensions d ∈ {3, 5, 10} and assortment sizes
K ∈ {10, 15}. The left column shows results under the realizable setting, while the right column
corresponds to the misspecified setting. Each curve represents the average cumulative regret over 10
independent runs.
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(a) N = 100, d = 3, K = 10

0 200 400 600 800 1000
Round (t)

0

20

40

60

80

Cu
m

ul
at

iv
e 

Re
gr

et

x Uniform, fw * (x) = cos(2 (x w * )) (x w * )/2
UCB MNL
TS MNL
OFU MNL +

greedy MNL
ONL MNL

(b) N = 100, d = 3, K = 10
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(c) N = 100, d = 3, K = 15
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(e) N = 100, d = 5, K = 10
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(g) N = 100, d = 10, K = 10
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(h) N = 100, d = 10, K = 10

Figure 7: Cumulative regret comparison between ONL-MNL (ours) and baseline methods under uniform
contexts with varying context feature dimensions d ∈ {3, 5, 10} and assortment sizes K ∈ {10, 15}.
The left column shows results under the realizable setting, while the right column corresponds to the
misspecified setting. Each curve represents the average cumulative regret over 10 independent runs.
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