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Abstract
We introduce MusicFlow, a cascaded text-to-
music generation model based on flow match-
ing. Based on self-supervised representations to
bridge between text descriptions and music au-
dios, we construct two flow matching networks
to model the conditional distribution of semantic
and acoustic features. Additionally, we leverage
masked prediction as the training objective, en-
abling the model to generalize to other tasks such
as music infilling and continuation in a zero-shot
manner. Experiments on MusicCaps reveal that
the music generated by MusicFlow exhibits supe-
rior quality and text coherence despite being over
2 ∼ 5 times smaller and requiring 5 times fewer
iterative steps. Simultaneously, the model can per-
form other music generation tasks and achieves
competitive performance in music infilling and
continuation.

1. Introduction
Audio generation has recently received a lot of attention
from the research community as well as the general public.
Making sound automatically has a lot of practical appli-
cations, including voice acting, podcast making, creating
foley sound effects (Luo et al., 2023), making background
music for movies (Liu et al., 2023c), and can greatly reduce
the barrier for audio content creation. In terms of research,
audio generation poses a few challenges due to its long-term
structure and complex interaction between channels (e.g.,
multiple events may appear at the same time), thus being a
suitable testbed for generative models.

Modeling approaches for audio generation has rapidly pro-
gressed over the past few years due to the development
of sophisticated generative methods such as autoregressive
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language models (Kreuk et al., 2022; Wang et al., 2023)
and non-autoregressive approaches (Le et al., 2023; Vyas
et al., 2023; Liu et al., 2023a). A significant portion of
the generative models are focused on speech and general
sound, where state-of-the-art (SOTA) models (Vyas et al.,
2023) are able to generate speech in diverse styles or general
sound events in highly realistic manner. Compared to these
two common modalities, music generation is a particularly
challenging problem as it requires modeling long-term tem-
poral structures (Agostinelli et al., 2023) and full frequency
spectrum (Müller, 2015). Compared to typical sound events
(e.g., dog barking), it contains harmonies and melodies from
different instruments. Music pieces often consist of multiple
tracks, which can be intricately woven together and may
involve significant interference.

With the improvement of audio tokenizers (Zeghidour et al.,
2021; Défossez et al., 2022) and generative models, the
quality of generated music has been greatly improved in
recent works (Agostinelli et al., 2023; Copet et al., 2023).
However, many prior works are built upon language mod-
els (Agostinelli et al., 2023; Copet et al., 2023; Yang et al.,
2023), which requires a computationally expensive auto-
regressive inference procedure with number of forward
passes proportional to the sequence length. This is wors-
ened because many such models are based on a hierarchi-
cal set of units (e.g., Encodec tokens (Copet et al., 2023)),
which brings another factor up to the computation. Despite
the usage of non-autoregressive models such as diffusion
models (Liu et al., 2023b; Huang et al., 2023; Forsgren &
Martiros, 2022; Schneider et al., 2023), these approaches
require hundreds of denoising steps during inference to
achieve high performance. On the other hand, most of
the existing models perform generation in a single stage,
which models the audio waveform (Huang et al., 2023) or
its low-level representation such as VAE features (Liu et al.,
2023b) conditioned on text description directly. As music
audios contains rich structural information and its text de-
scription can be very detailed (e.g., This is a live recording
of a keyboardist playing a twelve bar blues progression on
an electric keyboard. The player adds embellishments be-
tween chord changes and the piece sounds groovy, bluesy
and soulful.), such approaches commonly fail to capture the
intriguing dependency between text description and music
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pieces. Finally, most existing work focuses on text-to-music
(TTM) generation, while lacking the ability to perform other
practically useful generative tasks such as music infilling.

In this paper, we present MusicFlow, a cascaded text-to-
music generation model based on flow matching. Our
model is composed of two flow-matching networks, which
transform text description into a sequence of semantic fea-
tures and semantics into decodable acoustic features in non-
autoregressive fashion. The flow matching objective equips
the model with high efficiency in both training and infer-
ence, outperforming prior works with smaller model size
and faster inference speed. Furthermore, by training with a
masked prediction objective, MusicFlow is able to perform
multiple music generation tasks, including TTM, music
continuation and music infilling in a unified fashion.

2. Related Work
Early works on music generation are mostly on constrained
scenarios, such as generating audios for a specific style
(e.g., Jazz (Hung et al., 2019)) or a specific instrument (e.g.,
piano (Hawthorne et al., 2018)). More recent works shift
the focus to generating music from free-form natural lan-
guage descriptions. Typically, the language description is
encoded by a pre-trained text encoder, which is then used
for conditioning the model. One big class of the gener-
ation backbone falls into the category of language mod-
els (Agostinelli et al., 2023; Copet et al., 2023). In this type
of model, an audio is quantized into discrete units through
an auto-encoder (e.g., SoundStorm (Zeghidour et al., 2021),
Encodec (Défossez et al., 2022)). The language model is
built to model the distribution of these units. During infer-
ence, the units sampled from the language model is decoded
back into raw waveforms with the decoder directly without
an explicit vocoder. The units are sampled either autore-
gressively (Copet et al., 2023; Agostinelli et al., 2023; Yang
et al., 2023) or in conjunction with non-autoregressive unit
decoding (Ziv et al., 2024). Diffusion-based music gen-
eration is typically built on top of the audio spectrogram.
AudioLDM2 (Liu et al., 2023b) employs a variational auto-
encoder to compress the spectrogram, where a DDIM (Song
et al., 2020) model is trained with the compressed features.
During inference, the generation is first decoded with the
VAE decoder and transformed to waveform with a vocoder.
Similar approaches include Riffusion (Forsgren & Martiros,
2022), which directly fine-tunes a stable diffusion model
with spectrograms; MeLoDy (Lam et al., 2024) which pro-
poses a LM-guided Diffusion with a focus on fast sampling
speed; and Noise2Music (Huang et al., 2023), which also
builds a diffusion-based vocoder; and StableAudio (Evans
et al., 2024) which takes a latent diffusion approach, again
with a focus on fast inference.

Most of the existing methods directly learns the music dis-

tribution conditioned on text , which models the low-level
audio features directly. In this work, our cascaded model is
bridged by semantic features, which are learned separately
with a self-supervised model. A similar approach to ours
is MusicLM (Agostinelli et al., 2023), which learns two
language models generating semantic and acoustic units
respectively. However, our model relies on flow matching,
which offers improved efficiency. Its non-autoregressive
nature also enables the model to better leverage context and
generalize to other tasks.

3. Method
3.1. Background: Flow matching

Introduced in (Lipman et al., 2023), flow matching is a
method addressing continuous transformation of probability
densities. Specifically, it studies flow, a time-dependent
diffeomorphic mapping ϕt : [0, 1]× Rd → Rd, defined via
the ordinary differential equation (ODE):

d

dt
ϕt(x) = vt(ϕt(x)) (1)

vt : [0, 1] × Rd → Rd, namely a vector field, is parame-
terized by a neural network θ and learned by minimizing
the flow matching objective: LFM = Et,pt(x)||vt(x; θ) −
ut(x)||2, where pt(x) is a probability density path and ut(x)
is the corresponding vector field. As both pt(x) and ut(x)
are generally unknown, Lipman et al. (2023) proposes mini-
mizing the following conditional flow matching objective,
which is equivalent to minimizing LFM:

LCFM = Et,p(x|x1),q(x1)||vt(x; θ)− ut(x|x1)||2 (2)

Considering Gaussian distributions for pt(x|x1) =
N (x|µt(x1), σt(x1)

2I), the target vector field for Equa-
tion 2 can be solved in closed form: ut(x|x1) =

σ′
t(x1)

σt(x1)
(x−

µt(x1))+µ′
t(x1). Several diffusion models (Sohl-Dickstein

et al., 2015; Ho et al., 2020; Song et al., 2021) can be de-
scribed under the same framework with specific conditional
probability paths of σt(x1) and µt(x1). Specifically, Lip-
man et al. (2023) considers a conditional probability path
with Gaussian mean and standard deviation changing lin-
early in time with µt(x) = tx and σt(x) = 1−(1−σmin)t,
which produces an optimal transport displacement mapping
between conditional distributions. Due to its efficiency in
both training and inference (Lipman et al., 2023; Le et al.,
2023), we always stick to this conditional probability path
as the default setting throughout the paper.

3.2. Problem Formulation

We now describe the music generation task and the gen-
eral methodology based on flow matching that we em-
ploy. Given a dataset consisting of audio-text pairs (x,w),
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where x ∈ RT×C (T : number of timesteps, C: number
of channels) is the music audio and w = {w1, w2, .., wn}
(w: words) is the corresponding textual description repre-
sented as a sequence of words, the goal is to build a text-
conditioned music generation model p(x|w). In addition to
generating music from scratch, we further consider two prac-
tical tasks: music continuation p(xt1:T |x1:t1 , w) and music
infilling p(xt1:t2 |x1:t1 , w, xt2:T ), with t1, t2 ∈ [0, T ]. In
order to allow the model to perform all the text-guided mu-
sic generation, we formulate our approach as an in-context
learning task following (Le et al., 2023). Specifically, given
a binary temporal mask m for a music track x, we train a
conditional flow matching model predicting the vector field
in the masked regions of the music track xm = x⊙m while
conditioning on the unmasked regions of the music track
xctx = x⊙ (1−m) and the text caption w about the music
piece. Formally, we train with the following flow matching
loss: LCFM = Et,m,p(x|x1),q(x1,w)||m⊙(vt(x, xctx, w; θ)−
ut(x|xctx, w))||2.

In addition to increasing the model capacity, such masked
prediction objective also benefits generative modeling in
general, as is shown in (Li et al., 2023a; Le et al., 2023).
Within this framework, the three tasks of TTM, music con-
tinuation and music infilling can be conceptualized as set-
ting specific mask values for p(xm|(1−m)⊙ x,w), where
m is set to be 11:T , [01:t1 ,1t1:T ] and [01:t1 ,1t1:t2 ,0t2:T ]
respectively.

3.3. A Cascaded Flow-matching Approach

Training flow matching to directly generate music condi-
tioned on text captions is difficult (Liu et al., 2023b) given
the vast number of potential music tracks corresponding
to a single text caption. As the text caption lacks the fine-
grained information to adequately describe a music track,
we propose to condition on a latent music representation
that describes the music at the frame level.

MusicFlow is thus divided into two stages: semantic mod-
eling and acoustic modeling. The first stage outputs latent
representations h = (h1, h2, ....hM ) ∈ RM×D conditioned
on a text caption w. In the second stage, we condition on
the latent representations from the first-stage model, and a
text caption w to output low-level acoustic features of N
frames, x = (x1, x2, ...., xN ) ∈ RN×C . Note h and x are
monotonically aligned. Both stages are inherently stochas-
tic, meaning there are multiple potential (h, x) pairs for a
given caption w. Therefore, we model these two stages
separately with flow matching. In both stages, we predict
masked vector fields as discussed before and provide de-
tailed descriptions on the two stages below.

3.4. Stage 1: Music Semantic Flow Matching from Text

Our first-stage model consists of generating the semantics of
the music piece conditioned on the text description. Here the
semantics refer to high-level musical information instead
of fine-grained details such as the general audio quality,
which are inferred from the text description. For music, the
semantics can refer to the melody and rhythm or harmony in
a piano piece, analogous to the linguistic content in speech.

Semantic latent representation One natural way of repre-
senting music is through music transcription. Transcripts in
music typically refer to some notation system (e.g., music
scores) that indicates the pitches, rhythms, or chords of a
musical piece. A notable advantage of music transcript is
its interpretability as it is human-readable and thus poses
easy alignment with humans. However, for large-scale au-
dio datasets, the associated music transcripts are usually
not readily available, while manual annotation involves a
non-trivial amount of labeling efforts. Automatic music
transcription is a challenging task (Benetos et al., 2019) and
the existing approaches (Bittner et al., 2022; Hawthorne
et al., 2021; Hsu & Su, 2021; Su et al., 2019; Hawthorne
et al., 2018) are heavily restricted to a single-instrument
setting (e.g. piano, solo vocals, etc.).

To address the challenge of acquiring music transcrip-
tions, we adopt HuBERT (Hsu et al., 2021), a popular
self-supervised speech representation learning framework,
to obtain frame-level semantic features, which can be re-
garded as a form of pseudo transcription. In essence, a
HuBERT model consists of masked prediction of hidden
units from the raw audio, which are inferred initially from
MFCC and iteratively refined with layerwise features. For
speech, HuBERT units have shown to correlate well with
phonemes (Hsu et al., 2021) and its intermediate features
entails rich semantic information (Pasad et al., 2023). In
music understanding tasks, HuBERT has been successfully
applied in source separation (Pasini et al., 2023), shedding
light on its potential for capturing musical characteristics.
As the original HuBERT model is pre-trained with speech
only, we re-train HuBERT using music data following the
original recipe. Training details are given in Section 4.

Semantic flow matching Given a HuBERT model H,
one can extract the semantic features from its lth layer
l: h = H(x) ∈ RM×Ch , where Ch is the HuBERT fea-
ture dimension. The layer index l is tuned in practice. A
text-conditioned semantic flow-matching model p(h|w) can
be trained given text-feature pairs (h,w). As described in
Section 3.2, we adopt the masked prediction objective by
conditioning on the context hctx = m ⊙ h, where m is a
span mask of length M . More formally, we adopt the fol-
lowing training objective for the semantic modeling stage:
LH-CFM = Et,m,p(h|h1),q(h1,w)||m ⊙ (vt(h, hctx, w; θ) −
ut(h|hctx, w))||2. Cross-attention layers are integrated into
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Figure 1. MusicFlow Diagram. Note the acoustic encoder, acoustic decoder and semantic encoder are pre-trained and frozen during
generative model training. For text-to-music generation (i.e., 100% masking), both acoustic and semantic encoder are discarded in
inference.

the backbone model, enabling it to attend to the text descrip-
tion w, akin to (Rombach et al., 2021).

As an alternative to modeling the distribution of dense
features, one can quantize the layerwise features h into
units u and model the unit distribution p(u|w) instead.
For this case, a straightforward method is to build an au-
toregressive language model, which factorizes p(u|w) =
M∏
n=1

p(un|u1:n−1, w). Using a semantic LM has been ex-

plored in (Agostinelli et al., 2023) in hierarchical LMs for
music generation. We also noticed its effectiveness when
combined with flow matching, as will be shown in Section 4.
However, this hybrid model is unsuitable for music infilling
task due to its left-to-right nature.

3.5. Stage 2: Music Acoustic Flow Matching from text
and semantics

Acoustic latent representation The second-stage model
aims to infer the low-level acoustic information (e.g., vol-
ume, recording quality) implied by the semantic tokens. Di-
rectly predicting raw waveforms ensures the completeness
of information while imposes the challenge of modeling the
long sequences. To balance between quality and sequence
length, we use Encodec (Défossez et al., 2022) to map raw

waveforms into dense feature sequences. In a nutshell, En-
codec (Défossez et al., 2022), an auto-encoder based on
residual vector quantization, comprises of an encoder E and
decoder D. During training, we map raw waveforms into
acoustic features with the encoder E : e = E(x) ∈ RN×Ce ,
where Ce is the feature dimension of encodec.

Acoustic flow matching The second-stage flow match-
ing aims to model the following conditional distribution:
p(e|h,w). Similar to semantic flow matching, we apply
masked prediction and the corresponding training objective
is formulated as: LE-CFM = Et,m,p(e|h1,e1),q(e1,h1,w)||m⊙
(vt(e, ectx, h1, w; θ) − ut(e|e1, h1, ectx, w))||2. As the se-
mantic and acoustic features are aligned (N/M ≈ srE/srH,
sr: sample rate), we simply linearly interpolate the Hu-
BERT feature sequence h to length N before feeding it into
encoding.

Note though Encodec includes multiple different codebooks
to quantize the latent features, we directly model the dense
feature sequence from the encoder E without any quanti-
zation. This avoids the length increase brought by using
multiple codebooks, where the total number of discrete to-
kens is K−1 times more than the dense feature length. Thus,
it eliminates the necessity of carefully designing interleav-
ing pattern of discrete tokens to account for dependencies
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between multiple codebooks (Copet et al., 2023; Wang et al.,
2023).

3.6. Classifier-free guidance

During inference, we sequentially sample the HuBERT fea-
tures ĥ and encodec features ê using the estimated vector
field vt(h, hctx, w; θh) and vt(e, ectx, ĥ, w; θe) following
the ODE equation 1. The acoustic features are decoded into
waveforms via the decoder D of the Encodec.

As is common in diffusion models, classifier-free guidance
is a widely used technique to balance sample diversity and
text coherence. Thus we also adopt it in our cascaded gener-
ation framework. For flow matching, using classifier-free
guidance (Zheng et al., 2023) consists of computing a linear
combination between conditional and unconditional vector
field: ṽHt (h,w, hctx; θh) = (1 + αh)v

H
t (h,w, hctx; θh) −

αhv
H,uncond
t (h; θh) and ṽEt (e, e

ctx, ĥ, w; θe) = (1 +

αe)v
e
t (e, e

ctx, ĥ, w; θe)− αev
e,uncond
t (e; θe).

In order to model the unconditional vector field vH,uncond
t

and vE,uncond
t with vHt and vEt , we randomly drop the

conditions (e.g., text, the contextual features) in both flow
models with probability pH and pE in training, whose val-
ues are also tuned.

4. Experiments
4.1. Experimental Setup

Data We use 20K hours of proprietary music data (∼400K
tracks) to train our model. We follow the original recipe
in (Hsu et al., 2021) to train the music HuBERT model with
music data. For data preprocessing, we filter out all the
vocal tracks and resample all the data to 32kHz and per-
form channel-wise averaging to downmix all multi-channel
music into mono. Only text descriptions are retained for
training, while the other metadata such as genre, BPM and
music tags are discarded. We evaluate our model on Mus-
icCaps (Agostinelli et al., 2023), which incorporates 5.5K
10s-long audio samples annotated by expert musicians in to-
tal. For subjective evaluation, we use the 1K genre-balanced
subset following (Agostinelli et al., 2023).

Implementation details We follow (Le et al., 2023) for
backbone architectures in both stages, which are Trans-
formers (Vaswani et al., 2017) with convolutional position
embeddings (Baevski et al., 2020), symmetric bi-directional
ALiBi self-attention bias (Press et al., 2021) and UNet-
style skip connections. Specifically, the transformers of the
first and second stage include 8 and 24 layers of 12 atten-
tion heads with 768/3072 embedding/feed-forward network
(FFN) dimension, leading to 84M and 246M parameters
(see Section 4.4.2 for ablation on model size). The models
are trained with an effective batch size of 480K frames, for

300K/600K updates in two stages respectively. For effi-
ciency, audios are randomly chunked to 10s during training.
For masking, we adopt the span masking strategy and the
masking ratio is randomly chosen between 70−100%. Con-
dition dropping probabilities (i.e., pH and pE) are 0.3 for
both stages. We use the Adam optimizer (Kingma & Ba,
2014) with learning rate 2e-4, linearly warmed up for 4k
steps and decayed over the rest of training.

Objective evaluation We evaluate the model using the stan-
dard Frechet Audio Distance (FAD) (Kilgour et al., 2019),
Frechet Distance (FD) and KL divergence (KLD) based on
the pre-trained audio event tagger PANN (Kong et al., 2019),
and Inception score (ISc) (Salimans et al., 2016), which are
adapted from sound generation and has been widely used in
prior works for text-to-music generation (Agostinelli et al.,
2023; Huang et al., 2023; Copet et al., 2023; Li et al., 2023a).
Specifically, FAD and FD measure distribution-level sim-
ilarity between reference samples and generated samples.
KLD is an instance level metric computing the divergence
of the acoustic event posterior between the reference and
the generated sample for a given description. The metrics
are calculated using the audioldm eval toolkit.1. To
measure how well the generated music matches the text
description, we use CLAP 2 similarity, defined as the cosine
similarity between audio and text embeddings.

Subjective evaluation In addition to the objective metrics
mentioned above, we further conduct subjective evaluation
with human annotators. The study consists of multiple pair-
wise studies following the evaluation protocol of Agostinelli
et al. (2023). Specifically, each human annotator is pre-
sented with pairs of audio clips generated by two different
systems and is required to give their preference based on
how well the generated music captures the elements in the
text description.

4.2. Main Results

Table 1 compares our model to prior works in text-to-music
generation on MusicCaps in terms of objective metrics.
Given the variation in models used for evaluation in prior
works, we primarily rely on FAD, which is computed using
the vggish feature (Kilgour et al., 2019) and serves as a uni-
fied benchmark across different studies. Specifically, when
evaluating MusicGen, we opt for its medium version due
to its overall superior performance compared to other vari-
ants (Copet et al., 2023). For MusicGen and AudioLDM2,
we use the public model checkpoints in order to get FD, ISc
and CLAP similarity since these metrics were not reported
in the paper.

1https://github.com/haoheliu/audioldm_
eval

2We use the music_speech_epoch_15_esc_89.25.
pt checkpoint, trained on both speech and music data.
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Table 1. Comparisons between MusicFlow with previous works in text-to-music generation on the MusicCaps dataset.

MODEL # PARAMS FAD(↓) FD(↓) KL-DIV(↓) ISC.(↑) CLAP-TEXT(↑)

MUSICLM (AGOSTINELLI ET AL., 2023) 860M 4.00 - - - -
MUSICGEN (COPET ET AL., 2023) 1.5B 3.40 24.1 1.23 2.29 0.37
UNIAUDIO (YANG ET AL., 2023) 1B 3.65 - 1.90 - -
AUDIOLDM-2 (LIU ET AL., 2023B) 746M 3.13 18.8 1.20 2.77 0.43
NOISE2MUSIC (HUANG ET AL., 2023) 1.3B 2.10 - - - -
JEN-1 (LI ET AL., 2023A) 746M 2.00 - 1.29 - -

MUSICFLOW (UNIDIRECTIONAL LM + FM) 546M 2.69 13.2 1.23 2.69 0.52
MUSICFLOW (BIDIRECTIONAL FM + FM) 330M 2.82 14.2 1.23 2.78 0.56

In MusicFlow, we additionally present the results of a model
with the first stage functioning as a language model, predict-
ing HuBERT units as detailed in Section 3. The language
model includes 24 transformer layers, 16 attention heads,
and a hidden dimension of 1024, leading to ∼ 300M pa-
rameters in total.

In comparison to all prior works, our model exhibits a sig-
nificant reduction in size, with parameter reduction ranging
from 50% to 80%, while remaining competitive in terms
of generation quality. Compared with a standard diffusion
model - AudioLDM-2, MusicFlow achieves a 10% lower
FAD (3.13 → 2.82) with approximately 50% fewer parame-
ters. Similarly, compared to the language-model-based Mu-
sicGen, our approach shows a 20% improvement in FAD
(3.40 → 2.82) while using only 20% of the parameters.
These results highlight the efficiency of our approach.

It’s noteworthy that MusicLM (Agostinelli et al., 2023)
shares similarities with ours, incorporating semantic and
acoustic modeling stages based on language models. How-
ever, we surpass this approach by roughly 30% in FAD with
less than 65% of the parameters. Additionally, in contrast to
the current state-of-the-art model on MusicCaps, Jen-1 (Li
et al., 2023a), our results shows a mixture of results. While
falling behind in FAD, we outperform it in KL divergence
with only half of the parameters.

LM vs. FM for first stage In addition to our main approach,
we investigate the integration of a language model for first-
stage modeling. Both approaches share the second-stage
model. According to the last two rows of table 1, using a
first-stage LM yields marginally superior results compared
to using a flow matching model. This implies that semantic
features in music audios possess discrete structures, which
can be well captured by an auto-regressive language model.
Nonetheless, for the sake of model efficiency and task gen-
eralization, we adhere to using the flow matching cascade
moving forward.

Subjective evaluation Figure 4.2 shows the pairwise com-
parison between our model and prior works. In particu-

lar, we compare MusicFlow to AudioLDM2 and Music-
Gen, which are the only two publicly available models in
Table 1. For our model, we use the bidirectional
FM+FM configuration in Table 1. Our model surpasses both
AudioLDM2 and MusicGen. This observation aligns with
the objective metrics presented in Table 1. However, it’s
worth noting that there is still a gap between our model and
the ground-truth.

Inference Efficiency In Table 1, we only lists the model
size, which is one aspect of model efficiency. In Figure 3,
we plot how FAD changes when we vary the number of func-
tion evaluations (NFE) during inference. For flow matching
and AudioLDM2, this is achieved by adjusting the number
of iterative steps in the ODE solver3 and DDIM steps, re-
spectively. Since MusicFlow involves two flow matching
models, we simply aggregate the NFE of the two modules
as the final NFE we plot. For comparison, we further show
the MusicGen, which runs a fixed number of auto-regressive
steps. As shown in Figure 3, MusicFlow outperforms Music-
Gen (FAD: 3.13 vs. 3.40) by using 20% of inference steps.
Running with longer steps further improves the performance.
The final model takes only 50% the network forward passes
of MusicGen. AudioLDM2 exhibits a similar trend to ours,
although its generation quality consistently lags behind with
the same number of inference steps.

4.3. Infilling and Continuation

One advantage of MusicFlow is its ability to handle multiple
audio-conditioned generative tasks, such as infilling and
continuation, with a single model. These tasks have also
been explored in (Li et al., 2023a), albeit without reported
quantitative metrics. Due to lack of baselines, we compare
the model performance to the our own text-to-music model,
as detailed in Table 1. For the infilling task, we infill the
middle 70% of the audio segment. For the continuation
task, given the beginning 30% of the audio clip, the model
generates the remaining 70%.

3We use the midpoint solver for this analysis
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Table 2. Performance of MusicFlow on various music generation tasks on MusicCaps dataset. We compare with AudioLDM-2 (Liu et al.,
2023b) for text-to-music and AudioLDM for music infilling and continuation.

TASK // MODEL FAD(↓) FD(↓) KL-DIV(↓) ISC.(↑) CLAP-SIM(↑) CLAP-AUDIO(↑) CLAP-TEXT(↑)

TEXT-TO-MUSIC (100%)
AUDIOLDM-2 (LIU ET AL., 2023B) 3.13 18.8 1.20 2.77 - 0.44 0.43
MUSICFLOW 2.82 14.2 1.23 2.78 - 0.48 0.56

CONTINUATION (LAST 70%)
AUDIOLDM (LIU ET AL., 2023A) 2.08 25.08 0.66 2.80 0.61 0.61 0.53
MUSICFLOW 1.63 6.50 0.49 3.37 0.88 0.77 0.56

INFILLING (MIDDLE 70%)
AUDIOLDM (LIU ET AL., 2023A) 2.09 45.93 0.76 2.39 0.59 0.61 0.54
MUSICFLOW 1.71 6.5 0.38 3.18 0.89 0.79 0.57

Figure 2. Pairwise comparison between MusicFlow, AudioLDM2, MusicGen and ground-truth

As is shown in Table 4.2, our model effectively uses the
context to enhance audio generation. In both settings, using
a 3s audio context enables a nearly 50% reduction in FAD.
The text-to-audio similarity is slightly increased in infilling
(0.44 → 0.45). We hypothesize this may be because the
CLAP model struggles to discern fine-grained details in the
text description. Hence, we conduct a subjective study to
measure text faithfulness. The MOS scores of text-to-music,
conditnuation and infilling are respectively 3.34 ± 0.18,
3.47 ± 0.18, 3.42 ± 0.19 with 95% confidence interval.
This confirms an improvement in text faithfulness through
context utilization.

Additionally, among other metrics, we compute the CLAP-
Audio score, defined as the cosine similarity between the
embeddings of the generated and ground-truth audios. Com-
pared to text-only generation, the generated audio achieved
higher scores, suggesting better acoustic matching through
context conditioning. Finally, we measure the CLAP simi-
larity between the generated segment and the original con-
text (CLAP-SIM). Both settings achieve scores close to 1,
implying coherence between the generation and context.

4.4. Ablation Study

Below we analyze the impact of different design choices
in MusicFlow, particularly focusing on the necessity of a
two-stage cascade and how model scales differently in each
stage.

Figure 3. Comparison between MusicFlow and prior works in
FAD-NFE in terms of inference efficiency.

4.4.1. SINGLE-STAGE VS. TWO-STAGE MODEL

We compare MusicFlow to a simple flow matching baseline
of directly generating music based on text descriptions with-
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out the intermediate HuBERT features in Table 3. Including
a stage of HuBERT prediction consistently improves the
performance across various metrics regardless of model size.
HuBERT-based flow matching brings a ∼ 30% relative im-
provement in terms of FAD. Note while we increased the
size of the single-stage model to 431M, it did not yield
additional gains, despite having more parameters.

Table 3. Comparison between single-stage and multi-stage flow
matching in different model sizes

MODEL FAD FD KL-DIV ISC.

SINGLE-STAGE (123M) 4.58 25.5 1.62 2.52
SINGLE-STAGE (246M) 4.52 22.9 1.57 2.66
SINGLE-STAGE (431M) 5.11 27.5 1.64 2.68
TWO-STAGE (84M+123M) 3.37 20.6 1.50 2.59
TWO-STAGE (84M+246M) 2.82 14.2 1.23 2.78

4.4.2. EFFECT OF MODEL SIZE

Empirically, we observed the performance of our models is
heavily influenced by the model size. In this analysis, we
delve into the impact of model size in each stage.

Second-stage: Text + HuBERT to Music. We first exam-
ine how the size of the second-stage model, specifically the
Text + HuBERT features → music, affects the overall per-
formance. We keep the best first-stage model and scale the
second-stage model by altering the number of transformer
layers and the hidden dimension of each layer (see Table 4).
The performance improves as we increase the number of
layers until reaching 24 layers. Beyond this point, increas-
ing the number of layers or feature dimensions results in
degradation, suggesting a potential overfitting issue of the
model.

First-stage: Text to HuBERT. We fix the configuration
for our second-stage model based on the above findings
and vary only the first-stage configuration (see Table 5).
Unlike the second-stage, where the best model is with 24
transformer layers, our best first-stage model for Text →
HuBERT feature prediction is notably smaller with an op-
timal configuration of only 8 layers. According to Table 5,
smaller models typically perform equally well or even bet-
ter than their larger counterparts in the first-stage model.
We hypothesize that predicting HuBERT features is simpler
than predicting the low-level Encodec features, particularly
for shorter music pieces with standard music structures, as
the former consists of learning only the coarse-grained se-
mantics. Consequently, a larger variant is more susceptible
to overfitting compared to the second-stage scenario.

Table 4. Effect of the second-stage model size on performance. In
each row we specify the number of layers, the hidden dimension
of the transformer and the total number of trainable parameters.

MODEL CONFIGURATION FAD FD KL-DIV ISC.

12L, 768D (123M) 3.37 20.6 1.50 2.59
18L, 768D (123M) 3.22 18.2 1.42 2.62
24L, 768D (246M) 2.82 14.2 1.23 2.78
32L, 768D, (323M) 3.12 17.9 1.42 2.64

12L, 1024D, (217M) 3.56 18.7 1.43 2.67
18L, 1024D, (324M) 3.26 18.4 1.42 2.67
24L, 1024D, (441M) 3.40 17.8 1.43 2.71

Table 5. Effect of the first-stage model size on performance. In
each row we specify the number of layers, the hidden dimension
of the transformer and the total number of trainable parameters.

MODEL CONFIGURATION FAD FD KL-DIV ISC.

12L, 1024D (217M) 3.18 18.2 1.44 2.74
12L, 768D (123M) 3.09 17.1 1.42 2.73
8L, 768D (84M) 2.82 14.2 1.23 2.78
6L, 768D, (64M) 3.30 18.1 1.47 2.69
8L, 512D, (38M) 3.20 17.6 1.41 2.76

4.4.3. NUMBER OF TRAINING ITERATIONS

We notice the performance of both stages in MusicFlow is
sensitive to the number of training iterations. Generally,
longer training boosts performance, as can be seen from
Table 6. While varying the number of training iterations, we
maintains the sizes of best models from Table 5 and 4. Com-
paring the two stages, longer training consistently enhances
performance in the second stage, while there is a degradation
in performance with further increases in training iterations
in the first stage. This aligns with our observations in model
scaling, which highlight the different tendencies of model
overfitting in both stages.

Table 6. Impact of training steps on the model performance

STAGE 1 STAGE 2 FAD FD KL-DIV ISC.

100K

600K

3.60 18.1 1.42 2.54
200K 3.00 17.7 1.45 2.79
300K 2.82 14.2 1.23 2.78
400K 2.90 16.3 1.39 2.85

300K
200K 3.19 19.3 1.42 2.51
400K 2.84 16.6 1.39 2.71
600K 2.82 14.2 1.23 2.78
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4.4.4. CHOICE OF SEMANTIC LATENT
REPRESENTATION

The first stage model predicts semantic latent representa-
tions conditioned on text tokens. The choice of the semantic
latents has an impact on the final performance. In addition
to HuBERT units, we also experiment with MERT units (Li
et al., 2023b) using the officially released pre-trained mu-
sic model. In Table 7, we can see that it is clearly worse
compared to using HuBERT units.

Table 7. Impact of using a different semantic latent representation
instead of HuBERT. We compare with MERT (Li et al., 2023b)
units below.

SEMANTIC LATENT FAD FD KL-DIV ISC.

MERT 3.43 18.3 1.47 2.54
HUBERT 2.82 14.2 1.23 2.78

4.4.5. CHOICE OF ACOUSTIC LATENT REPRESENTATION

The second stage model predicts acoustic latent represen-
tations from the semantic latent features. The choice of
the acoustic latents also affects the final performance. In
addition to Encodec, we also experiment with the recently
proposed UniAudio tokenizer (Dongchao et al., 2023) and
DAC (Kumar et al., 2024). We could not achieve conver-
gence with DAC, and found UniAudio to perform slightly
worse compared to Encodec in terms of all quantitative
metrics. We report the results in Table 8.

Table 8. Impact of using a different acoustic latent representation
instead of Encodec. We compare with UniAudio (Dongchao et al.,
2023) below. We could not achieve convergence with DAC (Kumar
et al., 2024)

ACOUSTIC LATENT FAD FD KL-DIV ISC.

DAC - - - -
UNIAUDIO 3.18 18.2 1.44 2.74
ENCODEC 2.82 14.2 1.23 2.78

5. Conclusion
We present MusicFlow, a cascaded flow-matching network
for text-guided music generation. Our model leverages
a self-supervised model to capture semantic information
within music audio. Comprising two flow matching net-
works that predict semantic and acoustic features in a cas-
caded manner, MusicFlow consistently outperforms all pub-
lic text-to-music models in both subjective and objective
metrics, with only a fraction of model parameters and in-
ference steps. Overall, MusicFlow achieves performance
on par with the state-of-the-art models while being signifi-
cantly smaller. Additionally, our model allows text-guided

music continuation and infilling through in-context learning,
eliminating the need for task-specific training. Our future
work includes further improving model efficiency by using
sophisticated ODE solvers such as (Shaul et al., 2023).

Impact Statement
While music generation technologies make music creation
more accessible to amateur creators, they also pose potential
societal challenges. Given that modern music generation
models often require substantial data, preventing copyright
infringement deserves careful attention. In this work, we en-
sure the use of music data for model training adheres to legal
terms. For future data scaling, it’s essential to inform artists
of data usage and provide opt-out options, as commonly
practiced in concurrent music generation works. Further-
more, we acknowledge the lack of diversity in our model
generations, potentially stemming from the predominantly
stock music training data with limited world music. Our
future objective is to ensure high-quality music generation
across diverse genres.
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music generation with long-context latent diffusion. 01
2023. doi: 10.48550/arXiv.2301.11757.

Shaul, N., Perez, J., Chen, R. T. Q., Thabet, A., Pumarola,
A., and Lipman, Y. Bespoke solvers for generative
flow models. arXiv:2310.19075, 2023. URL https:
//arxiv.org/abs/2310.19075.

Sohl-Dickstein, J., Weiss, E., Maheswaranathan, N., and
Ganguli, S. Deep unsupervised learning using nonequi-
librium thermodynamics. JMLR, 2015.

Song, J., Meng, C., and Ermon, S. Denoising diffusion
implicit models. arXiv:2010.02502, October 2020. URL
https://arxiv.org/abs/2010.02502.

Song, Y., Sohl-Dickstein, J., Kingma, D. P., Kumar, A.,
Ermon, S., and Poole, B. Score-based generative mod-
eling through stochastic differential equations. In In-
ternational Conference on Learning Representations,
2021. URL https://openreview.net/forum?
id=PxTIG12RRHS.

Su, T.-W., Chen, Y.-P., Su, L., and Yang, y.-h. Tent:
Technique-embedded note tracking for real-world guitar
solo recordings. Transactions of the International Society
for Music Information Retrieval, 2:15–28, 07 2019. doi:
10.5334/tismir.23.

Vaswani, A., Shazeer, N. M., Parmar, N., Uszkoreit, J.,
Jones, L., Gomez, A. N., Kaiser, L., and Polosukhin,
I. Attention is all you need. In Neural Informa-
tion Processing Systems, 2017. URL https://api.
semanticscholar.org/CorpusID:13756489.

Vyas, A., Shi, B., Le, M., Tjandra, A., Wu, Y.-
C., Guo, B., Zhang, J., Zhang, X., Adkins, R.,
Ngan, W., Wang, J., Cruz, I., Akula, B., Akinyemi,
A. T., Ellis, B., Moritz, R., Yungster, Y., Rakotoari-
son, A., Tan, L., Summers, C., Wood, C., Lane, J.,
Williamson, M., and Hsu, W.-N. Audiobox: Uni-
fied audio generation with natural language prompts.
2023. URL https://api.semanticscholar.
org/CorpusID:266551778.

Wang, C., Chen, S., Wu, Y., Zhang, Z.-H., Zhou, L., Liu,
S., Chen, Z., Liu, Y., Wang, H., Li, J., He, L., Zhao,
S., and Wei, F. Neural codec language models are zero-
shot text to speech synthesizers. ArXiv, abs/2301.02111,
2023. URL https://api.semanticscholar.
org/CorpusID:255440307.

Yang, D., Tian, J., Tan, X., Huang, R., Liu, S., Chang, X.,
Shi, J., Zhao, S., Bian, J., Wu, X., Zhao, Z., and Meng,
H. Uniaudio: An audio foundation model toward univer-
sal audio generation. arXiv preprint arXiv:2310.00704,
2023.

Zeghidour, N., Luebs, A., Omran, A., Skoglund, J., and
Tagliasacchi, M. Soundstream: An end-to-end neural
audio codec. 2021.

11

https://api.semanticscholar.org/CorpusID:259309037
https://api.semanticscholar.org/CorpusID:259309037
https://api.semanticscholar.org/CorpusID:265351916
https://api.semanticscholar.org/CorpusID:265351916
https://api.semanticscholar.org/CorpusID:237347130
https://api.semanticscholar.org/CorpusID:237347130
https://api.semanticscholar.org/CorpusID:1687220
https://api.semanticscholar.org/CorpusID:1687220
https://arxiv.org/abs/2310.19075
https://arxiv.org/abs/2310.19075
https://arxiv.org/abs/2010.02502
https://openreview.net/forum?id=PxTIG12RRHS
https://openreview.net/forum?id=PxTIG12RRHS
https://api.semanticscholar.org/CorpusID:13756489
https://api.semanticscholar.org/CorpusID:13756489
https://api.semanticscholar.org/CorpusID:266551778
https://api.semanticscholar.org/CorpusID:266551778
https://api.semanticscholar.org/CorpusID:255440307
https://api.semanticscholar.org/CorpusID:255440307


MusicFlow: Cascaded Flow Matching for Text Guided Music Generation

Zheng, Q., Le, M., Shaul, N., Lipman, Y., Grover, A.,
and Chen, R. T. Q. Guided flows for generative mod-
eling and decision making. ArXiv, abs/2311.13443,
2023. URL https://api.semanticscholar.
org/CorpusID:265351587.

Ziv, A., Gat, I., Lan, G. L., Remez, T., Kreuk, F., Défossez,
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