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Abstract

Code translation benchmarks are crucial for
evaluating the accuracy and efficiency of LLM-
based translation systems. However, exist-
ing ones focus on individual functions, ne-
glecting repository-level challenges like inter-
module coherence and dependency manage-
ment. While some recent repository-level
benchmarks attempt to address these issues,
they suffer from poor maintainability and
coarse evaluation granularity, limiting their
usefulness to developers. = We introduce
Skeleton-Guided-Translation, a framework for
repository-level Java-to-C# translation with
fine-grained quality evaluation. It follows a
two-step process: first translating repository
“skeletons,” then refining the full repository
guided by these skeletons. Building on this, we
present TRANSREPO-BENCH , a benchmark of
high-quality Java repositories with correspond-
ing C# skeletons, including matching unit tests
and build configurations. Our adaptive unit
tests, supporting multiple or incremental trans-
lations without manual adjustments, enhancing
automation and scalability. Additionally, we
introduce fine-grained metrics that assess trans-
lation quality at the test-case level, addressing
traditional binary metrics’ limitations in dis-
tinguishing build failures. Evaluations using
TRANSREPO-BENCH reveal issues like broken
cross-file references, showing that our struc-
tured approach reduces dependency errors and
preserves interface consistency.

1 Introduction

Large language models (LLMs) are reshaping soft-
ware development, driving system modernization
and legacy code migration. For example, migrating
C to Rust improves safety (Matsakis and Klock,
2014), and frameworks like TensorFlow require
synchronized multi-language updates. Evaluating
LLMs in migration tasks is key to assessing reli-
ability. Benchmarks provide quantitative insights
for comparison and improvement, but existing ones
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Figure 1: A more fine-grained quality evaluation to
evaluate translated repositories is needed.

focus on function-level tasks or competition-style
problems (Yan et al., 2023; Lu et al., 2021; Khan
et al., 2024), ignoring real-world complexities.
Repository-level translation is essential for man-
aging dependencies, structure, and interconnected
components (Jiao et al., 2023), requiring reliable
benchmarks to assess model performance.

A major challenge in repository-level code trans-
lation is the absence of a systematic framework
that enables fine-grained control over maintainabil-
ity. For instance, updating part of a Java-based
SDK often requires re-translating large portions
of the corresponding C++ codebase, making small
changes costly. Without fine-grained control, main-
tainability suffers. A robust framework must sup-
port partial updates, minimizing overhead and en-
abling efficient multi-language code maintenance
without constant full-scale retranslation.

A major challenge is the lack of repository-level
parallel corpora, complicating automated verifica-
tion. Line-by-line metrics like codeBLEU (Ren
et al., 2020) lack functional validation, and auto-
matic test generation remains unreliable (Eniser
et al., 2024). A practical alternative is translating
unit tests from the source library for systematic
validation. However, ensuring test accuracy and
consistency with translated code interfaces is cru-
cial for reliable verification.

The third challenge is that current metrics often
miss nuanced translation outcomes, reducing us-



import java.util.Arrays;

public class FrameBuffer implements Buffer {
public static final int WIDTH = 10;
public static final int HEIGHT = 8;

private final Pixel[] pixels = new Pixel[WIDTH * HEIGHT];

@0verride
public void draw(int x, int y) {

using System;
namespace DoubleBuffer
{
public class FrameBuffer : Buffer {
public static readonly int WIDTH = 10;
public static readonly int HEIGHT = 8;

private readonly Pixel[] pixels = new Pixel[WIDTH * HEIGHT];

public void Draw(int x, int y) {

pixels[getIndex(x, y)] = Pixel.BLACK;e

return;

Replace the function body with a return }
statement that matches the return type.

@0verride
public Pixel[] getPixels() {
return pixels; ¢

¥

private int getIndex(int x, int y) {
return x + WIDTH * y; ¢

public Pixel[] GetPixels() {
D return new Pixel[0];

}

private int GetIndex(int x, int y) {
return 0;

¥
}

}

} Note: Red shows deletions, green shows
} additions from Java source to C# target skeleton.

Extraction and Translation

(a) Example of a File in the Source Java Repository

» (b) Example of a File in the Target C# Repository Skeleton

of Repository Skeletons

Figure 2: Example Code Snippets of Translation Input with Corresponding Skeleton

ability. RepoTransBench (Wang et al., 2024), for
example, uses a binary build success metric, ignor-
ing partial successes. As Figure 1 shows, this over-
simplifies performance by neglecting cases where
some components translate correctly while others
fail. Schaeffer et al. (Schaeffer et al., 2023) warn
that threshold-based metrics can create misleading
performance leaps. In contrast, continuous met-
rics, such as the percentage of successfully trans-
lated modules (e.g., 66.7%), improve usability by
identifying failures, guiding fixes, and providing
smoother, more reliable insights.

Our Contributions

To address these challenges, we introduce Skeleton-
Guided-Translation, a framework for repository-
level code translation with fine-grained quality eval-
uation. Our two-step process first translates the
repository skeleton to define structure and inter-
faces, then populates it while indexing dependen-
cies for unit tests. This ensures consistency, en-
ables targeted evaluation, and validates translations
structurally and functionally. Based on this, we
present TRANSREPO-BENCH , a benchmark that
leverages our skeleton-based framework to provide
precise evaluation, overcoming limitations of exist-
ing benchmarks. Specifically:

* Framework for Repository Translation and Fine-
Grained Evaluation: We introduce Skeleton-
Guided-Translation,! a novel framework for
repository-level code translation with fine-
grained evaluation metrics. Skeleton-Guided-
'The source code implementing Skeleton-Guided-

Translation, along with all code samples in our bench-

mark TRANSREPO-BENCH , are available at https:
//anonymous . 4open.science/r/TransRepo-bench.

Translation employs a two-step process to ex-
tract and translate repository skeletons, preserv-
ing structure and ensuring consistency across
dependencies and module interactions. Com-
plementing this, our benchmark TRANSREPO-
BENCH provides detailed evaluation by scoring
individual test cases based on unit tests and their
associated code, offering more meaningful feed-
back than binary metrics.

* High-Quality Open-Source Repository Bench-
mark: TRANSREPO-BENCH features high-
quality open-source Java libraries and their C#
translations, including unit tests and configura-
tions. Designed for translation and fine-grained
evaluation, it enables researchers to assess mod-
els in realistic repository-level scenarios.

 Evaluation of Advanced Models: TRANSREPO-
BENCH is validated through extensive evaluations
of classic and state-of-the-art models, offering
detailed performance analysis. This highlights
key challenges in repository-level translation and
reveals strengths and weaknesses of models.

2 Motivation

In this section, we use an example to illustrate
the challenges involved in building a repository-
level code translation benchmark and explain our
solutions more effectively.

2.1 Challenges in Repository Translation

Lack of a Systematic Translation Framework. Fig-
ure 2 illustrates the challenges of incremental up-
dates in LLM-based Java-to-C# translation, empha-
sizing the need for a systematic framework. In Fig-
ure 2(a), the FrameBuffer class correctly handles
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Figure 3: Framework of Our Evaluator.

indexing and rendering. However, without a struc-
tured approach, adding a new method can disrupt
type inference, method resolution, or dependencies.
Since LLM-based translation lacks fine-grained in-
cremental updates, even small changes may require
re-translating the entire class or its dependencies.

Lack of Parallel Corpora. Repository-level trans-
lation struggles with misaligned source and target
files, complicating cross-language verification. For
example, translating Java code (Figure 2(a)) to C#
is challenging without corresponding tests, espe-
cially for complex logic or edge cases. One so-
lution is translating high-coverage Java tests into
C#, but preserving intent, coverage, and reliabil-
ity remains difficult. Testing inconsistencies may
undermine confidence in the translation.

Lack of a Fine-Grained Evaluation Metric. Re-
lying on coarse metrics (e.g., whether a repository
builds) limits developers’ ability to diagnose trans-
lation issues. For instance, if Draw is mistranslated
by calling getIndex instead of GetIndex, the com-
pilation will fail, making it impossible to evalu-
ate correctly translated functions like GetPixels.
This binary pass/fail approach obscures partial suc-
cesses and forces manual debugging. Granular met-
rics—such as module-level correctness or function
fidelity—would help pinpoint errors, streamlining
debugging and refinement.

2.2 Solution: Standardizing Code Repository
Translation with Fine-Grained Evaluation

Figure 3 illustrates our solution. To align transla-
tion with testing and enable fine-grained evaluation,
we introduce a target repository “skeleton” during
translation. This guides LLMs to focus on accurate
dependencies and interfaces. The skeleton is incre-
mentally populated with partial results, allowing
execution-based assessment of translation quality.

Facilitating Maintainability. Figure 2(b) illus-
trates our Skeleton-Guided-Translation framework,

where C# serves as a “target repository skeleton.”
Unlike the fully translated Java code in Figure
2(a), this skeleton defines interfaces while leaving
method bodies mostly empty. This approach im-
proves maintainability: the C# skeleton enables
incremental updates by aligning interfaces first,
avoiding full re-translation. Without it, signature or
dependency inconsistencies may require complete
re-translation.

Enhancing Testability. Building unit tests on
these skeletons significantly improves testability.
Because the structural and interface definitions in
both repositories match, any unit tests originally de-
signed for the Java code—especially those focusing
on API behavior—can be adapted to validate the
C# skeleton. Even if a method’s implementation
in C# is just a placeholder, the test environment
can still verify that calls are made correctly and
interfaces remain consistent.

Improving Usability. The framework’s fine-
grained control improves usability by enabling tar-
geted verification. If Draw is mistranslated and fails
to compile, unit tests for GetPixels and GetIndex
can still run within the skeleton (Figure 3). This
ensures their correctness despite errors elsewhere.
Unlike coarse build-or-fail metrics, skeleton-based
testing reveals partial successes, streamlining de-
bugging and evaluation.

3 TRANSREPO-BENCH Benchmark

As shown in Figure 3, users receive the source
repository and target skeleton, guiding LLMs to
generate a complete target repository. Correct-
ness is verified using the target’s unit tests within
the testing environment. This section presents the
benchmark content, details TRANSREPO-BENCH ’s
construction, and introduces our fine-grained eval-
uation design.
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3.1 Benchmark Overview

Each TRANSREPO-BENCH translation task in-
cludes a source repository and its evaluation setup,
structured as <source repository, target skeleton,
target unit tests, testing environment>. Currently,
we focus on Java-to-C# translation, with plans to
support more language pairs.

As shown in Figure 2, the translation task input
includes Java source repositories for translation
and a target repository skeleton, which serves as a
interface “contract” for evaluation. This skeleton
retains the original file structure, dependencies, and
static values but replaces all functions with trivial
implementations (e.g., a single return statement)
to ensure successful compilation. The evaluation
setup consists of unit tests for the target repository
and the required testing configuration files.

TRANSREPO-BENCH includes 13 tasks for trans-
lating code repositories. Appendix A.1 provides
details on repository features like class, method,
and line counts, plus test coverage. The data high-
lights diverse complexities, from small repositories
to large ones with extensive methods and coverage,
ensuring robust evaluation.

3.2 Benchmark Construction

This section details the benchmark construction
process (Fig. 4). We first describe source dataset
collection (§3.2.1), then outline skeleton extraction
and translation (§3.2.2). Next, we explain unit
test acquisition (§3.2.3) and conclude with testing

environment setup (§3.2.4).

3.2.1 Source Repository Collection

The source dataset is curated from open-source
GitHub projects meeting these criteria: (1) 100+
stars, (2) a testing workflow, and (3) locally passing
tests. We chose a mature and well-tested collection
of repositories from java-design-patterns, a Java
library featuring comprehensive design pattern im-
plementations and reliable test execution.

3.2.2 Skeleton Extraction and Translation

Repository skeletons are simplified versions where
all function implementations (except in test files)
are replaced with trivial return statements, ensuring
successful compilation while preserving file struc-
ture, dependencies, interfaces, and static values.

Function bodies return type-matching placehold-
ers (e.g., return @; for int, return null; for
objects). Constructors are left empty, and static
blocks retain only assignments.

Skeletons are translated into the target language
using GPT-40, but most fail to compile, requiring
extensive manual fixes. As shown in the Appendix
A.1, “Skeleton Fix Time” quantifies this effort.

3.2.3 Unit Test Translation

We translate source repository unit tests into the
target language using GPT-40 and NUnit. However,
most fail to compile, requiring extensive manual
fixes to ensure correct validation of the source code.
To verify semantic consistency, we ran Java tests
on the Java skeleton and translated C# tests on the
C# skeleton, observing identical results.

3.2.4 Testing Environment Construction

We set up a testing environment by defining a
Docker image, installing dependencies, and run-
ning unit tests. For our process, we create a YAML
build configuration file for the translated C# project,
based on the original Java build file.

This step is mostly manual, using the translated
C# skeleton as a reference. A large language model
(e.g., GPT-40) assists in converting the Java build
file to C#, which is then refined for functionality.

To reduce manual effort and expand our frame-
work’s usability, we provide supporting resources:
static repair scripts for skeletons and unit tests,
along with automated configuration scripts for C#
projects. These tools enhance efficiency, but their
limitations required notable manual intervention.



Model Build Rate (%) Unit Test Pass Rate (%)

Iterationl  Iteration2 Iteration3 | Iterationl Iteration2 Iteration3
GPT-4-turbo 60.54 66.31 50.00 15.59 18.16 11.25
GPT-40 58.17 57.34 57.34 17.97 14.32 16.03
GPT-40-mini 49.31 41.13 44.98 10.16 12.03 12.03
GPT-01-mini 50.00 59.18 52.06 17.35 17.35 15.70
DeepSeek-v3 52.88 71.14 71.14 16.06 17.56 17.56
DeepSeek-rl 59.83 72.13 73.32 15.59 19.83 19.83
Claude-3.5 54.92 51.64 44.26 15.66 15.13 10.01
Qwen-plus 59.32 59.53 56.73 17.31 18.08 16.68

Table 1: Build rates (%) and Unit test pass rates (%) for
different repositories across various models.

3.3 Fine-Grained Evaluation Metrics Design

To refine user-translated code evaluation, we use
unit tests for scoring. Prior attempts to translate en-
tire repositories often failed at compilation, prevent-
ing test execution. Pan et al. (Pan et al., 2024) re-
port 77.8% of large-model translation failures stem
from compilation errors, obscuring correct trans-
lations and hindering evaluation. To mitigate this,
we extract and execute test-relevant code within a
guaranteed-compilable skeleton. Translated func-
tions are inserted, then built and tested using dotnet
build and dotnet test, ensuring granular scoring
unaffected by unrelated errors.

Our evaluation uses two metrics: build success
rate, the fraction of compilable unit tests, and
unit test success rate, the fraction of passing tests
among those that compile. We average these scores
across libraries for an overall performance measure.
The core challenge is extracting relevant source
code for each test. We instrument Java source code
at the function level to track invoked code, then
map it structurally to the corresponding C# code,
ensuring accurate test execution.

4 Evaluation

We first analyze LLLM performance on our bench-
mark, then highlight our framework’s effectiveness
in using repository skeletons for translation and
fine-grained evaluation.

4.1 Model Performance on
TRANSREPO-BENCH

We evaluate the performance of state-of-the-art
LLMs on the task of translating code repositories
from Java to C#. Next, we conduct a failure analy-
sis based on the experimental results.

4.1.1 Model Selection

To assess state-of-the-art LLMs in code repository
translation, we selected six models: GPT-40, GPT-
40-mini, GPT-4-turbo, Qwen-plus-1220, Claude-

3.5-sonnet-20240620, DeepSeek-v3, DeepSeek-
rl, and GPT-ol-mini. GPT-40 variants are ver-
satile general-purpose models optimized for effi-
ciency. Qwen-plus-1220 and Claude-3.5-sonnet-
20240620 balance general and specialized reason-
ing. Deepseek-v3 is fine-tuned for code-related
tasks, emphasizing programming language under-
standing and transformation. DeepSeek-rl is a
compact model that prioritizes efficiency while
maintaining solid reasoning depth. GPT-o1-mini
is a lightweight yet well-rounded model, designed
for structured thinking and balanced performance.

4.1.2 LLMs Performance

Table 1 compares LLM performance over three
iterations using Build Rate and Unit Test Pass Rate.
DeepSeek-v3 improves consistently, achieving the
highest Build Rate (71.14%) and a competitive
Unit Test Pass Rate (17.56%) in Iteration 3. GPT-4-
turbo starts strong (60.54%) but declines to 50.00%,
with its Unit Test Pass Rate dropping to 11.25%.
GPT-40 remains stable at 57.34% Build Rate, with
minor fluctuations in Unit Test Pass Rate (16.03%).
GPT-40-mini and Claude-3.5 underperform, with
declining Build Rates and inconsistent trends.

DeepSeek-r1 outperforms DeepSeek-v3, achiev-
ing the highest Build Rate (73.77%) and Unit Test
Pass Rate (19.83%) in Iteration 3. GPT-ol-mini
also improves, peaking at 59.18% Build Rate and
maintaining a solid 15.7% Unit Test Pass Rate.
Overall, DeepSeek-r1 is the most robust, followed
by DeepSeek-v3, while other models struggle to
maintain performance.

The results show that iterative refinement doesn’t
always improve performance, likely due to error
propagation. Errors from earlier iterations can accu-
mulate rather than correct, especially if models fail
to distinguish constructive feedback from noise.

Build Rates. Table 2 shows DeepSeek-
rl (73.32%) and DeepSeek-v3 (71.14%) lead-
ing, followed by GPT-o1-mini (68.52%), GPT-4-
turbo (66.31%), and Qwen-plus (65.70%). GPT-
40 (65.03%) and Claude-3.5 (63.23%) perform
slightly lower, with GPT-40-mini (57.00%) trail-
ing. DeepSeek-rl’s strong performance suggests
robust translation capabilities. Performance varies
by repository—decorator and producer-consumer
challenge most models, while converter and unit-
of-work consistently achieve 100%.

Unit Test Pass Rates. DeepSeek-rl (26.65%)
leads, followed by DeepSeek-v3 (22.32%), GPT-
ol-mini (22.42%), and GPT-40 (21.50%). Claude-



Repo Name Build Success Rate (%)

Unit Test Pass Rate (%)

GPT-40 GPT-40-mini GPT-4-turbo Qwen-plus Claude-3.5 DeepSeek-v3 DeepSeek-rl  GPT-ol-mini GPT-40 GPT-4o-mini GPT-4-turbo Qwen-plus Claude-3.5 DeepSeek-v3 DeepSeek-rl  GPT-ol-mini

promise 44.4 44.4 0.0 44.4 44.4 44.4 44.4 222 11.1 0.0 1.1 11.1 1.1 333 222
table-module 952 76.2 100.0 100.0 76.2 100.0 100.0 100.0 48 4.8 9.5 9.5 4.8 9.5 9.5 4.8

double-buffer 57.1 57.1 57.1 100.0 57.1 85.7 929 57.1 57.1 57.1 429 57.1 T1.4 85.6 71.4
decorator 0.0 0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 333 0.0 0.0 0.0 0.0 0.0

producer-consumer 0.0 0.0 100.0 0.0 100.0 100.0 100.0 0.0 0.0 333 0.0 333 333 333 0.0

double-dispatch 70.8 12.5 45.8 100.0 12.5 95.8 95.8 12.5 0.0 12.5 16.7 0.0 333 333 12.5
partial-response 100.0 100.0 100.0 60.0 100.0 60.0 70.0 100.0 20.0 0.0 20.0 0.0 20.0 0.0 20.0 20.0
converter 100.0 80.0 100.0 100.0 100.0 100.0 100.0 20.0 0.0 20.0 20.0 20.0 20.0 20.0 20.0
caching 100.0 100.0 50.0 90.0 50.0 50.0 50.0 10.0 0.0 0.0 40.0 0.0 10.0 10.0 40.0
unit-of-work 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 50.0 50.0 30.0 50.0 50.0 50.0 50.0 50.0
game-loop 71.8 88.9 100.0 7.8 100.0 88.9 100.0 55.6 333 1.1 333 333 333 333 333
type-object 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

bytecode 100.0 81.8 9.1 81.8 81.8 100.0 100.0 27.3 9.1 9.1 273 273 18.2 18.2 273
Average 65.03 57.00 66.31 65.70 63.23 71.14 73.32 68.52 21.50 1272 18.15 19.29 19.76 22.32 26.65 2242

Table 2: Build rates (%) and Unit test pass rates (%) for different repositories across various models.
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3.5 (19.76%) and Qwen-plus (19.29%) perform
slightly lower, with GPT-40-mini (12.72%) at the
bottom. DeepSeek-rl1 and GPT-ol-mini show
stronger runtime behavior preservation. Double-
buffer and unit-of-work often exceed 50%, while
producer-consumer and decorator remain near
zero, highlighting the challenge of ensuring func-
tional correctness.

4.1.3 Failure Analysis

Figure 5 shows error distribution and reduction
over three iterations, demonstrating iterative refine-
ment. The most frequent category, Runtime Errors,
dropped from 439 in Iteration 1 to 428 in Iteration
3, reflecting ongoing improvements. Other com-
mon errors, including CS0246 (missing type/names-
pace), CS1061 (missing member), and CS0103 (un-
defined variable/name), also declined, indicating
effective correction. For instance, CS0106 fell from
23 to 16, and CS1061 from 23 to 17. The incon-
sistent decrease in CS@103 and CS0246 may result
from newly introduced variables or dependencies
lacking definitions. The total error count fell from
747 to 619, showing improved resolution of syntac-
tical and logical errors. Common failure patterns
are detailed in Appendix A.2.

Repo Build Score (%) Unit Test Score (%)
RepoTransBench ~ Ours ‘ RepoTransBench  Ours
bytecode 100 44.4 81 22.2
caching 0 95.2 0 4.8
converter 0 57.1 0 57.1
decorator 0 0.0 0 0.0
double-buffer 0 0.0 0 0.0
double-dispatch 0 70.8 0 12.5
game-loop 0 100.0 0 20.0
partial-response 0 100.0 0 20.0
producer-consumer 0 100.0 0 10.0
promise 0 100.0 0 50.0
table-module 0 71.8 0 55.6
type-object 0 0.0 0 0.0
unit-of-work 100 100.0 30 273

Table 3: Comparison of RepoTransBench and FineEval
evaluation methods on each repository.

B Total Tests
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Figure 6: Missing Dependencies in Unit Tests Due to
the Absence of Skeletons

4.2 TRANSREPO-BENCH Effectiveness

This section aims to validate (1) the fineness and
comprehensiveness of our evaluation mechanism,
(2) the necessity of incorporating skeletons in the
translation process, and (3) the fulfillment of the
three previously mentioned requirements.

4.2.1 Validating Evaluation Fineness

Our evaluation provides a finer, more comprehen-
sive assessment of repository translation. Unlike
RepoTransBench (Wang et al., 2024), which evalu-
ates entire projects without skeletons, our method
scores components individually, preventing single
errors from invalidating correct translations. As



Iteration Time Build Rate (%) Unit Test Pass Rate (%)
With Skeletons ~ Without Skeletons ‘ With Skeletons ~ Without Skeletons
Tteration1 58.17 33 17.97 33
Iteration2 57.34 33 14.32 33
Iteration3 57.34 33 16.03 33

Table 4: Comparison of Build Rate and Unit Test Pass
Rate of GPT-40 with and without Skeleton

Iteration Time Build Rate (%) Unit Test Success Rate (%)
Coarse-Grained Feedback ~ Ours ‘ Coarse-Grained Feedback ~ Ours
Iteration-1 39.34 58.17 9.09 17.97
Iteration-2 50.00 57.34 13.94 14.32
Tteration-3 45.45 57.34 13.16 16.03

Table 5: Comparative Experiment on Coarse-Grained vs.
Our Fine-Grained Feedback for Usability Validation.

Table 3 shows, RepoTransBench scores 0 on most
tasks, successfully evaluating only two of thirteen.
In contrast, our approach assigns scores even when
compilation fails, achieving 100% success for unit
test-related segments. This fine-grained evaluation
recognizes partial successes rather than dismissing
them due to isolated errors.

4.2.2 Proving Skeleton Necessity

The second experiment validates the necessity of
providing target repository skeletons during trans-
lation. As shown in Table 4, omitting skeletons
significantly degrades both build success and unit
test pass rates across all iterations.

This degradation arises from unresolved inter-
file dependencies and predefined interfaces, pre-
venting the identification of functions under test.
As illustrated in Figure 6, missing skeletons lead
to numerous unresolved dependencies, causing all
build and test scores to drop to zero. For certain
libraries, the absence of skeletons makes dependen-
cies entirely unresolvable, as shown by the high
proportion of failed tests. This underscores the
critical role of skeletons in ensuring dependency
resolution and enabling accurate evaluation.

4.3 Validating Three Key Requirements for
Repository-Level Translation

As proposed in Section 2.2, our Skeleton-Guided-
Translation meets three requirements. Testability
is validated through large model evaluation, so we
focus on maintainability and usability.
Maintainability. Our maintainability experiment
evaluates how Skeleton-Guided Translation aids
LLMs in incremental translation for Java project
updates, enhancing library-level code maintainabil-
ity. It translates only necessary updates, avoiding
unnecessary C# modifications. We evaluated the
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Figure 7: Build Success Rates for Incremental Transla-
tion with/without Skeleton

bytecode repository by measuring cumulative build
success rates across ten incremental translation
tasks over five trials. The first approach updated
the Skeleton before translating Java to C#, while
the second directly translated Java without Skele-
ton guidance. Figure 7 shows that the method with
skeletons can still maintain a successful build even
after eight cumulative updates and 45 newly added
functions, whereas the method without skeletons
fails around the third update. This demonstrates
the effectiveness and maintainability of skeletons
in incremental translation.

Usability. Table 5 compares coarse- and fine-
grained feedback for improving translated libraries.
Coarse feedback relies on holistic build and test
evaluations, while fine-grained feedback provides
targeted error insights. Results show that fine-
grained feedback consistently improves build rates
and unit test success, validating its effectiveness in
model-guided code refinement.

Summary. These experiments collectively estab-

lish that our method is superior in two key aspects:

¢ QOur evaluation mechanism is more granular and
comprehensive, capturing the quality of transla-
tion even when partial failures occur.

» Skeletons are crucial for dependency resolution
and accurate evaluation.

* Our Skeleton-Guided-Translation meets three
key requirements for repository-level code trans-
lation: maintainability, testability, and usability.

5 Related Work

5.1 Code Translation

Code translation preserves semantics while con-
verting languages. Rule-based compilers (e.g., Ba-
bel, Roslyn) handle simple cases but fail on com-
plex constructs. Al-driven methods use neural net-



works, including seq2seq models (Luong et al.,
2016), transformers (Vaswani et al., 2017), and pre-
trained models like CodeBERT (Feng et al., 2020),
CodeT5 (Wang et al., 2021).

Many studies (Tang et al., 2023; Roziere et al.,
2020; Roziere et al., 2022; Yin et al., 2024; Yang
et al., 2024; Jiao et al., 2023; Jana et al., 2024;
Di et al., 2024; Tipirneni et al., 2024; Yan et al.,
2023) focus on short code from competitive pro-
gramming (Puri et al., 2021; Lu et al., 2021), edu-
cational platforms (Yan et al., 2023; Ahmad et al.,
2023), or custom tasks (Liu et al., 2023; Chen et al.,
2021). Some (Pan et al., 2024; Eniser et al., 2024,
Zhang et al., 2023) tackle longer code (100+ lines)
but with limited success. Novel training strate-
gies (Roziere et al., 2020; Roziere et al., 2022;
Szafraniec et al., 2023; Jana et al., 2024; Tipirneni
et al., 2024) may enhance our approach, alongside
prompting (Tang et al., 2023) and repair methods
(Yin et al., 2024). Adapting automated program
repair (Xia et al., 2023; Kong et al., 2024) could
help with translation-specific I/O errors. SYZYGY
(Shetty et al., 2025) translates C to safe Rust using
LLM-driven code generation and dynamic analysis.
Bhattarai et al. (Bhattarai et al., 2024) proposed a
few-shot retrieval-based translation method, while
Tao et al. (Tao et al., 2024) used an intermediary
language (Go) to aid translation.

AlphaTrans (Ibrahimzada et al., 2024) is a neuro-
symbolic framework for repository-level code
translation, using program analysis and dynamic
testing for validation. Shiraishi et al. (Shiraishi
and Shinagawa, 2024) improved C-to-Rust transla-
tion with context-aware segmentation and prompts,
while Oxidizer (Zhang et al., 2024) ensures func-
tionality via feature mapping, type checks, and
unit test-based validation. However, AlphaTrans
struggles with semantic alignment in test transla-
tion and rigid rules for special syntax (e.g., Java
annotations). Our approach addresses the first by
validating unit tests on both source and target repos-
itory skeletons and the second by leveraging LLMs
to translate skeletons directly.

5.2 Code Translation Benchmarks

Benchmarks are crucial for evaluating code trans-
lation. Early ones used small, manually curated
function pairs, while modern benchmarks cover
large datasets across diverse languages. AdvBench
(Robey et al., 2021) evaluates TransCoder on Java,
C++, and Python using BLEU, Exact Match (EM),
and Execution Accuracy. CodeNet (Puri et al.,

2021) provides 14 million samples in 50 languages
for training and evaluation. Task-specific bench-
marks like CodeXGLUE (Lu et al., 2021) ensure
functional correctness but often miss niche lan-
guages and system-level complexities. RustRe-
poTrans (Ou et al., 2024) first includes repository-
level Rust dependencies, revealing a 41.5%-56.2%
performance drop, highlighting real-world chal-
lenges in dependency and cross-file handling.

RepoTransBench (Wang et al., 2024) bench-
marks repository-level translation with 100 repos-
itories and automated tests, addressing configura-
tion, resource handling, and test migration. How-
ever, our approach overcomes its limitations: (1)
No Skeleton Framework — Lacking skeletons, it
struggles with interface constraints, leading to mis-
alignments. Our skeleton-based method ensures
better control and adaptability. (2) No Test Verifica-
tion — It lacks robust test result checking, while we
validate unit tests on both source and target skele-
tons for reliable evaluation. (3) Coarse-Grained
Evaluation — It executes tests without isolating de-
pendencies, compounding errors. Our approach
isolates dependencies, enabling finer-grained as-
sessment and reducing error propagation.

6 Conclusions

We present Skeleton-Guided-Translationand the
TRANSREPO-BENCH benchmark to tackle the real-
world challenges of repository-level code transla-
tion. By first translating “skeletons” that preserve
file structures and interfaces, then populating them
with full implementations, our approach mitigates
cross-module dependency issues and supports in-
cremental updates. This structured workflow is
further strengthened by comprehensive unit tests,
providing detailed error localization rather than a
single pass/fail outcome.

Our evaluation on TRANSREPO-BENCH —com-
prising high-quality, test-covered Java reposito-
ries—shows that leading LLLM-based translators
frequently fail at compilation or introduce depen-
dency mismatches. With skeletons, however, par-
tial errors do not invalidate correct modules, boost-
ing both build success and test pass rates. This evi-
dences the advantage of a skeleton-based methodol-
ogy for maintaining interface consistency, reducing
error propagation, and guiding iterative refinement
in multi-language codebases.



7 Limitations

This study primarily focuses on evaluating
repository-level translations between Java and C#
using Skeleton-Guided-Translation, and does not
confirm its generalizability to other language pairs
(e.g., C++, Python, Rust). . Moreover, the exper-
imental data is drawn from open-source projects
with relatively high test coverage. While this offers
some insight into how the approach might func-
tion in real-world scenarios, performance may de-
grade in extremely large or complex codebases with
highly customized dependencies. Additionally, in
order to maintain automation and control, we re-
quire the use of skeletons (and subsequent manual
fixes) in the evaluation process, which may not
fully capture more dynamic environments involv-
ing multi-user collaboration or frequent version up-
dates. Lastly, certain unit tests still required manual
patches before execution, somewhat limiting both
efficiency and objectivity. Future research might
explore automated repair techniques or adaptive
testing configurations to further enhance evaluation
reliability.
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A Appendix

A.1 Detailed Information of
TRANSREPO-BENCH

Table 6 summarizes the key characteristics of our
benchmark repositories, highlighting their diversity,
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Repo Name Classes Methods Lines Unit Test Coverage Skeleton Fix Time (min)

36 789 93.70% 270
8 494 100.00% 70
16 489 98.30% 25
10 351 96.50% 60
8 372 96.40% 30
55 985 98.60% 90
5 382 90.10% 130
8 367 98.80% 100
63 1605
16 460
18 730
20 704
17 624

o

promise
table-module
double-buffer
decorator
producer-consumer
double-dispatch
partial-response
converter

caching
unit-of-work

WG AW WL

S

93.30%
98.30%
94.90%
96.20%
94.70%

270
30
60
120
150

game-loop
type-object
bytecode

ENICNENIES

Table 6: Resulting Benchmark

high test coverage, and moderate adaptation costs.
The selected repositories cover a wide range of soft-
ware design patterns, ensuring a comprehensive
evaluation of translation performance. The number
of classes, methods, and lines of code varies sig-
nificantly across repositories, reflecting different
levels of complexity and structural diversity.

Additionally, unit test coverage is consistently
high across the benchmark, demonstrating the ro-
bustness of the evaluation setup and ensuring that
translated code can be rigorously tested. The skele-
ton fix time, while necessary to adapt the repos-
itory skeletons for evaluation, remains moderate
across all repositories, indicating a reasonable ef-
fort in preparing the benchmark without excessive
overhead. Overall, this benchmark provides a well-
balanced dataset, offering diverse software struc-
tures, strong test coverage, and a practical adapta-
tion cost, making it suitable for assessing transla-
tion performance across different codebases.

A.2 Common Failure Patterns

We explore the most common failure patterns en-
countered during large model-based code transla-
tion, focusing on their underlying causes, how they
manifest in practice, and the strategies needed to
address them. By analyzing these recurring issues,
we aim to provide actionable insights for improv-
ing the accuracy and reliability of cross-language
code conversion processes.

Static Variable Misalignment. A common trans-
lation issue is inconsistent static variable naming.
For example:

public void Stop (){
status GameStatus . Stopped ;

}

The C# code raised error CS@117 due to in-
correct translation of the enum member Stopped,
which should follow C#’s uppercase convention,
e.g., STOPPED. This mismatch stems from Java’s
mixed-case style. To prevent such errors, transla-
tors should apply capitalization-aware mappings.
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Unresolved Names and Contextual Misinterpre-  underscoring the need for robust runtime testing to
tations. Translation errors often stem from missing  detect logical flaws in translated code.
imports of contextual elements, causing errors like
CS0103 (“The name does not exist in the current
context”). For example:

private int RandomInt(int min, int max){
return ThreadLocalRandom. Current.Next(min, max +
1)

In this case, the C# compiler failed because
ThreadLocalRandom is not recognized in C#. In-
stead, C# provides a Random class with similar func-
tionality. Translators must correctly identify equiv-
alent libraries and methods in the target language
or include necessary imports automatically.

Undefined Methods. Errors such as CS1061 oc-
cur when the translated code references methods or
properties that are undefined in the target language.
For instance:

_wizards[wizard ]. SetWisdom (amount);

This snippet assumes a SetWisdom method in
the Wizard class, but the translator didn’t verify it.
Enhancing cross-referencing and generating warn-
ings can help resolve such semantic gaps.

Namespace and Duplicate Definitions. Another
common error (CS@101) occurs when namespaces
contain duplicate definitions due to repetitive code
generation. Consider the following Java snippet:

public class Candy
{

}

public Candy(string flavor) { }

If the translator generates multiple constructors
with identical signatures for this class in C#, the
compiler will flag a conflict, as C# enforces unique
member definitions within a namespace or class.
The solution involves ensuring that constructors or
methods with overlapping signatures are merged or
disambiguated during translation.

Runtime Logical Failures. Even after fixing com-
pilation errors, logical inconsistencies in the trans-
lation can still cause runtime issues. For example:

private void Register (Weapon weapon, string
operation){
if (!_context.TryGetValue(operation, out var
weaponsToOperate))

{
}

weaponsToOperate . Add(weapon) ;
_context[operation] = weaponsToOperate;

weaponsToOperate = new List <Weapon>();

A null reference error occurs because the
_context dictionary was uninitialized. Such run-
time errors are hard to catch via static analysis,
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