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Abstract

Detecting mental manipulation is a culturally dependent
and highly subjective task. We introduce CultureManip, a
multilingual benchmark for manipulation detection across
English, Spanish, Chinese, and Tagalog. Using raw inter-
annotator agreement as our evaluation metric, we compare
human-human consistency with human-LLM agreement to as-
sess how well ChatGPT-3.5 Turbo aligns with native speakers.
Human-LLM agreement is 48% in English, 41% in Spanish,
28% in Chinese, and 20% in Tagalog, revealing sharp perfor-
mance drops outside of English. These results demonstrate a
clear correlation between language resource availability and
detection accuracy. Notably, Spanish exhibits the largest de-
cline relative to its high human-human agreement, indicating a
mismatch between model assumptions and Spanish pragmatic
norms. Chinese and Tagalog show both lower human—human
consistency and additional model degradation, reflecting chal-
lenges tied to indirectness, politeness strategies, and trans-
lation artifacts. These findings highlight significant cultural
and linguistic gaps in current LLMs and underscore the need
for culturally-aware, multilingual approaches to manipulation
detection.

Introduction

Mental manipulation is the intentional use of language to
influence or control someone’s thoughts, emotions, or deci-
sions (Barnhill 2014). These manipulative techniques can
be subtle and difficult to detect, making them a significant
challenge for both humans and artificial intelligence (AI)
systems (Wang et al. 2024a; Ienca 2023). As large language
models (LLMs) become increasingly integrated into digital
communication, ensuring that these models can recognize
and mitigate manipulative language is crucial for preventing
misinformation, exploitation, and unethical persuasion As
discussed by (Liu et al. 2025).

Recent efforts, such as MentalManip (Wang et al. 2024b),
have primarily focused on detecting manipulative intent
within English-language conversations (Ma et al. 2024; Yang
et al. 2024). Studies evaluating models like GPT-4 Turbo,
LLaMA-2-13B, and RoBERTa-base have revealed that state-
of-the-art LLMs struggle to reliably identify manipulative
content due to the inherently subjective nature of annotation
and the complexity of linguistic manipulation (Wang et al.
2024a).
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4 [Jim, do you love me?
[I’m your boyfriend, of course I do. j
[What! No that’s too expensive. ]

User Input: Does this dialogue contain elements of mental manipulation?
Just answer “yes” or “no”: <insert the above dialogue>

N GPT-3.5 Turbo: Yes. J

If you really did love me, not saying
that I don’t believe you, then you
would buy me this purse.

Figure 1: Example of conversation analysis by ChatGPT 3.5-
Turbo.

Our research seeks to address this gap by introducing
CultureManip, a multilingual benchmark designed to ex-
plore how mental manipulation manifests across different
languages. Unlike previous studies that focus solely on En-
glish, our work investigates the performance of LLMs in
detecting manipulation across linguistic structures and cul-
tural contexts.

To achieve this, we conduct experiments using ChatGPT-
3.5 Turbo (Brown et al. 2020) , evaluating its performance
under zero-shot prompting. By examining the cross-linguistic
aspects of mental manipulation, our research contributes to
the development of more robust AI moderation systems, ulti-
mately fostering safer and more ethical Al-assisted commu-
nication across a multilingual spectrum.

Related Work

Recent efforts to detect mental manipulation in language have
focused heavily on evaluating and improving large language
models (LLMs) using the MentalManip dataset Wang et al.
(2024b). This dataset was used to conducted baseline evalu-
ations using models like GPT-4 Turbo and LLaMA-2-13B.
Their findings revealed that current state-of-the-art models
struggle with reliably identifying manipulative content. The
annotation process, being inherently subjective, introduces
potential inconsistencies that may not align with broader soci-
etal perceptions of verbal manipulation. Furthermore, (Xiong,
Gao, and Jeong 2025) demonstrated the difficulty for LLMs
to classify fine-grained sarcasm, highlighting the shortcom-



ing of LLMs in detecting human conversational nuance.

Extended work on this topic examined the performance
of LLMs using prompting strategies, particularly Chain-of-
Thought (CoT) prompting (Yang et al. 2024). Their results
demonstrated that CoT without example-based learning (i.e.,
zero-shot CoT) underperformed relative to simpler prompting
strategies as model complexity increased.

More recently, a new novel prompting approach was pro-
posed: Intent-Aware Prompting (IAP) (Ma et al. 2024). This
prompting technique is aimed at improving the detection
of mental manipulation by emphasizing the intent behind
statements. IAP provided better performance over existing
prompting techniques, notably through a substantial reduc-
tion in false negatives. The authors recommend the develop-
ment of a more diverse and representative dataset to improve
the generalization of future models.

Methods
Task Definition

In this work, we define mental manipulation as language in-
tended to influence another person’s emotions, choices, or be-
havior through pressure, guilt, or strategic reframing. Unlike
toxicity, which often has explicit lexical markers, manipula-
tion depends on subtle interpersonal cues and inferred intent.
Annotators labeled manipulation only when an utterance at-
tempted to shift another person’s emotional or behavioral
state. The same utterance may appear manipulative in one
cultural setting but neutral in another, and many strategies
(e.g., guilt-tripping or feigned innocence) lack clear surface
markers.

Taxonomy

To construct our dataset, CultureManip, we based off of Men-
talManip (Wang et al. 2024b). In which our data is separated
into 5 columns representing:

« ID: the identification number for each conversation block

» Conversation: Each conversation block

* Presence of Manipulation: Decide whether manipulative
or not. (1 for manipulative, 0 for non-manipulative) Rep-
resents the Presence of Manipulation line in Figure 2.

* Manipulation Dialogue: whichever line(s) that specify
manipulation

* Manipulation Technique: Decide what type of manipula-

tion(s) are present based on the CultureManip taxonomy
sheet (Figure 2) (Wang et al. 2024b).

Our taxonomy sheet is a replica of the taxonomy sheet
shown in MentalManip however, we did not implement the
Targeted Vulnerability aspect. To ensure clarity, we used the
definitions given through the MentalManip paper for each
manipulation technique (Wang et al. 2024b).

Data Source and Preprocessing

To support our multilingual analysis, we utilized dialogue
data from the OPUS corpus (Tiedemann 2009), an open col-
lection of parallel corpora available at https://opus.nlpl.eu.
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Figure 2: Multi-level taxonomy of CULTUREMANIP

Specifically, we extracted data in four languages: English,
Spanish, Chinese, and Tagalog.

We used ChatGPT-3.5 Turbo to organize raw dialogue data
into conversation blocks by grouping contiguous lines from
the same exchange. Each block, representing a short conver-
sation with two or more participants, was then formatted into
rows in a spreadsheet.

Human Annotation

To identify instances of mental manipulation within our mul-
tilingual dataset, we enlisted two native-speaking annotators
for each target language: English, Spanish, Chinese, and Taga-
log. Each annotator was provided with a structured spread-
sheet with 100 conversations.

The annotation protocol was standardized across lan-
guages, with annotators following shared instructions. For
each conversation in Column B, annotators identified manip-
ulative lines, transcribing them into Column C. Column D
indicated manipulation presence (1 for manipulative, O for
non-manipulative), and Column E contained selected manip-
ulation techniques from a predefined taxonomy, including
labels like Intimidation, Brandishing, and Anger. An example
annotation is shown below:

* Conversation Block: “You’re impossible, you would
even delude a saint! I will divorce you!”

* Manipulative Dialogue: “You’re impossible, you would
even delude a saint! I will divorce you!”

* Presence of Manipulation: 1

* Manipulation Techniques: Intimidation, Brandishing,
Anger



Disagreements were not adjudicated; instead, both labels
were retained and used to compute agreement scores. Because
annotators followed uniform guidelines but brought different
cultural expectations into their interpretations, disagreement
levels directly reflect the intrinsic variability of the task. This
supports our central claim that manipulation is not uniformly
perceived across linguistic and cultural contexts.

Experimental Setup

We conducted experiments in English, Spanish, Chinese, and
Tagalog to measure the ability of LLMs to detect manipula-
tion on a multilingual level. Like the human annotators, the
LLM was tasked to give a binary response for each conversa-
tion, indicating whether there was presence of manipulation.
All baseline experiments were carried out using zero-shot
prompting, asking the model to read the conversation and
detect whether manipulation is present or not, with tempera-
ture and top P set at 0.3 , as we found that these two values
produced the most consistent answers.

Agreement Computation

Because manipulation is subjective, our dataset contains two
independent annotations for each conversation. The annota-
tors often disagreed, so there is no single correct label for the
model to match. Raw percentage agreement is therefore the
most direct measure of consistency between annotators and
between annotators and the model.

For any two label sequences x and y, agreement is the
proportion of conversations where the labels match:

N
1
Agreement(z,y) = N E 1[z; = yil,
i=1

where N is the number of conversations and 1[-] is the
indicator function.

Human-human  agreement is  computed as
Agreement(y4,yp), where y4 and yp are the two an-
notators. This value reflects how often annotators agree with
one another and serves as the ceiling for the task.

To evaluate the model, we compare its predictions
with each annotator separately and then take the average.
This avoids privileging either annotator. The resulting hu-
man-LLM agreement score is

% (Agreement(yM, ya) + Agreement(yy, y3)>,

where yj,s is the model prediction. The gap between
human-human and human-LLM agreement reflects how
closely the model approximates human judgment in each
language.

Results
Multilingual Analysis

Table 1 reports agreement between human annotators (Group
1) and between the model and each annotator (Group 2) for all

four languages. Because human—human agreement represents
the ceiling, the key quantity is the drop from Group 1 to
Group 2 rather than the absolute values alone.

Language Group1 Group 2
English 62% 48%
Spanish 76% 41%
Tagalog 37% 20%
Chinese 50% 28%

Table 1: Inter-annotator agreement scores for different lan-
guages. Group 1 is between two human annotators. Group 2
is the average agreement between ChatGPT-3.5 Turbo and
each annotator.

Our language selection, which includes three major lan-
guages (English, Spanish, and Chinese) alongside a lower-
resource language (Tagalog), was designed to highlight cross-
lingual variability in both human interpretation and model
alignment. Prior multilingual work such as the MEGAVERSE
benchmark (Ahuja et al. 2024) and StingrayBench (Cahyaw-
ijaya et al. 2024) shows that large language models tend to
perform better on high-resource languages for tasks such
as sentiment analysis and named entity recognition. At first
glance, our human—human agreement results seem to follow
this trend, with English and Spanish showing higher consis-
tency (62% and 76%) than Chinese and Tagalog (50% and
37%).

However, the Spanish results reveal a more interesting pat-
tern. Despite having the highest human—-human agreement,
Spanish also exhibits the largest drop between human—human
and human—LLM agreement (76% to 41%). This indicates
that while Spanish annotators shared a stable interpretation
of manipulation, the model failed to approximate that inter-
pretation. This is likely due to pragmatic features of Spanish
dialogue that the model misreads, such as emotionally expres-
sive phrasing and rhetorical intensifiers that convey emphasis
rather than coercive intent. As a result, Spanish exposes a
deeper misalignment between model assumptions and cultur-
ally grounded interpretations of manipulation.

Chinese and Tagalog show lower human—human agree-
ment, suggesting greater inherent ambiguity in how manipu-
lation is expressed and perceived in these languages. Annota-
tor testimonies support this, noting difficulties from indirect
phrasing, translation artifacts, and context-dependent cues.
The lower ceiling in these languages makes it harder for the
model to achieve high agreement, yet the additional drops to
28% in Chinese and 20% in Tagalog still reflect the model’s
challenge in reasoning about pragmatic intent beyond surface-
level features.

Spanish

Spanish communication often relies on shared context and
expressive phrasing rather than explicit coercion (Hall 1976).
Features such as figurative language, exclamations, and dis-
course markers can convey emphasis without manipulative
intent (Avila and Gomez 2023). GPT-3.5 Turbo frequently
misclassifies these cues, explaining the large drop between



human and model agreement.

Tagalog

Manipulation in Tagalog is often conveyed indirectly due
to cultural values such as hiya (shame) and social harmony
(Gonzalez 2010; Tupas 2015; Salazar 2011). Combined with
translation artifacts in subtitle data, this indirectness reduces
both human—human and human-LLM agreement.

Chinese

Chinese communication emphasizes maintaining face and
avoiding direct confrontation (Ting-Toomey and Kurogi
1998; Fang and Faure 2010; Goffman 1967). Manipulation
can be encoded through subtle pragmatic cues, including
particles and implied obligations. Models trained largely on
English-centric data struggle to capture these patterns (Hada
et al. 2024), contributing to the observed drops in agreement.

Annotation Analysis

Annotator testimonies (Appendix A) show that judgments of
manipulation are themselves culturally shaped, leading to la-
bel drift across languages and annotators. Several annotators
noted that harsh language does not always imply manipula-
tion, especially in Spanish where emotional expressiveness
is common. In contrast, Chinese annotators often labeled
subtle emotional pressure as manipulative even when English
annotators did not, reflecting differences in how relational
obligations and face-threatening acts are interpreted.

Tagalog annotators explicitly described translation arti-
facts, indirect phrasing, and context-dependent politeness
strategies that affected their labeling, sometimes causing
them to overlook manipulation that was present. English an-
notators tended to rely on explicit coercion or overt pressure,
whereas Spanish annotators relied more on emotional cues
and Chinese annotators relied more on implied obligations.
These patterns confirm that even trained annotators do not
share a universal definition of manipulation, and that some
of the divergence between human—LLM and human-human
agreement reflects fundamental cross-cultural subjectivity in
the concept.

Manipulation Category Observations

Although the benchmark includes multiple manipulation tech-
niques (e.g., Intimidation, Accusation, Rationalization), an-
notators reported that some categories were more culturally
salient than others. Spanish and English dialogues more fre-
quently exhibited overt belittlement or blame-shifting, while
Chinese and Tagalog conversations displayed subtle rational-
ization or emotional appeals.

Implications

The disparities identified in our analysis have direct impli-
cations for multilingual safety systems. If a model system-
atically misses manipulation in Tagalog, Filipino users may
receive weaker protection from harmful conversational pat-
terns. Conversely, models that over-flag Spanish or Chinese

speakers due to misreading expressive or idiomatic language
risk subjecting these communities to disproportionate moder-
ation or false accusations.

Such asymmetries create a form of language-driven safety
inequality, where access to reliable Al moderation depends on
the linguistic and cultural alignment of the user’s language
with the model’s training distribution. In real deployment
contexts, these disparities can shape whether harm is detected,
ignored, or wrongly attributed. This highlights the need for
manipulation-detection systems that are culturally calibrated
and grounded in cross-lingual pragmatics, not merely lexical
or sentiment cues.

Future Work and Conclusion

This study presents CultureManip, a multilingual benchmark
for detecting verbal manipulation across languages. Using
annotated conversational data, we evaluated GPT-3.5 Turbo
and found large cross-lingual gaps in detection accuracy,
reflecting cultural variation and the subjective nature of ma-
nipulation. These results align with prior work and illustrate
the need for culturally adaptive models, since LLMs trained
primarily on English perform less reliably in other languages.

Future work should refine multilingual datasets, develop
clearer annotation guidelines, and study cross-lingual general-
ization to better understand shared and language-specific ma-
nipulation cues (Ma et al. 2025). Incorporating multimodal
information such as tone or gesture may improve contex-
tual reasoning (Herring 2015). More natural conversational
sources, such as podcasts or real dialogues, could also reduce
the limitations of subtitle-based data.

Although manipulation detection remains difficult for both
humans and LLMs, CultureManip provides a foundation for
advancing this task. By releasing the benchmark, we aim to
support research toward more accurate, context-aware, and
culturally sensitive models capable of handling manipulation
across diverse languages.

Limitations

CultureManip has several limitations. First, data annotation is
subjective, with cultural perception further complicating ac-
curate manipulation identification. Although annotators were
trained for objectivity and required to specify manipulation
types, limited fluency in certain languages sometimes led to
misclassifications.

Second, data sources are drawn from movie scripts, which
are often stylized and exaggerated, limiting their represen-
tativeness of real-life conversations. While covering various
genres, the benchmark may still reflect biases in script con-
ventions that don’t capture the full range of manipulative
speech in everyday contexts.

Lastly, cultural context influences how manipulation is
perceived. Different cultural norms affect how manipulative
behavior is categorized, leading to potential subjectivity in
labeling, as certain behaviors seen as manipulative in one
culture might be overlooked or misunderstood in another.
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Annotator Testimonies

Tagalog Annotator A: " I didn’t find a lot of manipulative
stuff in the dialogue so far, but maybe I’'m too selective? 1
think in the context that some are used, it’s not manipulation.
But I checked the Annotator B file and they were picking
lines that sometimes might be manipulative, but not really."

Tagalog Annotator B: "It was not easy because the Taga-
log was not translated well. Also, the reader eventually fig-
ured out what the story was. I am not sure if that’s intentional,
but having some idea of the story influenced the identifica-
tion process of manipulation. The reader may be prone to
reasoning why such statements were made and make their
own justifications (unintentional but natural bias)."



Spanish Annotator A: Reading from the dialogues, 1
could easily tell that they were manipulative. What gave it
away was the fact that they included tons of name-calling and
belittlement. Checking through these conversations, I can tell
the mood and tone of the dialogues. They contained exclama-
tion points, sarcasm, and irony. This is where I figured the
conversations were not nice.

Spanish Annotator B: I think it was easy to tell that most
of the text was manipulative. It fit a lot of the categories given,
and there was a lot of harsh language being used, which made
it obvious to me that it was a manipulation.

English Annotator A: I personally found it pretty hard.
It was extremely sutble for some conversation, to the point
where I can make an argument for both and convince myself.
The manipulation wasn’t the kind that was used to control
people and insult them. It was more subtle than that, so I
think that ChatGPT wouldn’t, or rather couldn’t, do that well,
but I don’t know.

English Annotator B: I think most of the text was easy to
tell, especially in their specific contexts. Although it might
have been unclear exactly what was happening, there was a
lot of chaos and dialogue that had a strong sense of manip-
ulation that were fitting of the categories given through the
taxonomy sheet.

Chinese Annotator A: I think a lot of the conversations
provided had very subtle forms of Mental Manipulation. I lot
of the lines weren’t using mental manipulation specifically
to take advantage of another person, but would fit into a
lot of the categories given through the taxonomy sheet. In
that sense, I believe it was a bit harder to see manipulation,
and what people perceive as mental manipulation is more
subjective.

Chinese Annotator B: It was a mix of good and bad. Yeah
there were some conversation that were obviously manipula-
tive, but also a good amount of conversations that could be
argued for not manipulative. Overall, pretty subjective.

Ethics Statement

The benchmark was created from publicly available movie
scripts, focusing on common communication forms like per-
suasion and emotional manipulation. Human annotators from
diverse linguistic backgrounds voluntarily labeled the di-
alogues for manipulation, following ethical guidelines to
ensure anonymity and fairness. Annotators were trained to
identify linguistic cues without assuming characters’ intent,
considering cultural and contextual nuances. While the bench-
mark covers various genres and settings, it may not fully rep-
resent all cultural contexts, and future work aims to expand
its diversity. The project emphasizes responsible research
and ethical use, cautioning about the sensitive implications
of automating manipulation detection.

Prompting

Zero-Shot Prompt

Zero-shot prompting format:

[

I will provide you with a dialogue.

Please determine if it contains elements
of mental manipulation. Just answer with
'Yes' or 'No', and don't add anything else.

<insert dialogue>



