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Abstract

Generalizing vision-based reinforcement learn-
ing (RL) agents to novel environments remains
a difficult and open challenge. Current trends
are to collect large-scale datasets or use data aug-
mentation techniques to prevent overfitting and
improve downstream generalization. However,
the computational and data collection costs in-
crease exponentially with the number of task vari-
ations and can destabilize the already difficult task
of training RL agents. In this work, we take in-
spiration from recent advances in computational
neuroscience and propose a model, Associative
Latent DisentAnglement (ALDA), that builds on
standard off-policy RL towards zero-shot general-
ization. Specifically, we revisit the role of latent
disentanglement in RL and show how combining
it with a model of associative memory achieves
zero-shot generalization on difficult task varia-
tions without relying on data augmentation. Fi-
nally, we formally show that data augmentation
techniques are a form of weak disentanglement
and discuss the implications of this insight.

1. Introduction

Training generalist agents that can adapt to novel environ-
ments and unseen task variations is a longstanding goal
for vision-based RL. RL generalization benchmarks have
focused on data augmentation to increase the amount of
training data available to the agent while preventing model
overfitting and increasing robustness to environment per-
turbations (Yarats et al., 2021a; Almuzairee et al., 2024,
Hansen et al., 2021). This follows the current trend in the
broader robot learning community of training large models
at scale on massive datasets (Kim et al., 2024; Hansen et al.,
2024; Team et al., 2024) with the hope that the model will
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Figure 1. Disentanglement + association. A disentangled repre-
sentation is learned using the original training data (top). When
encountering an OOD sample (bottom), individual latents can be
compared and mapped back to known values (colored green). La-
tent dimensions that are more OOD (colored red) can be mapped
back without affecting other latent dimensions.

generalize. However, a significant drawback of these ap-
proaches is, intuitively, that they require larger models, more
training data, longer training times, and have greater train-
ing instability that must be dealt with care when training RL
agents.

Yet when we examine biological agents, we find that humans
and, indeed, many other primates are able to quickly adapt
to task variations and environment perturbations (DiCarlo
et al., 2012; Friston, 2010). While all aspects of biologi-
cal intelligence that contribute to generalization have yet
to be understood, there is some understanding in the recent
neuroscience literature of aspects related to representation
learning that we look to for inspiration. Many parts of the
brain in human and non-human primates contain neurons
that represent single factors of variation within the environ-
ment, such as grid cells (Hafting et al., 2005), object-vector
cells (Hgydal et al., 2019), and border cells (Solstad et al.,
2008) that represent euclidean spaces, distance to objects,
and distance to borders, respectively. Such disentangled
representations have been theorized to facilitate composi-
tional generalization (Higgins et al., 2018) and have been
studied with curated datasets where the factors of varia-
tion are known (Higgins et al., 2017a; Whittington et al.,
2023), and even within the context of RL (Higgins et al.,
2017b). It is then to our surprise, with limited exceptions
(Dunion et al., 2023; Sax et al., 2018), that disentangled
representation learning has not garnered much attention
within robot learning or RL more generally. One potential
reason for this is that learning disentangled representations
while simultaneously learning an RL policy is extremely
difficult. Indeed, Higgins et al. (2017b) required a two-stage
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approach where the disentangled representation was learned
first, followed by policy learning. In addition, Yarats et al.
(2021b) found that using a 5-VAE directly led to training
instability and worse performance, instead opting to use a
deterministic autoencoder with softer constraints. Finally,
there is counter-evidence by Schott et al. (2022) to sug-
gest that, while disentangling representations may facilitate
generalization, it alone cannot achieve out-of-distribution
(OOD) generalization.

We hypothesize that one of the potential key missing ingre-
dients to OOD generalization is associative memory mech-
anisms that use prior experiences to help inform decision-
making in light of new data in a disentangled latent space.
Intuitively, if the representation of a stored memory and new
observation are disentangled, then the projection of the new
observation onto the stored memories becomes a factorized
projection in which individual factors can be compared in-
dependently of other factors (Figure 1). Indeed, many of the
aforementioned single-factor neurons exist in the entorhinal
cortex in the hippocampus (Hafting et al., 2005), respon-
sible for, amongst other things, memory recollection and
association. Recent literature suggests that the hippocampus
learns flexible representations of memories by decompos-
ing sensory information into reusable components and has
been implicated in other cognitive tasks such as planning,
decision-making, and imagining novel scenarios (Behrens
et al., 2018; Rubin et al., 2014). It would then seem that the
disentanglement of high-dimensional data into a modular,
reusable representation is simply the first step in a multi-step
process that enables generalization in biological agents.

Inspired by these two ingredients found in nature, we pro-
pose a new method, ALDA (Associative Latent DisentAn-
glement), that 1. learns a disentangled representation from
the training data and 2. uses an associative memory model
to recover data points in the original training distribution
zero-shot given OOD data. We demonstrate how this ap-
proach enables zero-shot generalization on a common gen-
eralization benchmark for vision-based RL without using
data augmentation techniques or techniques that remove dis-
tractor variables from the latent space. Finally, we provide
a formal proof showing that data augmentation methods
for vision-based RL create what we refer to as weak disen-
tanglement, where the latent space is perhaps partitioned
into two or more categories but not perfectly factorized into
individual subcomponents. We conclude by discussing the
implications of this insight and future directions of this line
of research.

2. Background
2.1. Reinforcement Learning

We wish to learn a policy 7 that maps states to opti-
mal actions that maximize cumulative reward. The agent-
environment interaction loop is typically formulated as a
Markov Decision Process (MDP) (S, A, R, P,~), where
S and A are the state and action spaces, R(s,a) is the
reward function, P(s'|s, a) is the probabilistic transition
function, and ~y is the discount factor. The policy 7 learns
a mapping of state to action with the objective of maxi-

mizing cumulative discounted return G; = E [ZZ;O 'ytrt] .

In vision-based RL, we do not assume access to the
low dimensional state s; € S. Instead, we must in-
fer s; given high-dimensional image observations o; €
O, making the problem a partially observable MDP, or
POMDP (S, A, R, P, O,~), where O is the space of high-
dimensional observations.

Soft Actor-Critic (Haarnoja et al., 2018) is an off-policy
actor-critic algorithm that jointly trains a policy 7 and state-
action value function () using the maximum entropy frame-
work. The policy optimizes the maximum entropy objective
argmax, 23:1 E(s,,a0)~pps [Tt+aH (7 (-] 5¢))]. The optimal
Q function Q* (s, a) is estimated using temporal difference
learning (Sutton, 1988) by minimizing the soft Bellman
residual:

J(@Q)

Here, y is the soft @)-target, which is computed as y =
Ty + W(minnga; (St41, ar41) — alogm(-|si+1)). We can
then describe the policy’s objective as:

= E(St,at,8t+1~D [(Q(St7 at) - ’Yy)Q] .

J(m) = max gE;, op [min;—1 2Qp, (s¢, ar) — alogm(as|s,)] -

A replay buffer D is maintained that contains transition
tuples (¢, at, s¢11) collected from prior interactions of a
potentially different behavior policy. Since the off-policy
RL formulation does not require transitions to be from the
current behavior policy, we can reuse prior experience to
update the policy and the Q-function. We use SAC as a
foundation for our method, and while we propose some
architectural changes to improve the synergy between SAC
and our method, the changes are generally applicable to
most off-policy RL algorithms.

2.2. Disentangled Representation Learning.

Nonlinear ICA: The disentanglement problem is some-
times formulated in the literature (Hsu et al., 2023) through
nonlinear independent component analysis (ICA) due to
their conceptual similarity. We follow suit since the no-
tation will be useful in later sections. Suppose there are
ns nonlinear independent variables si, ..., s, that are the
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sources of variation of the images in the data distribution. A
data-generating model maps sources to images:

p(s) = [[ p(s:),0 = g(5) (1)
1=1

where g : § — O is the non-linear data generating function.
The nonlinear ICA problem is to recover the underlying
sources given samples from this model. Similarly, the goal
of disentanglement is to learn a latent representation z such
that every variable z1,...,2,, € z corresponds to a dis-
tinct source si, ..., Sp,. Unfortunately, nonlinear ICA is
nonidentifiable — that is, there are many decompositions of
the data into sets of independent latents that fit the dataset,
and so recovering the true sources reliably is impossible.
Thus, the field of disentangled representation learning has
focused more on empirical results and evaluation metrics on
toy datasets where the true sources of variation are known.
Given a dataset of paired source-data samples (s, 0 = g(s)),
the goal is to learn an encoder f : O — Z and a de-
coder g : Z — O such that the disentanglement evaluation
metrics are high while also maintaining acceptable recon-
structions of the data. Disentanglement models are typically
constructed as (variational) autoencoders (Whittington et al.,
2023; Hsu et al., 2023; Higgins et al., 2017a) and are rarely
applied outside of toy datasets.

2.3. Generalization in Vision-Based RL

Image augmentation methods have shown success and have
become the go-to method for generalizing vision-based RL
algorithms such as Soft Actor-Critic (SAC) (Haarnoja et al.,
2018) and TD3 (Fujimoto et al., 2018), generally using aug-
mentations such as random crops, random distortions, and
random image overlays to simulate distracting backgrounds.
Methods such as DrQ (Yarats et al., 2021a), SADA (Al-
muzairee et al., 2024), and SVEA (Hansen et al., 2021)
regularize the () function by providing the original and aug-
mented images as inputs into the critic. In many cases,
however, the image augmentations can put the training data
within the support of the distributions of the evaluation
environments. For example, the random conv image aug-
mentation changes the color of the agent and/or background,
and the policy is evaluated on an environment where the
color of the agent is randomized. This brings into question
whether these methods are truly capable of zero-shot extrap-
olative generalization when the training data is made to be
sufficiently similar to the test data.

Beyond image augmentation techniques are methods that
perform self-supervision using auxiliary objectives. Note
that image augmentations for RL are also sometimes re-
ferred to as self-supervised objectives, however we wish to
make the distinction between methods that leverage data
augmentation and those that do not. DARLA Higgins et al.

(2017b), to the best of our knowledge, is the only prior
method that learns a disentangled representation of the im-
age inputs using a highly regularized 3-VAE (Higgins et al.,
2017a) for zero-shot generalization in RL. DARLA’s ap-
proach is two-stage, where an initial dataset is collected by
sampling random actions to first learn a disentangled latent
representation, and then a policy is trained on this repre-
sentation to maximize future return. However, a significant
shortcoming is that random actions may not cover the full
state distribution of the agent for more complicated tasks,
whereas our method jointly learns the disentangled repre-
sentation and the policy. SAC+AE (Yarats et al., 2021b)
trains a decoder to reconstruct the images, resulting in a
rich latent space that improves performance and sample effi-
ciency on many vision-based tasks. Interestingly, SAC+AE
mentions S-VAE’s used by DARLA and proposes using
a deterministic variant with similar constraints that shows
some zero-shot generalization capability, but the authors
make no mention of disentanglement and instead conclude
that the key ingredient was adding a reconstruction loss as
an auxiliary objective.

Another promising approach to generalization is learning a
task-centric or object-centric representation using auxiliary
objectives. Yamada et al. (2022) learn a task-centric rep-
resentation by using expected discounted returns as labels,
with the auxiliary task being to minimize the error between
the predicted and true return values using the learned rep-
resentation. Ferraro et al. (2023); Pore et al. (2024) use
segmentation masks to learn object-centric representations
that are robust to background distractors. Zhang et al. (2021)
utilizes bisimulation metrics to determine behavioral sim-
ilarity between states, resulting in robust, invariant repre-
sentations. One drawback of these approaches is that the
latent representation overfits to the task by excluding all
other information not relevant to the immediate task, usually
citing that irrelevant information in the latent space hinders
generalization performance. However, adapting to a new
task that involves information that was previously consid-
ered irrelevant becomes a challenge for these methods. We
hypothesize that the issue is not having irrelevant informa-
tion in the latent space but rather that the latent variables
are entangled without strong priors for disentanglement. A
disentangled representation then paves the way for associa-
tion, whereby individual dimensions of latent vectors from
OOD images can be independently zero-shot mapped back
to known values of those latent variables learned from the
training data.

2.4. Associative Memory

An associative memory (AM) network stores a set of pat-
terns with the intent to retrieve the most similar stored pat-
tern given an input. The best-known form is a Hopfield
network, originally proposed in Hopfield (1982), which
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was inspired by how the brain is capable of recalling entire
memories given partial or corrupted input (e.g., recalling
a food item given a particular smell). Classical Hopfield
networks could only store and recall binarized memories,
whereas modern (dense) Hopfield networks (Krotov & Hop-
field, 2016) can work with continuous representations and
are trainable as differentiable layers within existing Deep
Learning frameworks (Ramsauer et al., 2021). The memory
retrieval dynamics are typically formulated as a function of
energy minimization. Let £ € R? be the input query pattern,
and X := [z1,...x0] € R4*M pe memory patterns. In AM
models, memories are stored on the local minima of the
energy landscape, where the goal is to retrieve the closest
stored pattern to ¢ by minimizing energy. Modern Hopfield
networks assume the following general form for the energy
function:

In particular, by setting F' = —Ise(3,X7¢) + %ng
(Ise = log-sum-exponent), the retrieval dynamics becomes
£7ev = Xsoftmax(8X” €), which is the attention mecha-
nism (Vaswani, 2017) and the backbone of modern Hopfield
networks. Follow-up works such as Bietti et al. (2023) show
a tight connection between the learning dynamics of Trans-
formers and models of associative memory.

3. On the Relationship Between
Disentanglement and Data Augmentation

We begin by motivating the case for learning a disentangled
representation for RL agents by showing a connection be-
tween data augmentation and disentangled representation
learning. Specifically, we formally prove that data augmen-
tation is a weak disentanglement of the latent space. We
define weak disentanglement as a partial factorization of
some but perhaps not all latent dimensions of the latent
space i.e. dz; € z,s;, si € s|cov(s}, Sk|z;) # 0. Strong
disentanglement, on the other hand, is a complete factor-
ization where each latent dimension z; € z encodes for a
unique source s; € s and is thus linearly independent of
other latent dimensions, which is the goal of disentangled
representation learning. The full proof is provided in A.1.

Theorem 1: Suppose we are given az = fy(g(s)), where
some latent dimension 2, € z approximates one or more
sources. We will denote the approximations as $;. We can
categorize the sources s into two categories, D and F/, which
correspond to task-relevant and task-irrelevant sources, re-
spectively. For any such zy, if Q*(z,a) is an optimality
invariant optimal Q-function immune to distractor variables,
then the following must be true of z:

cov($;, Sjlzx) =0Vs; € D,s; € B,z €2.  (2)

Intuitively, if data augmentation enables learning a latent
representation such that the Q(z, a), a function of z, is im-
mune to distractor variables, then any dimension of the
latent space that encodes for task-relevant variables cannot
also encode for task-irrelevant variables. Otherwise, distri-
bution shifts involving the task-irrelevant variables would
affect the () function and, thus, the performance of the agent.
One of two conditions must be true: either z is partitioned,
where some variables approximate only sources from D,
and others only sources from F, or z contains no informa-
tion about sources in F altogether, both of which are a form
of weak disentanglement.

We take a probabilistic perspective to see why this relation-
ship is important. Suppose s1...; € D and s144,..n, € E.
In order to learn a latent representation that contains no
information about task-irrelevant sources si,... n,, data
augmentation methods essentially estimate the marginal
distribution over task-relevant sources:

p(81, .0y Sk) = Z Z ...Zp(sl,...,sk,sk+1, ceSn,)-

Sk4+1 Sk+2 Sng

The implication of this equation is that we must collect data
for every possible variation of the task-irrelevant sources,
which may be prohibitively expensive for real-world ap-
plications. Instead, a model with strong priors that leads
to disentanglement without data augmentation essentially
achieves the same result without the additional costs. Al-
though the latent representation of such a model may still
contain task-irrelevant features, the policy can learn to sim-
ply ignore them or associate them with known values in the
presence of OOD data, as is the case with ALDA. In addi-
tion, these task-irrelevant features may become relevant if
the task changes (e.g., if the current task is for a manipulator
to stack a blue cube, and the next task is to stack a red cube),
and so it may, in fact, be important to keep them.

4. Method

Experimental Setup. We first describe the generaliza-
tion benchmark and our evaluation criteria to provide addi-
tional context. We train on four challenging tasks from the
DeepMind Control Suite (Tassa et al., 2018). To evaluate
zero-shot generalization capability, we periodically evalu-
ate model performance under challenging distribution shifts
from the DMControl Generalization Benchmark (Hansen
& Wang, 2021) and the Distracting Control Suite (Stone
et al., 2021) throughout training. Specifically, we have two
evaluation environments: color hard, which randomizes the
color of the agent and background to extreme RGB values,
and distracting cs, which applies camera shaking and plays
a random video in the background from the DAVIS 2017
dataset (Pont-Tuset et al., 2017).
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4.1. Disentanglement

We now describe our framework for jointly learning a dis-
entangled representation and performing association. For
latent disentanglement, we choose to use QLAE (Hsu et al.,
2023), the current SOTA disentanglement method, which
trains an encoder fy that maps to a continuous disentangled
latent space, a discrete, parameterized latent model [, and
a decoder g, that reconstructs the observation. Similar to
VQ-VAE (van den Oord et al., 2017), QLAE learns a dis-
crete latent representation, except that each dimension of
the continuous representation is mapped to a discrete scalar
via a separate codebook, rather than having one codebook
for the entire latent space. Concretely, Z is the set of latent
codes defined by the Cartesian product of n, scalar code-
books Z = V; x ... x V,,, i.e., there are n, latent variables
and |V;| discrete categories per variable. The continuous
outputs of the encoder are the latent variables, each of which
is quantized to the nearest scalar value in their respective
codebooks i.e. the number of codebooks equals the dimen-
sionality of the latent representation.

zq; = argmin, o\ [fo(®); — vk, j=1,...n..  (3)

Since we cannot differentiate through argmsn, as with VQ-
VAE, the authors of QLAE use quantization and commit-
ment losses and a straight-through gradient estimator (Ben-
gio et al., 2013):

Laguantize = ||StopGradient fy () — zd||§,

) N 4
Lcommit = || fo(z) — StopGradient(z4)||5.

The authors claim that while this is a failure mode for vector
quantization, Z is low-dimensional enough that, in practice,
it does not meaningfully impact performance. While this
may be true for standalone disentanglement benchmarks, we
find that it causes training instability and performance degra-
dation when jointly learning a policy for high-dimensional
continuous control problems. We propose a solution in
section 4.2 from the viewpoint of associative memory.

In vision-based RL, framestacking is commonly used to
encode temporal information by stacking ¥ RGB frames,
resulting in encoder inputs and decoder outputs of shape
REXCkxHxW  However, latent disentanglement models
perform poorly when given stacked images, struggling to
separate independent sources. We observe this in Appendix
Section A.5. To resolve this issue, we fold & into the batch
dimension and encode/decode batches of single images in
RBREXCXHXW requlting in a batch size Bk of disentangled
latent vectors z4 € RB**"s; | To incorporate temporal infor-
mation, we reshape the batch of latent vectors into RE**7;
and feed it into a 1D convolutional neural network (CNN),
producing our final latent vector z € RZ*€, 2 is used as the
state representation for the actor and critic networks, while
the decoder network for the disentanglement model only
ever receives the disentangled representation z4 as input.
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Figure 2. Diagram of our method SAC+ALDA. Trainable com-
ponents are colored yellow. A strongly regularized autoencoder
and the quantized latent space enable latent disentanglement. The
latent model is also responsible for association when encountering
OOD inputs.

4.2. Association

The naive approach to performing association would be to
feed the quantized latent representation through a Hopfield
network. However, upon closer inspection of QLAE’s latent
dynamics, we find that most of the components of a generic
associative memory model are already present, i.e., QLAE
is implicitly also a Hopfield network. Figure 3 shows a com-
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Figure 3. Ablation comparing SAC+QLAE to SAC+BioAE on the
two distribution shift evaluation environments for the walker walk
task.

parison of using SAC with QLAE vs with BioAE (Whitting-
ton et al., 2023), another disentanglement method that uses
biologically inspired constraints and achieves comparable
results on disentanglement benchmarks (Hsu et al., 2023).
This comparison allows us to isolate and analyze how the
associative latent dynamics contributes to generalization,
since BioAE does not incorporate any associative mecha-
nism while QLAE implicitly does. BioAE achieves strong
initial performance on the two evaluation environments, but
slowly degrades over the course of training. We suspect
both models overfit to the training environment, but QLAE
is capable of zero-shot mapping OOD latent variables to
in-distribution values. To understand how QLAE implicitly
incorporates an associative mechanism, we first present the
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general framework described in Millidge et al. (2022) of a
universal Hopfield network that all feedforward associative
memory networks in the literature can be factorized as:

z = P -sep(sim(X,¢)). )

P is a projection, sep is a separation function, and sim
is a similarity function between the stored memories X
and query £. In this case, equation 3 can be interpreted
as follows: we compute similarity scores via L distance
between fp(x) and StopGradient(z4), and the separation
function is the argmin operator. Since argmin retreives the
desired value from the codebook, the projection function
P in this case is the identity function. Through this view,
we can rewrite the latent dynamics of QLAE in many ways,
perhaps exchanging the similarity function for Lo distance
or dot product, changing the separation function, etc., as
long as it follows the framework of 5. Since Z is a product
of scalar codebooks, L distance remains an appropriate
choice for the similarity function. Instead, we augment
the latent dynamics with a Softmax separation function as
follows:

zq; = Softmax(—BL1(fe(0);,V;)) ©V; ©)

where [ is a scalar temperature parameter. Equation 6 can
be interpreted in two ways. From an associative memory
perspective, attention-based Hopfield models apply Softmax
to separate the local minima (stored memories) on the en-
ergy landscape, where 3 controls the degree of separation,
and so we’ve recovered the modern Hopfield memory re-
trieval dynamics. From a purely mathematical perspective,
we have what resembles the Gumbel-Softmax categorical
reparameterization Jang et al. (2017), although we do not
perform any sampling in our method. This lends a novel
view on attention-based Hopfield networks — models with a
high-temperature parameter can be interpreted as classifiers
over |X| classes, where |X| is the number of stored memo-
ries whose local minima are well separated on the energy
landscape.

In the limit, as § goes to infinity, we achieve maximum
separation between memories and recover equation 3. In
practice, we choose a large value for 5 such that we retrieve
one scalar from each codebook, as originally intended, al-
though our method works well with smaller values of 3 (see
appendix Section A.4 for additional results). Since large /3
values can cause downstream gradients to vanish, we find
that keeping the commitment loss from equation 4 helps
keep the outputs of the encoder close to the values of the
latent model. However, we do not optimize the codebook
towards the encoder outputs i.e., we omit Lguanize- This can
be interpreted as having a set of task-optimized memories
that the encoder must learn to map to under the Hopfield
interpretation. Our final objective for ALDA is then simply
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Figure 4. Ablation comparing ALDA and QLAE. Average of 5
seeds, shaded region represents a 95% confidence interval.

Lecommit + Lreconstruct:
J(ALDA) = Eq,~p ||| fo(0) — StopGradient(
[Softmax(—BL1(fs(0), V) ©V]I[3) (D)
+1og gg (0d]zg) + ol 017 + Agl|0]]?

where the last two terms are weight-decay on the encoder
and decoder parameters controlled by g and A4, respec-
tively. Observations collected by the policy are stored in a
replay buffer D, from which batches are randomly sampled
to train ALDA. We observe that this formulation consider-
ably improves training and evaluation performance on the
color hard environment and to a degree, on the Distract-
ingCS environment, as shown in Figure 4. The obvious
question is, how do we set the dimensionality of z4, which
should 1:1 correspond to the number of sources n; if the
number of sources is unknown? While there is no rigorous
method to derive |z4| at this time, we empirically found that
setting |z4| to within the ballpark of the size of the obser-
vation spaces for the proprioceptive, state-based versions
of the tasks seemed to work well. |z4] is set to 12 for all
reported tasks.

5. Experiments

We compare against several baselines that together represent
the full range of different learning paradigms in the litera-
ture that attempt to elicit zero-shot generalization. DARLA
(Higgins et al., 2017b) is, to the best of our knowledge, the
only other algorithm that attempts to learn a disentangled
representation of the image distribution towards zero-shot
generalization of vision-based RL. SAC+AE (Yarats et al.,
2021b) uses a deterministic autoencoder with an auxiliary re-
construction objective and strong regularization that demon-
strates decent zero-shot generalization capability. RePo
(Zhu et al., 2023) is a model-based RL algorithm that learns
a task-centric latent representation immune to background
distractors. Finally, SVEA (Hansen et al., 2021) is an oft-
policy RL algorithm that improves training stability and
performance of off-policy RL under data augmentation. As
in their paper, we use the random overlay augmentation for
SVEA, where images sampled from the Places (Zhou et al.,
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Figure 6. Latent traversals. Each row corresponds to holding all but one latent variable fixed, interpolating it from min to max value in
its codebook, and decoding the resulting vector into an image. Top: Traversal of select latents for the standard training environment.
Bottom: Traversal of select latents when training directly on the color hard environment. Latents that encode for distractor variables (e.g.,
color) seemingly do not simultaneously encode for task-relevant variables (e.g., agent dynamics). Visualizations of all latent traversals can

be found in Appendix section A.3.

2017) dataset of 10 million images are overlayed during
training. The training curves and evaluation on “color hard”
and DistractingCS are presented in Figure 5.

Excluding SVEA, ALDA outperforms all baselines on both
distribution shift environments. ALDA also maintains sta-
bility and high performance on the training environment, de-
spite the disentanglement auxiliary objective and extremely
strong weight decay (A\g, Ay = 0.1) on the encoder and
decoder. We do not expect to outperform SVEA since it
uses additional data sampled from a dataset of 1.8 million
diverse real-world scenes, likely putting the training data

within the support of the data distributions of the evaluation
environments. Nevertheless, ALDA performs comparably
and, in some cases, is equal to SVEA despite only seeing
images from the original task. Furthermore, we find that
ALDA can even outperform SVEA if SVEA is trained with
different data augmentations not including image overlays
from the Places dataset, shown in Appendix Section A.11.
Performance degrades severely for all algorithms on the
DistractingCS environment. We suspect that, in addition to
the already difficult task of ignoring the background video,
camera shaking affects the implicitly learned dynamics, and
thus, additional finetuning may be unavoidable for this task.
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Still, ALDA performs better than all baselines excluding
SVEA on Distracting CS as well, even matching the perfor-
mance of SVEA on cartpole balance and finger spin.

The disentangled representation learning field primarily uses
toy datasets where the ground truth sources of the data dis-
tribution are known. Therefore, all disentanglement metrics
we are aware of require knowing the sources, making it
difficult to quantitatively evaluate disentanglement perfor-
mance on DMControl. In the absence of any quantitative
disentanglement metrics, we opt to show empirical evidence
of disentanglement in our model, presented in Figure 6. In
this experiment, we encode a random batch of observations
o into the disentangled latent representation zq = ly;(fo(0)).
We pick one latent dimension z4, of the latent vector and in-
terpolate it from its minimum to maximum value in its code-
book while holding all other latent variables fixed. The re-
sulting perturbed latents are decoded using ALDA’s learned
decoder o’ = g4(z);) and presented as a row of images. We
find that each latent tends to learn information about a single
aspect of the robot, for example, the orientation of the torso
(middle row of the top image) or left hip joint angle (top
row of the top image). From the bottom image in Figure
6, we can see that ALDA encodes scene color information
separately from robot dynamics when trained directly on the
color hard environment. Unlike methods that learn invari-
ant representations, ALDA does not discard task-irrelevant
information, but rather encodes all variables separately, re-
sulting in an implicit separation between task-relevant and
task-irrelevant variables. Further empirical analysis on dis-
entanglement of the image observations and what the latent
dimensions learn to represent are presented in A.2.

6. Discussion

As stated previously, the disentanglement problem by exten-
sion of nonlinear ICA is underdetermined, so there are many
ways the latent space may factorize, perhaps by represent-
ing the sky and background with one latent or by separating
them into two latents, etc. Given that both the task and re-
construction gradients of the critic/decoder affect the latent
model/encoder, an interesting scientific and philosophical
implication is that the model is potentially biased towards a
disentangled representation that is useful, although there is
no way to quantitatively or qualitatively show such a result
at this time. Nevertheless, it remains an interesting line of
further investigation from a scientific standpoint, and per-
haps, philosophically, says something about whether the
question "What is the ground truth factorized representation
that best explains the data?” is even the right question to
ask.

RL agents deployed in the real world must constantly adapt
to changing environmental conditions. Much of the variance
can be captured with a sufficiently large dataset. However,

there remains a portion of the distribution containing ev-
ery possible edge case and unaccounted-for variation, com-
monly referred to as “the long tail,” that remains elusive
because it is prohibitively expensive to account for every
possible variation. Unfortunately, these uncaptured varia-
tions are frequent enough due to the ever-changing dynami-
cal nature and complexity of the real world that deploying
agents in the real world remains challenging. Therefore, it
seems the case that data augmentation techniques, collecting
massive datasets, and the like are not sufficient to develop
generalist agents capable of adaptation the way humans and
other animals are. That’s not to say that data is not important
or a fundamental ingredient to training machine learning
models. In fact, the method proposed in this paper scales
with more data as with prior works that leverage data aug-
mentation techniques. Instead, our proposition is that if a
data-driven model can generalize better with less data, then
it will scale better with more data.

In Section 3, we showed how data augmentation and dis-
entangled representation learning aim to achieve the same
result — a factorization of the latent space into separate
components in order to improve downstream generalization
performance. Given the additional computational and data
collection costs and potential training instabilities that data
augmentation methods may incur, it seems more fruitful to
investigate models with inductive biases that elicit modular
and generalizable representations without relying on data
scaling laws. While presenting the model with sufficiently
large and diverse datasets remains unquestionably important,
we cannot rely solely upon the data in hopes that the model
learns a good representation. As with any other inductive
biases, such as using CNNs for vision tasks or transformers
for NLP tasks, inductive biases that elicit modular represen-
tations while leveraging data are worth studying if we are to
develop agents that can perform and adapt well in the real
world.

We hope that the work presented here inspires future re-
search into novel models and architectures to learn represen-
tations that enable the adaptability we see in our biological
counterparts. We discuss some limitations of our method
and promising directions for future research. One notable
limitation is that our disentangled latent representation z4
does not explicitly account for temporal information since
it primarily estimates the sources that produce the image
distribution. Instead, we must capture temporal information
in the downstream 1D-CNN layer as shown in Figure 2.
How to learn a disentangled representation that contains
sources of both the image data and temporal information for
decision-making tasks remains an open question. Another
limitation is that, while we introduce a simple Hopfield
model as a modification to QLAE, we do not take advantage
of the more recent literature involving learnable attention-
based or energy-based Hopfield networks (Ramsauer et al.,
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2021; Hoover et al., 2024). Stronger Hopfield models that
synergize well with disentangled representations is another
potentially fruitful research direction.

Given that we use a very compact disentangled latent space
with strong empirical evidence that individual latents cap-
ture information about specific aspects of the agent, an inter-
esting research direction is to investigate whether all or parts
of the proprioceptive state representation can be recovered
from image observations. We provide some preliminary
evidence of this in the appendix (A.2). Beyond interpretabil-
ity, such a model may yield better performance since state-
based RL agents tend to perform better than vision-based
agents. Finally, while our work was inspired by the role
of the hippocampus in biological intelligence, the exact
mechanisms of the machinery and how they interact with
decision-making, planning, and imagination components
of biological brains are by no means precisely modeled in
this paper, nor are all of the computations the hippocampus
may be performing fully understood. Future collaborative
research between the machine learning and neuroscience
fields into data-driven computational models of these mech-
anisms may yield even better-performing, adaptable agents.

Impact Statement

Agents are rapidly being integrated into our society across
many different dimensions simultaneously, from web-based
LLM agents to driverless cars, to household robotics. A gen-
eral trend is that as models become larger and are trained
on vast datasets, the interpretability becomes diminished,
which is problematic for Al safety research, especially in
critical tasks as autonomous driving. It is also generally
the case that methods which are more interpretable by de-
sign are interpretable at the expense of performance when
compared to fully end-to-end systems without safety con-
straints. We believe that encouraging learning disentangled
representations in our models not only enables greater in-
terpretability and facilitates Al safety research, but does so
while improving generalization rather than hindering it, and
is thus a promising avenue of further research.
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A. Appendix
A.1. Proof

Preliminaries. We reintroduce the nonlinear ICA problem formulation here for the reader’s reference. There are ng
nonlinear independent variables s = s1, ..., s, that are considered the ”ground truth” sources of variation of the data
distribution. We assume there exists a data-generating model that maps sources to images:

#5) = [T p(si)-0 = )

where g : S — O is the non-linear data generating function. For the purpose of this proof, we restrict S and O to be the space
of sources and images within our dataset. The goal of nonlinear ICA, and by extension, disentangled representation learning,
is to recover the underlying sources given samples from this model. We claim that most, if not all, data augmentation
techniques in @)-learning are a form of weak disentanglement, where either the method factorizes the latent space into
task-relevant / task-irrelevant variables or removes task-irrelevant variables from the latent space entirely.

For a given task, we can split the sources into two categories: sources s1.. x, k < ns that are task-relevant, which we will
call D, and sources sy1,...,», that are not, whose category we will refer to as E. The encoder maps observations to a latent
space f : O — Z, and so z is a function of the sources z = fy(g(s)). We refer to §; as an approximation to the true variable
s; that exists in one or more dimensions of z. We make no assumptions on whether the sources are entangled or disentangled
in z.

Optimality Invariant Image Transformations Described in Yarats et al. (2021a), data augmentation applied to Q-learning
can be formulated using the following general framework. An optimality-invariant state transformation b : O x T — Oisa
mapping that preserves @ values.

Q(fo(0),a) = Q(fo(h(0,v)),a)Vo € O,a € A,veT. (®)
v are the parameters of h(-, -) drawn from the set of all possible parameters 7. In other words, T defines the space of all
possible data augmentations that should not affect the output of the Q)-function.

Proposition 1: Let ¢ : S — S be a function that perturbs sources s; € E. Then

h(0,v) = g(¢(s))- ©
This follows from the definition of E in that any optimality-invariant transformation to the observation must have implicitly
resulted from a perturbation of some task-irrelevant source s; € E.

Proposition 2: For any given z = fp(g(s)) and any perturbation to a true source s; € E, j € [k + 1, n,] resulting in a new
latent z’ = fy(g(s’)), the following must be true for an optimality invariant optimal Q-function:

Q*(z,a) = Q*(Z,a). (10)

We can rewrite 2" as ' = fy(g(4(s))) i.e. 0 = g(¢(s)), and by Proposition 1, g(¢(s)) = h(o, v). Essentially, an optimality
invariant ()-function is immune to variations of task-irrelevant sources from the set F, since they correspond to optimality-
invariant state transformations.

Theorem 1: For any z = fy(g(s)), and for any dimension zj, of z, the following must be true for an optimality invariant
Q-function:

cov($;, Sj|zk) =0Vs; € D,s; € Eji € [1,k],j € [k+1,n]. (11)

To see why this must be the case, suppose that the covariance is nonzero and suppose that we perturb s; € F to s;, giving us
a new observation o’ = g(s’). Since s; is task-irrelevant, 2’ = fy(0o’) = fo(h(0,v)) for some v € T. If 2’ is a function of h,
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then by equations 8 and 10, Q* (2, a) = Q*(z, a). However, if cov($;, §;|2;) # 0 for some 2, € z, then §; € 2/ # §; € z.
Since §; € D, Q*(z', a) # Q*(z, a), which is a contradiction. Therefore, the conditional covariance between any §; € D
and any s; € E for any given z; must be zero, which implies that the approximations of task-relevant and task-irrelevant
sources in z are disentangled.

A.2. Latent Trajectory Visualizations
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Figure 7. Visualizations of a few latent/state trajectories through time for the Walker agent. Top: Trajectories of several latent variables
from the disentangled latent space. Bottom: Trajectories of several rigid body orientations.

Given the low dimensionality of the disentangled latent representations and the fact that they are disentangled, we hypothesize
that their trajectories through time may correspond to trajectories of proprioceptive state variables such as rigid-body positions
and orientations. We visualize the trajectories of individual latents through time for a single episode alongside the trajectories
of several proprioceptive state variables in Figure 7. Unfortunately, the mappings of sources to the disentangled latent space
likely do not correspond 1:1 with the proprioceptive state, given that the learned mappings are arbitrary and not unique.
However, upon visual inspection, we find that latent trajectories through time exhibit oscillatory behavior patterns similar to
that of rigid body orientations from the state representation. Given that the representation is task optimized and that the
agent is the only dynamic object in the scene, we suspect that the model learns to disentangle and primarily represent the
agent’s rigid bodies and their orientations. Recovering all or parts of the proprioceptive state representation via unsupervised
learning from high-dimensional data is an interesting future research direction.
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A.3. Additional Latent Traversal Plots

Latent traversals for the other reported DMControl tasks are presented here. We also visualize the latent traversals of ALDA
trained directly on the color hard environment. We find that the latent traversals for cartpole balance are more discontinuous
than on other tasks. One reason for this might be the lack of balanced data and data diversity of the cartpole replay buffer.
The (near) optimal policy is achieved quite early on, after which most images collected are of the cartpole upright and
roughly in the same z-position. The lack of data diversity likely makes it difficult to learn a representation in which the latent
traversals are more continuous / physically plausible. Interestingly, this phenomenon does not seem to affect performance
on the “color hard” evaluation environment, although we suspect there are performance gains to be had on DistractingCS if
the latent interpolations were smoother. We leave an investigation into the effects of data balancing and data diversity on
downstream generalization performance as future work.

Latent Dimension

Latent Traversal

Figure 8. Latent traversals of the disentangled latent vector when training ALDA directly on the “color hard” environment.

Figure 9. Latent traversals for cartpole balance. Each row corresponds to a latent dimension that is traversed via linear interpolation while
all other dimensions are held fixed.
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Figure 10. Latent traversals for the finger spin task. Each row corresponds to a latent dimension that is traversed via linear interpolation
while all other dimensions are held fixed.

Figure 11. Latent traversals for the ball in cup catch task. Each row corresponds to a latent dimension that is traversed via linear
interpolation while all other dimensions are held fixed.

A 4. Beta Study

We perform an analysis of the effects of different 3 values on ALDA’s performance. The memory retrieval dynamics are
reintroduced here for the reader’s reference:

zq, = Softmax(—BL1(fe(0);,V;)) ©V;.

Small values of /3 result in a more even distribution of the probability mass between latent values per codebook, which
implies that the output will be a weighted sum of different latent values (or memories under the Hopfield interpretation).
We choose three different values, 5 = (1, 10, 50), and compare with the main result (3 = 100) presented in the paper on
the Walker domain, shown in 12. To our surprise, lower § values have little to no effect on generalization performance
and, in fact, increase training performance. This perhaps challenges the assumptions made in (Hsu et al., 2023) about the
requirements of disentanglement via latent quantization, but admittedly requires further analysis, which we leave to future
work.

17



Zero shot Generalization of Vision-Based RL

Walker Walk Train Walker Walk Color Hard Walker Walk Distracting
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060 01 02 03 04 05 066 01 02 03 04 05 060 01 02 03 04 05
environment steps (1e6) environment steps (1e6) environment steps (1e6)
—— ALDA (B=1) —— ALDA (B=10) ALDA (8 =50) —— ALDA (B=100)

Figure 12. ALDA is trained on the Walker domain with different values of /3, with evaluations periodically performed on the “color hard”
and DistractingCS environments. Average of 4 seeds, shaded region represents a 95% bootstrapped confidence interval.

A.5. Framestack Ablation

We provide an ablation comparing against a version of ALDA where the encoder receives as input, and the decoder predicts
a stack k = 3 of frames, i.e., the observation size is (9 x 64 x 64). Since the downstream 1D-CNN layer is no longer
necessary, we remove this layer from the variant. We refer to this variant as "ALDA (framestack)” and present results on the
Walker domain in Figure 13. We also provide latent traversal visualizations of ALDA (framestack), shown in Figure 14.

Walker Walk Train Walker Walk Color Hard Walker Walk Distracting

1000 1000 1000

800 f {1 800t {1 800t
T 600 1 600f {1 600t
@©
A
2 400t {1 400f {1 400t

200 {1 200f {1 200f

0%0 01 02 03 04 05 %0 01 02 03 04 05 %0 01 02 03 04 05
environment steps (1e6) environment steps (1e6) environment steps (1e6)
—— ALDA —— ALDA (framestack)

Figure 13. Ablation comparing ALDA to ALDA (framestack) on the Walker domain. Average of 4 seeds, shaded region represents a 95%
confidence interval.

From the plots, we can see that while the generalization performance of ALDA (framestack) does not degrade entirely, it
does suffer when compared to ALDA. The latent traversal visualizations show that ALDA (framestack) does not disentangle
the dynamics of individual bodies of the agent the way ALDA does. Many latent dimensions, for example, latent dim 8 (5th
row from the bottom), affect two or more aspects of the agent when interpolating the latent values. One possible explanation
is that ALDA (framestack) does better at capturing and disentangling temporal information, given that it sees a stack of
consecutive frames, but struggles to disentangle sources of singular images corresponding to non-temporal information,
whereas ALDA excels at the latter.
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Figure 14. Latent traversal visualizations for ALDA (framestack).

A.6. Implementation Details

Our SAC implementation is based on (Yarats & Kostrikov, 2020).

A.7. DMControl Generalization Benchmark

The DMControl Generalization Benchmark (DMCGB) (Hansen & Wang, 2021) is an extension of the DeepMind Control
Suite (DMControl) (Tassa et al., 2018). DMControl is a software stack consisting of physics simulation for a suite of common
reinforcement learning, continuous control environments. DMCGB introduces visual distribution shifts to benchmark visual
generalization performance of models trained on these environments from image observations.

A.7.1. ACTOR AND CRITIC NETWORKS

Following (Yarats & Kostrikov, 2020), we use double Q)-networks, each of which is a 3-layer multi-layer perceptron (MLP)
with 1024 hidden units per hidden layer and GeLU activations after all except the final layer. The actor network is similarly
a 3 layer MLP with 1024 hidden units per layer and GeLU activations on all but the final layer.

A.7.2. ENCODER, DECODER, AND LATENT MODEL

We use the same encoder/decoder architectures as (Hsu et al., 2023), with the exception that we replace all leaky ReLU
activations with GeLU. We instantiate the codebooks for the latent model with values evenly spaced between [-1, 1].

A.7.3. HYPERPAREMETERS

We list a set of common hyperparameters that are used in all domains.
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Parameter Value

Replay buffer capacity le6
Batch size 128

Latent model temperature /3 100
Number of latents |z4| 12
Number of values per latent V 12
Encoder weight decay \g 0.1
Decoder weight decay Ay 0.1
Frame stack 3

Action repeat 2 for finger spin otherwise 4
Episode length 100
Observation space (9 x64x64)
Optimizer Adam

Actor/Critic learning rate le-3

Encoder/Decoder learning rate le-3

Latent model learning rate le-3

Temperature learning rate le-4
Actor update frequency 2
Critic update frequency 2

Discount vy 0.99

Table 1. Common hyperparameters for SAC and ALDA.

A.8. ALDA Pseudocode

Algorithm 1 ALDA Forward Pass
Input: Observation o, encoder fo, latent model /., history encoder h.,.

0 € RBXCRXHXW _, o ¢ RBEXCXHXW / rearrange the framestack dimension
Zeont € RBFxns o Jo (O)

2q € REBSxn= o Ly (2cont) // association step using the latent model

zg € RBfXn= 5 50 € RBXFX"= /] rearrange the framestack dimension

24 <= h~(2q) I/ encode temporal information

return z;

Algorithm 1 contains pseudocode for ALDA’s forward pass. The observation o can be an in-distribution sample during
training, or an OOD sample during evaluation. Post-training, when presented with in-distribution samples, the association
step is unlikely to significantly change 2.on:, since z¢on: Will map very close to the values learned by the latent model [y
However, when presented with OOD samples, z..,: is more likely to change since certain dimensions of z.,,+ may map far
away from the corresponding dimensions of the latent model. Algorithm 2 shows how the latent model [, maps potentially
OOD continuous latent vectors to in-distribution values using modern Hopfield retreival mechanisms.

20



Zero shot Generalization of Vision-Based RL

Algorithm 2 Associative Latent Dynamics

Input: Continuous latent vector z.o,; € RB*¥*"= latent model I,

fori < 1ton, do
w; < Softmax(—BL1(2eont,, Vi)) © V; // compute weights for how similar z.,n, is to each value in the i'th codebook.

end for
return 2z,
A.9. Latent Study
Walker Walk Train Walker Walk Color Hard Walker Walk Distracting
1000 ; ; : ; 1000 ; ; : : 1000 ‘ ‘ : :
800 f 800 f { 8o0f
T 600 600 f 600 f
g
2 400t 400 ¢ 400 ¢
200 200+ 200+
060 01 02 03 04 05 0%0 01 02 03 04 05 0%0 01 02 03 04 05
environment steps (1e6) environment steps (1e6) environment steps (1e6)
—— ALDA (z4=12) —— ALDA (z4=32) ALDA (zy=64) —— ALDA (z4=128)

Figure 15. Training (left) and evaluation (middle and right) results of increasing the dimensionality of ALDA’s latent space on the Walker
Walk task. Results are averaged over 4 seeds. Shaded region represents a 95% bootstrapped confidence interval.

We examine the effects of increasing the dimensionality of the latent space on the performance of the Walker ”Walk” task and
present the results in Figure 15. The baseline model (z; = 12) performs the best on the training and ”Color Hard” evaluation
tasks, and that performance drops as the dimensionality of the latent space increases. Since disentangled representation
learning methods try to approximate the number of ground truth sources of variation of the data distribution, it is possible
that setting z4 to values far away from the number of true sources can cause the performance degradation we observe in
Figure 15.
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A.10. Critic Gradient Ablation
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Figure 16. Ablation of backpropogating the critic gradients to the encoder (ALDA CG) compared to the standard model. Results are
averaged over 4 seeds. Shaded area represents a 95% bootstrapped confidence interval.

In this experiment, we examine the effects of backpropagating the critic’s gradients through the latent model and back to the
encoder. The results are presented in Figure 16. We refer to the ALDA variant with critic gradients enabled as "ALDA (CG)”
and compare on the Walker "Walk” task. ALDA (CG) performs worse on all training and evaluation tasks. We suspect that
backpropagating the critic gradients to the encoder affects the ability for the encoder-decoder pair to disentangle sources of
the image distribution, since disentangled representation learning methods typically study disentanglement in (Variational)
Autoencoders without competing auxiliary objectives.
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A.11. SVEA with Other Data Augmentations
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Figure 17. Comparison of ALDA to SVEA (image overlay) and SVEA (color easy), where SVEA (color easy) is trained directly on the
color easy environment as a data augmentation.

SVEA (image overlay) leverages the Places dataset of 1 million realistic images, which likely puts the DMCGB evaluation
tasks in-distribution. However, how well a model handles OOD data i.e. how well it performs extrapolative generalization
is an important consideration for generalist agents. In this study, we train SVEA directly on the color easy evaluation
environment in DMCGB as a form of weaker data augmentation (DA). Since the color easy environment only slightly
randomizes the scene RGB values, it puts the color hard and Distracting CS environments out-of-distribution for SVEA,
and allows us to tease out how well data augmentation helps with extrapolative generalization. The results are presented in
Figure 17.

We find that SVEA (color easy) performs worse than both SVEA (image overlay) and ALDA on the training and Color
Hard environments, and equals ALDA in performance on Distracting CS. This suggests that not all forms of DA are equally
useful, and that DA should be used with caution e.g. when the range of possible variations on the data is bounded and it
is computationally tractable to expose the model to all variations. While DA has shown to be useful on toy benchmarks,
datasets, or in constrained lab settings, the results presented here suggest that this approach will not scale to, for example,
in-the-wild deployments in the real world where the data scale and variance are practically unbounded. The results also
highlight the need for models that are robust to distribution shifts without knowing or training on the distribution shifts
apriori.
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