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Abstract

Zero-Shot Temporal Action Detection (ZSTAD) aims to classify and localize
action segments in untrimmed videos for unseen action categories. Most existing
ZSTAD methods utilize a foreground-based approach, limiting the integration of
text and visual features due to their reliance on pre-extracted proposals. In this
paper, we introduce a cross-modal ZSTAD baseline with mutual cross-attention,
integrating both text and visual information throughout the detection process. Our
simple approach results in superior performance compared to previous methods.
Despite this improvement, we further identify a common-action bias issue that
the cross-modal baseline over-focus on common sub-actions due to a lack of
ability to discriminate text-related visual parts. To address this issue, we propose
Text-infused attention and Foreground-aware Action Detection (Ti-FAD), which
enhances the ability to focus on text-related sub-actions and distinguish relevant
action segments from the background. Our extensive experiments demonstrate that
Ti-FAD outperforms the state-of-the-art methods on ZSTAD benchmarks by a large
margin: 41.2% (+ 11.0%) on THUMOS14 and 32.0% (+ 5.4%) on ActivityNet v1.3.
Code is available at: https://github.com/YearangLee/Ti-FAD.

1 Introduction

Temporal action detection (TAD) is a fundamental task in video understanding, aiming to localize and
classify action instances within untrimmed videos. Conventional TAD methods are time-consuming
and expensive for annotating long untrimmed videos, making them impractical for real-world
scenarios. Zero-shot temporal action detection (ZSTAD) [8, 18, 20, 26, 29] has been introduced to
recognize unseen action categories that are not included in the training dataset by utilizing arbitrary
categories defined by textual descriptions. As large-scale pre-trained visual-language (ViL) models
(e.g. CLIP [21] and ALIGN [6]) have shown impressive performance on zero-shot downstream tasks,
recent works [18, 20, 26] have extended their application to ZSTAD.

Most existing ZSTAD methods [8, 18, 20] employ a foreground-based approach that initially generates
the foreground candidate proposals from the visual features and subsequently fuses them with the text
features, as shown in Fig. 1 (a). This foreground-based approach fuses only text features with visual
features in the foreground, following a previous ViL model trained on an environment containing the
foreground. However, addressing only foreground features limits the use of the entire information of
text-visual modalities due to the following two reasons: (1) the text features are only incorporated
with the foreground candidate proposals that contain the partial information of the video, and (2) the
visual features are utilized for localization without incorporating the text features.

To demonstrate the importance of incorporating both text and video information throughout the entire
detection process, we construct a simple cross-modal baseline employing the attention mechanism
[25], as illustrated in Fig. 1 (b). Even with this simple approach, we confirm that our cross-modal
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Figure 1: Top: the structure comparison of (a) the previous foreground-based approach and (b) our
cross-modal baseline. Bottom: the example of the common-action bias issue. The yellow section
represents ground-truth segments. The blue and red lines denote the classification scores for our
cross-modal baseline and Ti-FAD, respectively.

baseline achieves superior performance compared to the previous methods [8, 18, 20] (Sec. 3.2).
However, we observe an common-action bias issue in our cross-modal baseline that the classification
score tends to capture the common sub-actions within the ground truth.

To illustrate this issue, we investigate classification scores of seen and unseen classes. Fig. 1 ((c)-(d))
shows an example of the common-action bias issue by comparing the classification scores that
represent the similarity of text and video features. As shown in Fig. 1 (c), our cross-modal baseline
(blue line) achieves focusing on the text-related parts but fails to clearly differentiate between two
sub-actions Running and Horizontal Jump, resulting in the model focusing on common sub-actions
regardless of the specific text input. As shown in Fig. 1 (d), for the unseen class, our baseline (blue
line) over-focuses on the common sub-actions (e.g., Running) that are common visual information
contained in the seen ground-truth set. Consequently, our cross-modal baseline incorrectly detects
the PoleVault action as HighJump. How can we enable the model to focus on the text-related
discriminative sub-action (e.g., Swing Up) to alleviate the common-action bias issue?

In this paper, we propose a novel Text-infused attention and Foreground-aware Action Detection
(Ti-FAD) method, which captures discriminative sub-actions for accurate detection of action instances.
Built upon our cross-modal baseline model, Ti-FAD introduces two key modules to solve the common
action bias issue: (1) Text-infused Cross Attention (TiCA) that enables the model to focus on the
discriminative sub-actions that are most relevant to the text description, and (2) a foreground-aware
head that accurately distinguishes action segments from the background. These enhancements enable
Ti-FAD to improve the integration of text and visual information, leading to more precise classification
and localization of action instances in untrimmed videos. As shown in Fig. 1 ((c)-(d)), our Ti-FAD
(red line) captures the discriminative sub-action parts in the video.

In summary, our main contributions are as follows:

• We construct a novel cross-modal baseline that integrates text and visual features throughout
the entire temporal action detection process.

• We propose Ti-FAD, which incorporates TiCA and a foreground-aware head to focus on
discriminative sub-actions, particularly in unseen action categories.

• Our extensive experiments on THUMOS14 and ActivityNet v1.3 demonstrate that our
Ti-FAD outperforms state-of-the-art methods by a considerable margin.
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Figure 2: (a) Structure of our cross-modal baseline. (b) Comparison with existing methods under
50%-50% and 75%-25% settings on THUMOS14. TPT denotes text prompt tuning.

2 Related Work

Vision-Language Models. CLIP [21] and ALIGN [6] perform cross-modal contrastive learning
on image-text pairs, exhibiting robust performance in open-set image classification tasks. Previous
works [8, 18, 20] have explored adaptation methods such as text prompt tuning [10] to apply these
models for downstream tasks. In this work, we utilize the CLIP text encoder to extract text features
directly, without employing any text prompt tuning.

Temporal Action Detection. Existing TAD methods [3, 12, 13, 14, 23, 9, 22, 27] have explored
various approaches for localizing and classifying actions in untrimmed videos. Among these methods,
anchor-free detectors [12, 22, 27] have demonstrated superior performance by capturing long-length
actions and simplifying the detection process. In this work, we adopt ActionFormer [27] as our
baseline detector because of its superior performance and wide applicability across various datasets.

Zero-Shot Temporal Action Detection. ZSTAD extends TAD to open-set scenarios. To employ ViL
models for ZSTAD, the previous methods [8, 18, 19, 20, 28] follow a foreground-based approach
and adopt the text prompt tuning strategies. EffPrompt [8] generates action foreground proposals
via an off-the-shelf proposal detector (e.g., BMN [13]) and classifies actions utilizing CLIP [21].
STALE [18] and ZEETAD [20] generate the foreground candidate proposals utilizing a class-agnostic
representation masking method and parallels localization and classification. Despite the advantage of
not relying on an external proposal detector, both methods provide the visual features to the localiza-
tion branch without fusing with textual features, and their masked foreground representation does
not contain text information. Recently introduced UnLoc [26] fuses the video and text information
without any pre-extracted proposals. However, the fusion stage of UnLoc proceeds with simple
self-attention to align both text and video modalities. In contrast, our approach emphasizes the
importance of cross-modal fusion in integrating text and video information across the entire process.

3 Method

3.1 Problem Definition

Given a training set of untrimmed videos Dtrain, each video contains the set of videos features
X = {xt}Tt=1, where T denotes snippets (a few sequences of frames). The labels of each video
Y = {sn, en, cn}Nn=1 contain N action instances, where sn and en represent the start and end points
of each instance, and cn identifies the category of the action. For the zero-shot scenarios, the action
categories in Dtrain and Dtest are distinct and non-overlapping, with Dtrain ∩Dtest = ∅. ZSTAD
focuses on classifying and localizing actions in untrimmed videos, specifically targeting unseen
classes that were not present during the training phase.

3



3.2 Cross-Modal Adaptation Baseline

Utilizing the text-video information in the overall process is crucial in the multi-modal adaptation
to transfer the comprehensive semantic representation to zero-shot inference [16]. Inspired by the
previous work [11] that emphasizes the necessity of enhancing text-visual fusion, we introduce
a cross-modal baseline that updates both text and video features in the fusion step. Specifically,
following the previous method [26], we adopt ActionFormer [27] as an action detector.

Given an untrimmed video and text, we extract video features F (0)
vid = ϕvid(X) ∈ RT×D with a video

encoder ϕvid(·) (e.g., I3D [2], CLIP [21], and R(2+1)D [24]), and text features F (0)
txt ∈ RC×D with a

text encoder, such as CLIP [21], where D denotes the dimension of the embeddings and C represents
the number of classes. We utilize "classname" as the text input without any prefix or contextual text
prompt. Fig. 2 (a) shows the structure of our cross-modal decoder, which aggregates both text and
video features by learning their joint representation. As shown in Fig. 2 (a), both the initial video
features F (0)

vid and text features F (0)
txt are processed through a series of L layers. Each layer consists of

a multi-head self-attention (MHSA), followed by a multi-head cross-attention (X-MHA), and then
refined by a feed-forward network (FFN). In MHSA for video features F (0)

vid , we employ multi-scale
visual features with multi-head local self-attention [27]. In each layer l = 1, . . . , L, the features are
updated through MHSA, transforming F

(l−1)
vid and F

(l−1)
txt to F ′(l)

vid and F ′(l)
txt, respectively. Then,

these updated features are passed through two X-MHA. For simplicity, we denote only the case with
video features as the query, but both cases (video features as the query and text features as the query)
are utilized. When the video features are utilized as the query and the text features as the key and
value, the operation is formulated as follows:

F ′′(l)
vid = X-MHA(F ′(l)

vid, F
′(l)
txt) = Softmax

(
Q(F ′(l)

vid)K(F ′(l)
txt)

⊤
√
d

)
V(F ′(l)

txt), (1)

where Q(·), K(·), and V(·) represent linear projections, and d is the number of head dimension in
X-MHA. The output features from X-MHA are denoted as F ′′(l)

vid and F ′′(l)
txt. Finally, these updated

features via cross-attention are refined by an FFN, resulting in the final updated features for the
corresponding layer, denoted as F

(l)
vid and F

(l)
txt. After processing through all L layers, the final

features are denoted as F (L)
vid and F

(L)
txt .

To demonstrate the effectiveness of our cross-modal baseline, we compare it with existing foreground-
based methods [18, 20] on THUMOS14, as shown in Fig. 2 (b). The detailed description of the
experimental setup is described in Sec. 4.1. In the 50%-50% setting, our baseline achieves superior
performance compared to STALE [18], which adapts text prompt tuning (TPT), and ZEETAD [20],
which applies both text prompt tuning and an Adapter [4]. These results demonstrate that our baseline
achieves higher performance without relying on text prompt tuning methods. In contrast, our baseline
exhibits sub-optimal performance at the 75%-25% setting compared to ZEETAD [20] with Adapter
[4]. As described in Sec. 1, our baseline model struggles with the common-action bias issue for
actions with shared common sub-actions in the untrimmed videos.

3.3 Method

In this section, we introduce the overall process of Text-infused attention and Foreground-aware
Action Detection (Ti-FAD). We first describe Text-infused Cross Attention (TiCA) that enables the
text features focus on the relevant discriminative visual features. Subsequently, we describe the
foreground-aware head that suppresses noisy background information in the untrimmed video. Fig. 3
shows the overview of our proposed framework.

Text-infused Cross Attention (TiCA). Our TiCA mainly aims to encourage the model to focus on
the discriminative sub-actions by following steps: (1) producing the class score map using video and
text features to represent text-related visual parts, (2) selecting top-k points to extract discriminative
points, (3) redefining the indices by merging adjacent indices based on a dynamic threshold, (4)
generating Gaussian kernels based on the redefined indices to produce Salient Attentive Mask (SAM),
and (5) applying the generated SAM to cross-attention.

First, we utilize a temporal class score map that incorporates information from both the text and video
by computing the similarity between the video features F ′(l)

vid and text features F ′(l)
txt after MHSA.
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Figure 3: (a) Overview of our proposed Ti-FAD, which includes a foreground-aware head that
suppresses the irrelevant background frames, leading the model to concentrate more on the foreground
segments, and (b) TiCA that guides the text to focus on the discriminative visual features by employing
SAM.

Then, we determine the class-agnostic probability sequence by obtaining the maximum value across
the class dimension C:

Ps = max
C

(F ′(l)
vidF

′(l)
txt

⊤
). (2)

The class-agnostic probability sequence Ps = {pt}Tt=1 provides a score for each time index, indicating
the probability of action occurrence. To produce Gaussian kernels centered on where the action is
probably to occur, we define Itopk as center location candidates corresponding to the top-k time
indices in Ps as follows:

Itopk = {i | i ∈ indices of top-K in Ps}, (3)

where K is dynamically determined based on the length of the sequence T , calculated as a ratio r of
the sequence length with K = T × r.

We redefine the indices set of center location candidates Itopk as the average value between close
centers if their distance is within a dynamic threshold θ(T ), defined as θ(T ) = θbase · T/Tinit,
where θbase is the base threshold value, and Tinit is the initial sequence length. Thus, the redefined
discriminative indices set I is calculated as:

I =

{ i+j
2 if |i− j| < θ(T )

i otherwise
, ∀(i, j) ∈ Itopk. (4)

This redefined discriminative indices set is utilized to produce SAM value Smask using the kernel
function (e.g., Gaussian). To generate a Gaussian kernel, we extract σ ∈ {σi | i ∈ I} from the
updated features F ′(l)

vid with a single linear layer. The sigma σi values are obtained only from
corresponding indices from the redefined discriminative indices set I .

To calculate the overall temporal weight across the video sequence, we sum all weights of the
Gaussian kernels as: F (t) =

∑
i∈I G(t; i, σi). Subsequently, the SAM value Smask is produced by a

normalization process that adjusts F (t) to ensure its maximum value across the temporal dimension
is scaled to 1 as follows:

Smask =
F (t)

max
t

(F (t))
∈ RT . (5)

Consequently, we directly integrate the SAM value Smask into the attention score within the multi-
head cross-attention X-MHA(·) as defined in Eq. 1, as shown in Fig. 3 (b). This integration dynami-
cally guides the text features to focus on the most relevant visual features. In each layer l = 1, . . . , L,
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the X-MHA(·) is re-defined as Text-infused Cross-Attention (TiCA) and is described as follows:

F ′′(l)
vid = TiCA(F ′(l)

vid, F
′(l)
txt) = Softmax

(
Q(F ′(l)

vid)K(F ′(l)
txt)

⊤
√
d

· (Smask ⊗ 1C)

)
V(F ′(l)

txt), (6)

where 1C ∈ RC denotes a vector of ones with dimensions corresponding to the class dimension. The
term Smask ⊗ 1C ∈ RT×C denotes the element-wise multiplication of SAM with a matrix of ones,
broadcast across the class dimension.

Foreground-Aware Head. Our foreground-aware head aims to suppress irrelevant background
information and enhance the model’s focus on foreground action segments. Given the updated
video feature F

(L)
vid , it is fed into a lightweight network with three layers of 1D convolutions after

each feature level, inspired by the previous method [27]. Subsequently, the sigmoid activation
function is applied to ensure that the values range from 0 to 1. This process produces two types
of outputs: Afg

soft ∈ RT and Afg
hard ∈ RT , representing the soft and hard foreground-awareness

scores. Depending on the target values, we introduce two types of foreground-aware heads: soft
foreground-aware head (S-FAD) and hard foreground-aware head (H-FAD), both designed to predict
the actionness score of each snippet in the time location.

For S-FAD, the target actionness score represents the normalized distance between time step i and
the center of the corresponding ground-truth action segment. We define the actionness target score
using a Gaussian function ϕ(x, µ, σ) calculated as follows:

Ysoft = min (ϕ(l; 0, σ), ϕ(r; 0, σ)) , l = |c− s| and r = |c− e|, (7)

where l and r represent the distances from time step i to the start s and end e points of the action,
respectively. The mean µ is set to 0, centering the distribution around the action center, while σ is a
standard deviation that is a hyperparameter to control the spread of the Gaussian distribution.

For H-FAD, we assign 1 for the foreground and 0 for the background segments. This binary setup
directly reflects the presence or absence of action within each time snippet, making it straightforward
for the model to distinguish action segments from non-action segments. The target value Yhard is
defined as follows:

Yhard = 1[s≤i≤e]. (8)

To optimize both aspects simultaneously, we compute the foreground-aware loss Lfg as follows:

Lfg = αLsoft(A
fg
soft, Ysoft) + βLhard(A

fg
hard, Yhard), (9)

where both loss functions Lsoft and Lhard utilize binary cross-entropy loss. Here, α and β are
hyper-parameters to control trade-off. During inference, we multiply both scores Afg

soft and Afg
hard to

the classification scores to suppress the irrelevant information of the actions.

3.4 Training and Inference

Training. For localization, we utilize the localization head similar to the foreground-aware head,
but it predicts the distance (dst , d

e
t ) from time step t to the action boundaries following the anchor-

free method [27]. We optimize the distances to the action boundaries with the DIoU loss [30],
denoted as Lloc. For classification, we compute similarity scores as followed by the standard zero-
shot settings [8, 18, 20, 26, 29]. Specifically, the updated text features F

(L)
txt are fed into simple

projection Φproj(·) and the classification output is computed as: Ccls = Φproj(F
(L)
txt ) · F

(L)
vid

⊤
,

where Ccls ∈ RT×C feature snippet represents the probability of action categories at time step t.
We employ the focal loss [15] to recognize action categories, denoted as Lcls. The total objective
function combined with the foreground-aware loss discussed in Sec. 3.3 is defined as follows:
L =

∑
( λc

T+
Lcls +

λl

T+
Lloc +

λf

T+
Lfg), where T+ represents the total number of positive samples.

The λc, λl, and λf represent the hyper-parameters to control trade-off.

Inference. The model infers (dst , d
e
t , p(ct)) at each time step t. The dst and det are the distance from

time step t to the start and end points, respectively. Here, p(ct) is the action confidence score. The
redundant proposals are removed by SoftNMS [1] to obtain the final action.
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Table 1: Performance comparison with the state-of-the-art methods on THUMOS14 and ActivityNet v1.3.
Average mAP is calculated to evaluate performance at different tIoU thresholds: [0.3:0.1:0.7] for THUMOS14
and [0.5:0.05:0.95] for ActivityNet v1.3. † represents using the prompt ensemble.

Train Split Model
Prompt
Tuning

Feature THUMOS14 ActivityNet v1.3

Video Text 0.3 0.4 0.5 0.6 0.7 Avg 0.5 0.75 0.95 Avg

50% Seen
50% Unseen

B-II [18] ✓ CLIP-B [21] CLIP-B [21] 21.0 16.4 11.2 6.3 3.2 11.6 25.3 13.0 3.7 12.9
B-I [18] ✓ CLIP-B [21] CLIP-B [21] 27.2 21.3 15.3 9.7 4.8 15.7 28.0 16.4 1.2 16.0
EffPrompt [8] ✓ I3D [2] CLIP-B[21] 37.2 29.6 21.6 14.0 7.2 21.9 32.0 19.3 2.9 19.6
STALE [18] ✓ I3D [2] CLIP-B [21] 38.3 30.7 21.2 13.8 7.0 22.2 32.1 20.7 5.9 20.5
UnLoc-B [26] ✗ CLIP-B [21] CLIP-B [21] - - - - - - 36.9 - - -
UnLoc-L [26] ✗ CLIP-L [21] CLIP-L [21] - - - - - - 43.2 - - -
UnLoc-L [26]† ✗ CLIP-L [21] CLIP-L [21] - - - - - - 43.7 - - -
ZEETAD [20] ✓ I3D [2] CLIP-B [21] 45.2 38.8 30.8 22.5 13.7 30.2 39.2 25.7 3.1 24.9

Baseline (Ours) ✗ I3D [2] CLIP-B [21] 55.9 47.5 35.9 22.7 10.5 34.5 44.1 26.1 3.1 26.6
Ti-FAD (Ours) ✗ CLIP-B [21] CLIP-B [21] 44.3 36.8 27.7 18.2 9.4 27.3 50.4 32.1 5.2 31.7
Ti-FAD (Ours) ✗ CLIP-L [21] CLIP-L [21] 43.7 36.3 27.6 18.2 10.0 27.2 51.0 32.6 4.8 32.1
Ti-FAD (Ours) ✗ I3D [2] CLIP-B [21] 57.0 51.4 43.3 33.0 21.2 41.2 50.6 32.2 5.2 32.0
Ti-FAD (Ours) ✗ I3D [2] CLIP-L [21] 56.7 50.8 42.4 32.3 20.8 40.6 50.8 32.6 5.6 32.3

75% Seen
25% Unseen

B-II [18] ✓ CLIP-B [21] CLIP-B [21] 28.5 20.3 17.1 10.5 6.9 16.6 32.6 18.5 5.8 19.6
B-I [18] ✓ CLIP-B [21] CLIP-B [21] 33.0 25.5 18.3 11.6 5.7 18.8 35.6 20.4 2.1 20.2
EffPrompt [8] ✓ I3D [2] CLIP-B [21] 39.7 31.6 23.0 14.9 7.5 23.3 37.6 22.9 3.8 23.1
STALE [18] ✓ I3D [2] CLIP-B [21] 40.5 32.3 23.5 15.3 7.6 23.8 38.2 25.2 6.0 24.9
UnLoc-B [26] ✗ CLIP-B [21] CLIP-B [21] - - - - - - 40.2 - - -
UnLoc-L [26] ✗ CLIP-L [21] CLIP-L [21] - - - - - - 47.4 - - -
UnLoc-L [26]† ✗ CLIP-L [21] CLIP-L [21] - - - - - - 48.8 - - -
ZEETAD [20] ✓ I3D [2] CLIP-B [21] 61.4 53.9 44.7 34.5 20.5 43.2 51.0 33.4 5.9 32.5

Baseline (Ours) ✗ I3D [2] CLIP-B [21] 59.1 50.9 39.3 25.7 12.2 37.4 47.0 27.2 3.8 28.3
Ti-FAD (Ours) ✗ CLIP-B [21] CLIP-B [21] 47.6 40.0 30.5 19.8 10.5 29.7 53.6 34.1 5.4 33.8
Ti-FAD (Ours) ✗ CLIP-L [21] CLIP-L [21] 48.3 40.9 30.8 21.1 11.7 30.6 54.5 35.2 5.3 34.5
Ti-FAD (Ours) ✗ I3D [2] CLIP-B [21] 64.0 58.5 49.7 37.7 24.1 46.8 53.8 34.8 7.0 34.7
Ti-FAD (Ours) ✗ I3D [2] CLIP-L [21] 64.8 58.8 49.6 38.3 24.3 47.3 53.7 34.9 6.0 34.4

4 Experiments

4.1 Experiment Settings

Datasets. We conduct experiments on THUMOS14 [7], and ActivityNet v1.3 [5], two benchmark
datasets commonly used in ZSTAD. THUMOS14 consists of 20 sports action classes, containing
200 training and 213 testing videos. ActivityNet v1.3 contains 200 daily action classes and a total of
19,994 videos. We split the training, validation, and testing in the ratio 2:1:1 according to the standard
setting [8]. For the zero-shot setting, we assume two situations as in [8]: 50%-50% setting (training
for 50% of the action categories and testing for the remaining 50%), 75%-25% setting (training for
75% of the action categories and testing for the remaining 25%). To make it statistically robust, we
utilize 10 random splits and average them in the final performance.

Evaluation Metric. We utilize mean Average Precision (mAP) as an evaluation metric. The mAP is
calculated by averaging the precisions at different temporal intersection over union (tIoU) thresholds.
The tIoU thresholds are set at intervals of 0.1 from 0.3 to 0.7 ([0.3:0.1:0.7]) for THUMOS14, and at
intervals of 0.05 from 0.5 to 0.95 ([0.5:0.05:0.95]) for ActivityNet v1.3.

Implementation Details. Following the existing methods [8, 18, 20, 26], we employ two-stream I3D
[2] and CLIP [21] models to extract video features. The two-stream I3D features are concatenated for
the video inputs. For THUMOS14, video features are extracted from 16 frames as a segment using a
sliding window with a stride of 4. For ActivityNet v1.3, features are extracted with a stride of 16
and downsampled to 128 dimensions. For the text encoder, we adopt the frozen pre-trained CLIP
model [21] as the text encoder, using ViT-B/16 and ViT-L/14. Our model is trained for 20 epochs on
THUMOS14 and 15 epochs on ActivityNet v1.3 using Adam with 5 epochs of linear warmup. The
initial learning rate is 0.0001, updated with MultiStepLR for THUMOS14 and cosine annealing [17]
for ActivityNet v1.3, respectively. The hyperparameters for α, β, λl, and λf are set to 1, while λc is
set to 0.5 for all datasets. All experiments are conducted with a single NVIDIA RTX A6000 GPU.

4.2 Main Results

We compare our cross-modal baseline and Ti-FAD with state-of-the-art ZSTAD methods [8, 18, 20,
26] by computing the average mAP at different tIoUs. Table 1 shows the performance comparison on
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Table 2: Analysis of contributions of each component on THUMOS14.

Row Method SAM S-FAD H-FAD
mAP@AVG

50%-50% 75%-25%

1 Baseline 34.5 37.4

2

Ti-FAD

✓ 35.3 40.0

3 ✓ 36.1 39.9

4 ✓ 38.4 43.0

5 ✓ ✓ 35.9 40.1

6 ✓ ✓ 37.4 43.2

7 ✓ ✓ 40.2 45.2

8 ✓ ✓ ✓ 41.2 46.8

Table 3: Analysis of X-MHA operation in TiCA module on THUMOS14.

Method

mAP@tIoU (%)

50%-50% 75%-25%

0.3 0.5 0.7 Avg 0.3 0.5 0.7 Avg

Baseline 55.9 35.9 10.5 34.5 59.1 39.3 12.2 37.4

Text-to-vision 57.4 42.5 20.0 40.6 62.3 47.8 23.6 45.4

Vision-to-text (Ours) 57.0 43.3 21.2 41.2 64.0 49.7 24.1 46.8

Both 56.2 42.8 21.2 40.7 63.6 48.8 24.5 46.5

THUMOS14 and ActivityNet v1.3. Our baseline achieves superior performance for the 50%-50%
setting, indicating the robustness of our baseline, as it effectively integrates text information, enabling
better adaptation to unseen scenarios. However, for the 75%-25% setting, the performance of our
baseline is marginally inferior to ZEETAD [20]. In contrast, Ti-FAD with I3D features achieves
state-of-the-art performance for both the 50%-50% and 75%-25% settings, particularly at tIoU
thresholds of 0.5, 0.6, and 0.7 on THUMOS14. Even with CLIP as a video encoder, Ti-FAD still
shows competitive performance compared to the previous methods using I3D features.

4.3 Further Analysis

Component Analysis of Ti-FAD. Table 2 shows a comprehensive component analysis of our Ti-FAD
on THUMOS14. The table evaluates the impact of different components, including SAM, S-FAD,
and H-FAD on the performance of the model. The baseline performance without any additional
components is reported in Row 1. Rows 2-4 evaluate the contribution of each individual component.
As shown in Table 2, we first observe that employing SAM (Row 2) to the cross-modal alignment
process of the baseline (Row 1) enhances the performance by +0.8% for the 50%-50% setting
and +2.6% for the 75%-25% setting, which means that applying only SAM contributes to better
performance. In Row 3 and 4, we recognize that S-FAD increases the baseline performance by
1.6%, and H-FAD by 3.9% for the 50%-50% setting. These results indicate that S-FAD and H-FAD
encourage a background suppression effect by focusing on the class-agnostic action features in the
untrimmed videos. Particularly, in the 75%-25% setting, incorporating a H-FAD that emphasizes
the foreground to SAM enhances the performance of the baseline from 37.4% to 45.2% (Row
7). It indicates the need to separate the foreground from the background. When incorporating all
the components, our model boosts the best performance at 41.2% and 46.8% in 50%-50% and in
75%-25% settings, respectively.

Analysis of X-MHA Operation in TiCA Module. We investigate the impact of the X-MHA direction
in the TiCA module, as shown in Table 3. We compare the performance with three approaches: using
Smask as an attention bias for text-to-vision cross-attention, vision-to-text cross-attention, and both
directions of cross-attention. To apply text-to-vision cross-attention, we transpose Smask ⊗ 1C in Eq.
(6). Our model shows similar performance regardless of whether Smask is used for text-to-vision or
vision-to-text cross-attention. The results indicate that the most crucial part of our TiCA is SAM, and
the choice between text-to-vision and vision-to-text cross-attention is less critical.
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Table 4: Ablation studies of our Ti-FAD on THUMOS14 in the 50%-50% setting.

(a) Kernel design of SAM.

Kernel
mAP@tIoU (%)

0.3 0.5 0.7 Avg

Tophat 57.0 43.0 20.5 40.9

Cauchy 57.7 43.0 20.6 41.1

Gaussian 57.0 43.3 21.2 41.2

(b) Structure of SAM.

Type
mAP@tIoU(%)

0.3 0.5 0.7 Avg

Sum 57.1 42.1 20.1 40.5

Mul 56.7 42.9 20.8 40.9

Wsum 58.0 42.9 20.4 41.0

Wmul 57.0 43.3 21.2 41.2

(c) Sigma (σ) of Gaussian mask.

Sigma (σ)
mAP@tIoU (%)

0.3 0.5 0.7 Avg

σ = 0.1 56.6 43.1 21.1 40.9

σ = 0.5 56.8 42.9 20.9 40.8

σ = 1.0 56.8 43.1 21.2 41.1

Learnable 57.0 43.3 21.2 41.2

(d) Text prompt tuning (TPT).

Type
mAP@tIoU (%)

0.3 0.5 0.7 Avg

EffPrompt [8] 56.7 42.1 20.3 40.4

TPT (50) [10] 56.6 42.9 20.2 40.5

TPT (100) [10] 57.1 43.3 21.0 41.1

w/o TPT 57.0 43.3 21.2 41.2

Ablations on Kernel Design of SAM. In Table 4 (a), we experiment with different kernel designs for
SAM to understand their impact on performance. We test the kernels including Tophat, Cauchy, and
Gaussian. The results indicate that our approach is robust to the design of the kernel since Ti-FAD
achieves similar performance utilizing each kernel. The Gaussian kernel consistently yields the best
result with an average mAP of 41.2%, thereby we select the Gaussian kernel for our final model.

Ablations on the Structure of SAM. We investigate the impact of different application structures for
combining SAM with visual features in Table 4 (b). Sum and Mul indicate the structure of reflecting
the mask on the visual feature fed as input to the X-MHA operation, via element-wise sum (Row
1) and element-wise multiplication (Row 2). Wsum and Wmul represent the application of a mask
to attention weights within the X-MHA operation by adding (Row 3) and multiplying (Row 4). We
observe that the performance of Ti-FAD is not substantially influenced by different types of masks,
with the best performance achieved by multiplying the mask by the attention weights.

Ablations on Sigma of Gaussian. We analyze the performance of different σ values, which determine
the width of the Gaussian kernel. As shown in Table 4 (c), we experiment with fixed σ values of 0.1,
0.5, and 1.0, as well as a learnable σ. Our findings indicate that allowing σ to be a learnable parameter
yields the best performance, with an average mAP of 41.2%. A learnable σ allows the model to
dynamically adjust to the specific temporal characteristics of each action. During our experiments,
we observe that the learnable σ values converge within the range of 0.1 to 1.

Ablations on the Strategy of Text Prompt Tuning. We investigate the effect of different text
prompt tuning (TPT) strategies on the performance of Ti-FAD in Table 4 (d). We compare the
performance of Ti-FAD with EffPrompt [8], TPT (50) [10], and TPT (100) [10] methods that add
learnable embeddings of size 50 and 100, respectively, after the text embeddings on CLIP text encoder.
Additionally, we evaluate the model without any TPT. The results demonstrate that Ti-FAD maintains
increased performance regardless of the text prompt tuning strategy. Additionally, our model achieves
the highest average mAP of 41.2% without text prompt tuning. This observation highlights the ability
of Ti-FAD to effectively leverage textual information without the need for extensive prompt tuning.

Per-Unseen Class AP Comparison. Fig. 4 demonstrates the per-class Average Precision (AP)
comparison between our baseline model and Ti-FAD at a tIoU threshold of 0.5 on THUMOS14. Ti-
FAD outperforms the baseline, particularly in action categories that include common sub-actions (e.g.,
Running). For example, in the PoleVault category, Ti-FAD achieves an AP of 77.23%, significantly
higher than the baseline’s 59.63%. Similarly, in the LongJump category, Ti-FAD’s AP is 79.58%,
compared to the baseline’s 48.12%. These improvements highlight the ability of Ti-FAD to focus on
discriminative sub-actions and suppress irrelevant background information.
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Figure 4: Per-unseen class AP (%) at tIoU threshold 0.5 on THUMOS14.

Figure 5: Visualization of the detection results on THUMOS14 in the 50%-50% setting.

4.4 Qualitative Results

Fig. 5 shows visual examples of an unseen class PoleVault with common sub-actions (e.g., Running).
In both Fig. 5 ((a)-(b)), our baseline (blue line) over-focuses on the common sub-action (e.g., Running),
leading to incorrect detection: HighJump in (a) and LongJump in (b). In contrast, our Ti-FAD (red
line) accurately detects the action based on the visual feature of the discriminative sub-action (e.g.,
Swing Up). By capturing the discriminative sub-action associated with the text information, Ti-FAD
effectively identifies the unseen class. This ability to integrate text and visual features throughout the
detection process significantly improves the model’s performance in distinguishing between similar
actions that share common sub-actions.

5 Conclusion

In this paper, we propose Text-infused and Foreground-aware Action Detection (Ti-FAD), a novel
approach designed to address a common-action bias issue in ZSTAD by enhancing the integration
of text and visual information. Ti-FAD achieves this through Text-infused Cross Attention (TiCA),
which strengthens the model’s ability to capture text-related sub-actions and a foreground-aware head
that differentiates action segments from the background, leading to an accurate detection process.
Our extensive experiments show that Ti-FAD effectively addresses a common-action bias issue and
achieves superior performance compared to state-of-the-art ZSTAD methods on THUMOS14 and
ActivityNet v1.3. Despite the significant improvements, Ti-FAD’s scalability to larger datasets and
real-time processing capabilities remains to be fully explored. Additionally, extending our approach
to incorporate other modalities, such as audio or depth information, can be studied to enhance
performance.
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Text-Infused Attention and Foreground-Aware Modeling for
Zero-Shot Temporal Action Detection - Appendix

Table A: Ablation of cross-modal baseline on THUMOS14.

Type
mAP@tIoU(%)

0.3 0.5 0.7 Avg

(a) ActionFormer W/o Cross-Modal Fusion 30.3 15.1 3.5 16.1

(b) Cross-Modal Baseline (Self-Attn) 42.2 24.0 5.5 23.8

(c) Cross-Modal Baseline (Cross-Attn) 55.9 35.9 10.5 34.5

(a) (b) (c)

Figure A: Illustrations of different baseline architectures: (a) ActionFormer [27] w/o cross-modal fusion, (b)
Cross-modal baseline (self-attn), and (c) (Our baseline) Cross-modal baseline (cross-attn)

A Additional Experiments

Ablation of Cross-Modal Baseline. To provide a fairer view of our cross-modal part, we conduct a comparative
analysis of different baseline architectures in Table A. We compare ActionFormer [27] without the cross-
modal fusion and our cross-modal baselines on THUMOS14 in the 50%-50% setting. This table shows that
ActionFormer [27] without cross-modal fusion (a) exhibits inferior performance because text and video are not
properly aligned, highlighting the importance of cross-modal fusion. Furthermore, the cross-attention baseline
(c) outperforms the self-attention baseline (b). To facilitate a clearer understanding of our experimental models,
we additionally provide illustrations of (a), (b), and (c) in Fig. A.

Table B: Analysis of X-MHA operation in TiCA module on ActivityNet v1.3.

Method

mAP@tIoU (%)

50%-50% 75%-25%

0.5 0.75 0.95 Avg 0.5 0.75 0.95 Avg

Baseline 44.1 26.1 3.1 26.6 47.0 27.2 3.8 28.3

Text-to-vision 50.8 31.9 5.6 32.0 53.9 34.5 6.3 34.3

Vision-to-text (Ours) 50.6 32.2 5.2 32.0 53.8 34.8 7.0 34.7

Both 50.9 32.1 5.6 32.1 53.9 34.4 6.1 34.2

Analysis of X-MHA Operation in TiCA Module. We investigate the impact of the X-MHA direction in the
TiCA module on ActivityNet v1.3, as shown in Table B. We compare the performance with three approaches
under the same experimental settings used for THUMOS14. For ActivityNet v1.3, our model also shows similar
performance regardless of whether Smask is used for text-to-vision or vision-to-text cross-attention.
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Table C: Comparison with other methods for text prompt engineering on THUMOS14.

Text Prompt
Basline Ti-FAD

0.3 0.5 0.7 Avg 0.3 0.5 0.7 Avg

(a) "a video of action {classname}" 53.8 33.9 9.7 32.8 55.6 42.6 20.9 40.4

(b) Prompt Augmentation [21] 54.3 34.6 10.3 33.4 56.3 42.7 20.6 40.5

(c) Prompt Ensemble [21] 53.8 34.3 10.2 33.1 56.8 43.0 20.3 40.7

(d) "{classname}" 55.9 35.9 10.5 34.5 57.0 43.3 21.2 41.2

Comparison with Other Methods for Text Prompt Engineering. We compare the performance of our baseline
and Ti-FAD with the most utilized types of text prompts following previous works [18, 8, 26, 20] on THUMOS14
in Table C. (a) is used in [18, 8, 20]. (b) refers to using the 28 templates of the prompt, used in UnLoc [26]. (c)
refers to using the average embedding vector from the 28 templates at the inference, used in UnLoc [26]. The
result demonstrates that Ti-FAD shows similar performance regardless of the type of text prompt. These results
show that Ti-FAD’s performance does not depend on the type of text prompt.

Figure B: Per-unseen class AP (%) at tIoU threshold 0.5 on THUMOS14.

Figure C: Per-unseen class AP (%) at tIoU threshold 0.5 on ActivityNet v1.3.

Additional Per-Unseen Class AP Comparison. Fig. B shows the per-unseen class Average Precision (AP) at
an tIoU threshold of 0.5 on THUMOS14. The comparison between the baseline and Ti-FAD models illustrates
the effectiveness of our approach in improving detection accuracy across various unseen classes. Ti-FAD
demonstrates substantial performance improvements over the baseline model, particularly in action categories
that involve common sub-actions (e.g., Running). This indicates Ti-FAD’s enhanced capability to capture
and focus on discriminative sub-actions while effectively suppressing irrelevant background information. For
instance, in the PoleVault category, Ti-FAD achieves an AP of 77.23%, significantly higher than the baseline’s
59.63%. Similarly, in the LongJump category, Ti-FAD’s AP is 79.58%, compared to the baseline’s 48.12%. In the
Diving category, Ti-FAD shows an impressive AP of 79.61%, compared to the baseline’s 62.78%. For Shotput,
Ti-FAD achieves an AP of 42.72%, outperforming the baseline’s 30.42%. These results illustrate Ti-FAD’s
robustness and effectiveness in dealing with unseen action categories, showcasing its ability to generalize
better in zero-shot scenarios. Furthermore, we provide additional per-unseen class AP results for 20 classes of
ActivityNet v1.3 compared with our cross-modal baseline in Fig. C. We observe that sharing common sub-actions
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between multiple classes also occurs on ActivityNet v1.3. For example, actions such as Painting, Cleaning sink,
Washing face, Cleaning windows, Hand car wash, Cleaning shoes, Ironing clothes, Hand washing clothes, and
Washing dishes share the common sub-action part Wiping motion with hands, leading to similar issue. These
results demonstrate that the common sub-action bias issue is not isolated to THUMOS14.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research, addressing
issues of reproducibility, transparency, research ethics, and societal impact. Do not remove the checklist: The
papers not including the checklist will be desk rejected. The checklist should follow the references and follow
the (optional) supplemental material. The checklist does NOT count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For each
question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the relevant
information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the reviewers, area
chairs, senior area chairs, and ethics reviewers. You will be asked to also include it (after eventual revisions)
with the final version of your paper, and its final version will be published with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation. While
"[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a proper
justification is given (e.g., "error bars are not reported because it would be too computationally expensive" or
"we were unable to find the license for the dataset we used"). In general, answering "[No] " or "[NA] " is not
grounds for rejection. While the questions are phrased in a binary way, we acknowledge that the true answer is
often more nuanced, so please just use your best judgment and write a justification to elaborate. All supporting
evidence can appear either in the main paper or the supplemental material, provided in appendix. If you answer
[Yes] to a question, in the justification please point to the section(s) where related material for the question can
be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.

• Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: We have described the main contributions of our paper and itemized them.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We have included the limitations in the conclusion Sec. 5.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
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• The paper should point out any strong assumptions and how robust the results are to violations of
these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]

Justification: This paper does not include the theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they appear in

the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have included the detailed hyperparameters in the experiment setting Sec. 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.
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• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [No]

Justification: We will release the code after the paper is published.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: We have included the experiment setting Sec. 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [No]

Justification: This paper does not contain the statistical bar. However, following previous approaches
[8, 20], we reported averaging 10 split cases in terms of mAP.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]

Justification: We have included the experiment setting Sec. 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud

provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experimental

runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have ensured that our research fully complies with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [NA]

Justification: This paper does not contain societal impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]

Justification: This paper does not contain such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with necessary

safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: We have cited the all datasets and previous works.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [No]
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Justification: We will release the code after the paper is published.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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