Under review as a conference paper at ICLR 2026

CROSS-DOMAIN POLICY OPTIMIZATION VIA BELLMAN
CONSISTENCY AND HYBRID CRITICS

Anonymous authors
Paper under double-blind review

ABSTRACT

Cross-domain reinforcement learning (CDRL) is meant to improve the data effi-
ciency of RL by leveraging the data samples collected from a source domain to
facilitate the learning in a similar target domain. Despite its potential, cross-domain
transfer in RL is known to have two fundamental and intertwined challenges: (i)
The source and target domains can have distinct state space or action space, and
this makes direct transfer infeasible and thereby requires more sophisticated inter-
domain mappings; (ii) The transferability of a source-domain model in RL is not
easily identifiable a priori, and hence CDRL can be prone to negative effect during
transfer. In this paper, we propose to jointly tackle these two challenges through
the lens of cross-domain Bellman consistency and hybrid critic. Specifically, we
first introduce the notion of cross-domain Bellman consistency as a way to measure
transferability of a source-domain model. Then, we propose ()Avatar, which com-
bines the Q functions from both the source and target domains with an adaptive
hyperparameter-free weight function. Through this design, we characterize the
convergence behavior of ()Avatar and show that () Avatar achieves reliable transfer
in the sense that it effectively leverages a source-domain Q function for knowledge
transfer to the target domain. Through experiments, we demonstrate that ) Avatar
achieves favorable transferability across various RL benchmark tasks, including
locomotion and robot arm manipulation.

1 INTRODUCTION

Cross-domain reinforcement learning (CDRL) serves as a practical framework to improve the sample
efficiency of RL from the perspective of transfer learning, which leverages the pre-trained models
from a source domain to enable knowledge transfer to the target domain, under the presumption that
the data collection and model training are much less costly in the source domain (e.g., simulators). A
plethora of the existing CDRL methods focuses on knowledge transfer across environments that share
the same state-action spaces but with different transition dynamics. This setting has been extensively
studied from a variety of perspectives, such as reward augmentation (Eysenbach et al.| 2021} [Liu
et al., [2022)), data filtering (Xu et al., [2023)), and latent representations (Lyu et al,2024). Despite
the above progress, to fully realize the promise of CDRL, there are two fundamental challenges to
tackle: (i) Distinct state and/or action spaces between domains: To support flexible transfer across a
wide variety of domains, the generic CDRL is required to address the discrepancies in the state and
action spaces between source and target domains. Take robot control as an example. One common
scenario is to apply direct policy transfer between robot agents of different morphologies (Zhang
et al., [2021)), which naturally leads to a discrepancy in representations. This discrepancy significantly
complicates the transfer of either data samples or learned source-domain models. (ii) Unknown
transferability of a source-domain model to the target domain: CDRL conventionally presumes
that the source-domain model can achieve effective transfer under a properly learned cross-domain
correspondence. However, in practice, given that the data budget of the target domain is limited, it
is rather difficult to determine a priori the transferability of a source-domain model. Indeed, it has
been widely observed that transfer learning from the source domain can have a negative impact on
the target domain (Weiss et al., 2016; Pan & Yang, 2009).

As a consequence, despite that CDRL has been shown to succeed in various scenarios, without a
proper design, the performance of CDRL could actually be much worse than the vanilla target-domain
model learned without using any source knowledge. Notably, to tackle (i), several approaches have



Under review as a conference paper at ICLR 2026

been proposed to address such representation discrepancy by learning state-action correspondence,
either in the typical RL (You et al.||[2022)) or unsupervised settings (Zhang et al., 2021} |Gui et al.,
2023)). However, existing solutions are all oblivious to the issues of model transferability between the
domains. Hence, one fundamental research question about CDRL remains largely open:

How to achieve effective transfer in CDRL under distinct state-action spaces without the knowledge
of the transferability of the pre-trained source-domain model?

In this paper, we affirmatively address the above question by revisiting cross-domain state-action
correspondence through the lens of cross-domain Bellman consistency, which quantifies the transfer-
ability of a source-domain model. To enable reliable transfer across varying levels of source-model
transferability, we introduce a novel CDRL framework, QQAvatar, which integrates source-domain and
target-domain critics. Drawing an analogy from the movie Avatar, where humans remotely control
genetically engineered bodies to adapt to alien environments, ()Avatar updates the target-domain
policy via a weighted combination of the target- and source-domain Q functions, while learning the
state-action correspondence by minimizing a cross-domain Bellman loss.

To validate this idea, we first present a tabular prototype of ()Avatar and show that it attains a tight
sub-optimality bound under an adaptive, hyperparameter-free weight function, regardless of source
model transferability. This ensures improved sample efficiency while avoiding poor transfer. Building
on this, we develop a practical version by combining () Avatar with a normalizing flow-based mapping
for learning state-action correspondence.

The main contributions of this paper can be summarized as follows: 1) We propose the ()Avatar
framework that achieves knowledge transfer between two domains with distinct state and action spaces
for improving sample efficiency. We then present a prototypical () Avatar algorithm and establish its
convergence property. 2) We further substantiate the () Avatar framework by proposing a practical
implementation with a normalizing-flow-based state-action mapping. This further demonstrates the
compatibility of () Avatar with off-the-shelf methods for learning state-action correspondence. 3)
Through experiments and an ablation study, we show that () Avatar outperforms the CDRL benchmark
algorithms on various RL benchmark tasks.

2 RELATED WORK

CDRL across domains with distinct state and action spaces. The existing approaches can be
divided into two main categories: (i) Manually designed latent mapping: In (Ammar & Taylor,
2012; \Gupta et al., [2017; |/ Ammar et al.,[2012), the trajectories are mapped manually from the source
domain and the target domain to a common latent space. The distance between latent states can
then be calculated to find the correspondence of the states from the different domains. (ii) Learned
inter-domain mapping: In (Taylor et al.| 2008 |[Zhang et al., 2021} You et al., [2022} |Gui et al.| 2023}
Zhu et al.,2024), the inter-domain mapping is mainly learned by enforcing dynamics alignment (or
termed dynamics cycle consistency in (Zhang et al.,[2021])). Additional properties have also been
incorporated as auxiliary loss functions in learning the inter-domain mapping, including domain
cycle consistency (Zhang et al.| 2021), effect cycle consistency (Zhu et al.,2024), maximizing mutual
information between states and embeddings (You et al.l 2022) However, the existing approaches all
presume that the domains are sufficiently similar and do not have any performance guarantees. By
contrast, we propose a reliable CDRL method that can achieve transfer regardless of source-domain
model quality or domain similarity with guarantees.

CDRL across domains with identical state and action spaces. Various methods have been proposed
for the case where source and target domains share the same state and action spaces but are subject
to dynamics mismatch. Existing methods include (i) using the samples from both source and target
domains jointly for learning (Eysenbach et al., 2021} |Liu et al., 2022; [ Xu et al., [2023} [Lyu et al.|
2024), (ii) explicit characterization of domain similarity (Behboudian et al.,|2022} |Sreenivasan et al.|
2023)), and (iii) using both Q-functions for Q-learning updates (Wang et al.,|2020). However, given
the assumption on identical state-action spaces, they are not readily applicable to our CDRL setting.

3 PRELIMINARIES

In this section, we provide the problem statement and basic building blocks of CDRL as well as
the useful notation needed by subsequent sections. For a set X, we let A(X’) denote the set of
probability distributions over X'. As in typical RL, we model each environment as an infinite-horizon
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discounted Markov decision process (MDP) denoted by M := (S, A, P,r,, 1), where (i) S and A
represent the state space and action space, (i) P : S x A — A(S) denotes the transition function,
(iii) r : S x A — [0, 1] is the reward function (without loss of generality, we presume the rewards
lie in the [0, 1] interval), (iv) v € [0, 1) is the discounted factor, and (v) u € A(S x A) denotes the
initial state-action distribution. Notably, the use of an initial distribution over states and actions is a
standard setting in the literature of natural policy gradient (NPG) (Agarwal et al.l|2021a; Ding et al.,
2020; |Yuan et al.| [2022} |Agarwal et al.| [2020; Zhou et al.,2024). Given any policy 7 : S — A(A),
let 7 = (sg,a0,71,---) denote a (random) trajectory generated under 7 in M, and the expected
total discounted reward under 7 is V7 (1) := E[> oo Y7 (e, ar) |73 S0, ag ~ p]. We use Q7% (s, a)
and V7, (s) to denote the Q function and value function of a policy m. We also define the state-
action visitation distribution (also known as the occupancy measure in the MDP literature) of 7 as
d™(s,a) == (1 —7)(u(s,a) + >0 ¥'P(s; = s,a, = a; 7, ), for each (s, a).

Problem Statement of Cross-Domain RL. In typical CDRL, the knowledge transfer involves two
MDPs, namely the source-domain MDP M. := (S, Asres Pires Tsres Y, tsic) and the target-domain
MDP M,y := (Star, Atars Pars Ttars 7, utar Notably, in addition to distinct state and action spaces,
the two domains can have different reward functions, transition dynamics, and initial distributions.
We assume that the two MDPs share the same discounted factor v, which is rather mild. Moreover,
the trajectories of the two domains are completely unpaired. Let I, be the set of all stationary
Markov policies for M,,;.

The goal of the RL agent is to learn a policy 7* in the target domain such that the expected total
discounted reward is maximized, i.e., 7* := arg maxyer,, Vi, (fhar). To improve sample efficiency
via knowledge transfer (compared to learning from scratch), in CDRL, the target-domain agent
is granted access to (7c, Qsrc, Vire), Which denotes a policy and the corresponding Q and value
functions pre-trained in M ,... Notably, we make no assumption on the quality of 7y, (and hence
Tsre May not be optimal to M), despite that 7y, shall exhibit acceptable performance in practice.

In this paper, we focus on designing a reliable CDRL algorithm in that it effectively leverages a
source-domain Q function Qg for knowledge transfer to the target domain, regardless of the quality
of Q. and domain similarity.

Inter-Domain Mapping Functions. To address the discrepancy in state-action spaces in CDRL,
learning an inter-domain mapping is one common block of many CDRL algorithms. Specifically,
there are a variety of ways to construct the mapping functions, such as handcrafted functions (Ammar
& Taylor, 2012), encoders and decoders trained by cycle consistency You et al.|(2022) like cycle-GAN
(Zhu et al}|2017), neural networks trained by dynamics alignment of the MDPs (Gui et al.,2023).
Moreover, mapping functions have various candidate target spaces, such as a latent space, state or
action spaces of the target domain (i.e., from Sy, Agie t0 Star, Arr), and state or action spaces of the
source domain (i.e., from Sy, Agar t0 Sere, Asrc)-

For example, |Gui et al.| (2023)) proposed learning two mappings, G : Sgr — Ssre and Ga @ Age —
Aar, via dynamics alignment, which infers the unknown mapping between unpaired trajectories of
M. and My, by aligning one-step state transitions. However, this unsupervised approach provides
no performance guarantee and can suffer from identification issues. By contrast, we propose learning
inter-domain state and action mappings, ¢ : Sty — Syre and ¥ : A — Ay, using a cross-domain
Bellman-like loss with guarantees (Section [d). Appendix [D.T]shows a toy example where cycle
consistency fails, but the Bellman-like loss leverages target rewards to learn a better mapping.

Tabular Approximate Q—Natural Policy Gradient. Natural Policy Gradient (NPG) (Kakadel
20015 |Agarwal et al,[2019) is a classical RL algorithm. In this paper, we adopt NPG under two
assumptions to analyze CDRL: (i) Tabular setting: finite state and action spaces, with independent
parameters for each state—action pair (s, a); (ii) Approximate Q-function: the true Q™ is inaccessible
due to limited data, so we use an empirical approximation from samples. At iteration ¢, we first collect
data DY by executing 7(®)  then obtain Q) by minimizing the standard TD loss for least-squares
policy evaluation (LSPE) (Lagoudakis & Parr, [2001;|Yu & Bertsekas, [2009; |[Lazaric et al., 2012ﬂ

~ 2
ETD(Q(t); W(t)v D(t)) = E(s,a,r,s’)eD(f) |:|7" + VEa/Nﬂ(t) [Q(t) (8/7 a/)] - Q(t) (87 (l)| :| . (1)

!Throughout this paper, we use the subscripts “src” and “tar" to represent the objects in the source and target
domains, respectively.
’LSPE under linear function approximation includes the tabular case via one-hot features:
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Finally, we perform a one-step policy improvement: 7(**1)(a|s) oc 7 (a|s) exp (nQ(t)(s, a)),
where 7 is the learning rate. This update improves the policy while staying close to the original.

Notation. Throughout this paper, for any policy = and any real-valued function i : § x A — R,
we use h(s, ) and h(s,a; ) as the shorthand for B, (.|5)[R(s,a)] and h(s, a) — Eqr(.is)[h(s, )],
respectively. For any real vector z and p > 1, we let || z||,, be the £,-norm of z. For any real-valued
function f : § x A — R, we use || f|[ ;. as the shorthand for E(sﬁa)wdﬂ(t) [f(s,a)].

4 METHODOLOGY

Algorithm 1 Direct Q Transfer (DQT)
In this section, we first describe the concept of

cross-domain Bellman consistency and accord- Require: Source-domain Q function Qge, total

ingly propose the QAvatar framework in the iterations T, and 7 = (1 —7)/1/T"
tabular setting (i.e., Sy, and Ay, are finite). We Initialize 7(*) as a uniformly random policy.
then extend this framework to a practical deep for iteration ¢ = 1,--- ,T do
RL implementation. Select ¢*) and 1)(*)

Update target-domain policy as in (3).
end for ™

4.1 CROSS-DOMAIN
Return 7,

BELLMAN CONSISTENCY

BARRANE IR

~ Uniform({w(, ... 7(M}).

To motivate Source domain Q-function transfer, we present the sub-optimal gap of traditional NPG.
First, we describe the definitions of state-action distribution coverage and TD error.

Definition 1 (Coverage). Given a target-domain policy 7' in M, we say that =1 has coverage C .+
if for any policy m € 1l,,, we have ||al’TT/d7rHOO < Chri.
Assumption 1. The initial distribution is exploratory, i.e., li,,(s,a) > 0, for all s, a.

Notably, C: is finite if ||(1Z7TT/;LW||OO is finite (since ||fiar/d" ||oo < 1/(1 — 7) for all 7 by the
definition of d™), which holds under an exploratory initial distribution with i, (s,a) > 0 for all
(s, a)—a standard assumption in the NPG literature (Agarwal et al.,|2021a; Ding et al., 2020; |Yuan
et al.2022; |Agarwal et al., 2020;|Zhou et al.,|2024). Intuitively, coverage enables direct comparison
of Bellman errors between policies. We also use figr min as shorthand for ming o fiear(s, @).

Definition 2 (TD Error) For each state-action pair (s,a) and t € N, the TD error e( )(5, a) is
defined as e,(d (s,a) |Q,(;,) = Tar(8,0) = YEy oy ([5.0),07 ) (- ,)[Qm,(s a )H

Proposition 1. Under the tabular and approximate-Q settings, and Assumption([l] the average sub-optimality
of Q-NPG over T iterations is upper bounded by

T
LS B [V 0 - v (0)
t=1

lo .Aar + 1 () lo Aw + 1
% ZH@” i S % ZH O, @
—_———

(a) (b) (a) (c)
where Co := 2Cr+ /(1 — ) and C1 := 2C+ /((1 — ’y)B,u,a,, min)-

The detailed proof of Proposition[I]is provided in Appendix [B] The upper bound of the sub-optimality
gap has two parts. Term (a) characterizes Q-NPG learning and converges at O(1/+/T'), while term
(b) (or equivalently term (c)) accounts for approximation error at each iteration, which can be made
arbitrarily small with enough samples (Agarwal et al.,|[2021a). In CDRL, limited data amplifies
term (b), potentially preventing convergence to the optimal policy. To mitigate this issue, instead
of learning Q® from scratch to approximate Q”(t), we leverage a pre-trained source-domain Q-
function Qg..(¢*)(s), 1™ (a)) with inter-domain mapping ¢®* and (") to approximate Q™" . Here,
the inter-domain mappings ¢(*) and /(") are introduced to address the state—action representation
mismatch. For more specifically, we present Direct Q Transfer (DQT) method, in each iteration ¢,
DQT proceeds in two steps: (i) It first updates ¢(*) and ¥, e.g., by gradient descent on some loss
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function. (ii) The policy is updated by an NPG policy improvement step based on the pre-trained
source-domain Qg and inter-domain mappings ¢, 1)) as

7D (a|s) oc 7P (als) exp (”erc(éb(t)(s)’w(t)(a)))’ ©

where 7 is the step size. The pseudo code is in Algorithm [I] Before characterizing the convergence
behavior, we describe the cross-domain Bellman error used in Proposition

Definition 3 (Cross-Domain Bellman Error). Given a pre-trained source-domain Qg,., inter-domain
correspondences ¢,1, and target-domain policy w, for each state-action pair (s,a), the cross-
domain Bellman error is defined as €.q(s,a; 0,0, Qge, ™) = |Qm(¢(s),7j)(a)) — Tar(s,a) —

V]ESINRLU‘("57‘1)7@/’\’7"("3/) [Qs‘rz‘(¢(5/)7 1/1(0/))] ’
Proposition 2. Under the DQT method in Algorithm[I|and Assumption[l] the average sub-optimality
over T iterations is upper bounded as

() [IOg | -Atar ‘ +1

| Cow t) () ®
+ — erc(d) 7'9[} ) - Qﬂ—
VI(l—-y) T f; H‘
T
(a) (b)
10g | A | +1] | C1
< [g\/’|f(]t__'y)} + ?1 Z”ecd(Q.vrc» ¢(t)a ’l]z](t))”d_’r(t) ’ “
t=1
—_—
(a) (o)

where Co = 2Cr« /(1 — 7) and Cy := 2Cr« /(1 — 7) tsar min)-

()] <

ar®

1 .
T B [V (5) = VT
t=1

The detailed proof of Proposition 2]is in Appendix [B} The main insights are: (i) Similar to Propo-
sition [T} the upper bound has two terms. Term (a) characterizes Q-NPG learning, while the sub-
optimality gap is mainly determined by the approximation error from Qg., equivalent to the cross-
domain Bellman error (term (c)). (ii) Minimizing this error requires ¢ and 1 that reduce term (c).
Motivated by Equation (@), we define cross-domain Bellman consistency.

Definition 4 (Cross-Domain Bellman Consistency). Let § > 0. A source-domain critic Qg is said to
be §-Bellman-consistent under target domain policy 7 if there exist a pair of inter-domain mapping
(¢, 4) such that ||€.q(Qsre, &, 1) a= is no more than é.

Transferability of a Source-Domain Model. Given a source-domain critic Qy, if for any iteration ¢
there exist inter-domain mappings ¢® and /(¥ such that Qg is 6-Bellman-consistent under 7(*),
then term (c) in (4)) is bounded by C;J. Thus, the transferability of a source-domain model is captured
by 4. In the perfect transfer scenario, where source and target domains are identical and Q. is
optimal, setting ¢ and 1) as identity mappings ensures small § for all ¢, yielding a small sub-optimality
gap for sufficiently large 7.

Limitations of DQT. By Proposition (2), a limitation of DQT is that with a poorly transferable source
critic, the cross-domain Bellman error at each iteration ¢ is large, so term (c) in @]) dominates the
bound and prevents effective cross-domain transfer.

4.2 THE QAVATAR ALGORITHM

To address DQT’s limitation, we propose () Avatar, which uses a hybrid critic consisting of a weighted
combination of a learned target-domain Q function and a given source-domain Q function to enable
reliable cross-domain knowledge transfer. This design allows () Avatar to improve sample efficiency
in favorable scenarios while avoiding reliance on poorly transferable source models. Specifically,
(QAvatar comprises three major components:

¢ Inter-domain mapping: Under (QAvatar, we propose to learn the inter-domain mappings ¢ :
Star = Ssie and ¢ : Ay — Agie by minimizing the cross-domain Bellman loss as

‘CCD(va 1/1; erm Tltar Dtar) = E(s,a,rm,s’)eDm [’Ttar + 'YEa/Nmur [erc(d)(sl)v 1/1(11/))] - erc(d)(s)a 1/}(&)) |2:| )
5
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Algorithm 2 () Avatar

Require: Source-domain Q function Q.
1: Initialize the state mapping function ¢, the action mapping function v, number of on-policy samples per
iteration Ny, the target-domain policy 7(?), weight decay function o : N — [0, 1], and p = (1 —~)/1/T.
. for iterationt =1,--- ;7T do

2

3: Sample Dm = {(s,a,r,s")} of thr) on-policy samples using 7(*) in the target domain

4: Update Qr by minimizing the TD loss in (1)), i.e., thr — argming,, £1p(Qiar; 7 D[(:l)).
5: Update ¢ and v by minimizing (5)), i. e qﬁ(t) w(t) <+ arg ming, w LCD(qﬁ ; Qm, ® )y,
6 Defined weight parameter a(t) = [lcl [ o /(lec(@ue: 67,0 [0 + 1[0

7

: Update the target-domain policy by adaptmg NPG to CDRL as in (6).
8: end for
9: Return Target-domain policy th‘T )~ Uniform({zx®, ..., #(T}).

where Q. is the pre-trained source-domain Q function and Dy, = {(s, a, 7, s') } denotes a set
of target-domain samples drawn under 7. Intuitively, the loss in (5) looks for a pair of mapping
functions ¢, ¥ such that Q. aligns as much with the target-domain transitions as possible.

* Target-domain Q function: To implement the hybrid critic, () Avatar maintains a target-domain
Q function Qy,, serving as the critic of the current target-domain policy. At each iteration ¢,
Qr s obtained via policy evaluation by minimizing the TD loss L1p(Qar; Tar, Drar), Where
Dur = (8, a,r, s") are target-domain samples (Equation .

» NPG-like policy update with a weighted Q-function combination: ()Avatar leverages both Qg
and @y, for policy updates. At each iteration ¢,

7 (als) o 7 (als) - exp (n((1 = a(®) QL (5,0) + a(HQue(#(5), ¥ (@) ). (6)
where a : N — [0, 1] is a weight function (see Section[4.3).

The pseudo code of QAvataris provided in Algorithm 2]

Remark 1. In line 6 of Algorithm [T]and line 8 of Algorithm 2] DQT and QAvatar output the final
policy by selecting uniformly from all intermediate policies which is a standard procedure linking
average sub-optimality to policy performance. In experiments, the last-iterate policy suffices and
performs well.

4.3 THEORETICAL JUSTIFICATION OF (QAVATAR

In this section, we present the theoretical result of ()Avatar and thereby describe how to choose the

proper decay parameter o(-).
Definition 5 (Cross-Domain Action Value Function). For each state-action pair (s,a) and t € N,
the cross-domain action value function ) (s, a) is defined as f® (s,a) := (1 — a(t)) ,(;,)(s, a) +

a(t)Qure (6 (s), ¥ ().

We are ready to present the main theoretical result, and the detailed proof is provided in Appendix [B]

Proposition 3. (Average Sub-Optimality) Under the QAvatar in Algorithmand Assumption the average
sub-optimality over T iterations can be upper bounded as

T
2D B [V (5) - V™ (9)]
t=1

[log ‘ A[ar | +1 C ) o)
_7 o o [[FP6,0) = @™ (s, 0) -
T T;H”M”H o )]

(a) (b)

1 Amr + C o
< B4 TS (a0t @ 670 + (1 =Nl )s ®
———— t=1

(a) (c)
where Co := 20+ /(1 — ) and C1 := 2C7 /((1 = ) thear, min)-
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Notably, the term (a) in (8) reflects the learning progress of NPG, and term (c) reflects the trans-
ferability of a source-domain critic Qs and the error of policy evaluation for the target-domain
policy.

A Hyperparameter-Free Design of «(t). Based on , for each iteration ¢, term (c) can be

minimized by choosing «(t) as an indicator function, i.e., set to 1 when ||€cq(Qsre, ¢, 'l/)(t))”dﬂ,(t) <

HES)H 4=+ and 0 otherwise. In practice, estimating the two error terms is noisy, so using an
indicator can cause large fluctuations in «/(¢) and unstable training. To address this, we propose a

. t t . .
smoother variant: a(t) = ||et(d)||d,r<t)/(||ecd(Qsm, O N o + ||et(d)||d,r<t> )- Notably, this design
is hyperparameter-free and incurs minimal deployment overhead.

Key Implications of Proposition [3} (1) Effective transfer lowers the upper bound of average sub-
optimality: In an ideal case with perfect mappings ¢*, ¢* such that Lcp (6%, ¥*; Qsre, Trar, Diar) = 0
for any 7y, we obtain [|ecq(Qsre, @, ¥*)|lame = 0. Then «(t) = 1 at all ¢, making term (c) in
vanish. The bound thus reduces to term (a), which becomes negligible as 7' grows. (2) QQAvatar
avoids being trapped by low-transfer critics. For a source critic only §-Bellman-consistent with large
9, ||€ca(@sre, @5 )| 4y Temains large, so a(t) ~ 0. Consequently, term (c) reduces to the standard
TD error.

4.4 PRACTICAL IMPLEMENTATION OF (QAVATAR

We extend the Q) Avatar framework in Algorithm[2]to a practical deep RL implementation. The pseudo
code is provided in Algorithm [3/in Appendix.

* Learning the target-domain policy and the Q function. To go beyond the tabular setting, we
extend (QAvatar by connecting NPG with soft policy iteration (SPI) (Haarnoja et al.| |2018)). In
the entropy-regularized RL setting, SPI is known to be a special case of NPG (Cen et al.,2022).
Based on this connection, we choose to integrate () Avatar with soft actor-critic (SAC) (Haarnoja
et al.l 2018)), i.e., updating the target-domain critic Qy, by the critic loss of SAC and updating the
target-domain policy 7(*) by the SAC policy loss with the weighted combination of Qy, and Qs
of QAvatar.

* Learning the inter-domain mapping functions with an augmented flow model. Similar to
the tabular setting, we learn inter-domain mappings by minimizing the cross-domain Bellman
loss. In practical RL problems, state and action spaces are usually bounded, so the outputs of
¢ : Star = Sgc and ¢ : Ayr — Age must lie within feasible regions. As discussed in Section [2]
adversarial learning is commonly used to address this (Taylor et al., [2008}; [Zhang et al., 2021} Gui
et al.,[2023; Zhu et al.| 2024)), but it can lead to unstable training. Therefore, we adopt the method of
(Brahmanage et al.| 2023)), training a normalizing flow to map the outputs of the mapping functions
into the feasible regions.

5 EXPERIMENTS

5.1 SETUP

Benchmark CDRL Methods. We compare (QAvatar with recent CDRL benchmarks under different
state-action spaces, including Cross-Morphology-Domain Policy Adaptation (CMD) (Gui et al., [2023)),
Cross-domain Adaptive Transfer (CAT) (You et al.| 2022), and Policy Adaptation by Representation
mismatch (PAR) (Lyu et al.}|2024). For a fair comparison, all methods use the same source-domain
models, including policy and corresponding Q-networks, pre-trained with SAC. We also evaluate
both PPO-based CAT, the original version in (You et al.,|2022), and SAC-based CAT. Notably, CMD
is an enhanced version of (Zhang et al.| 2021)) that integrates dynamics cycle consistency to learn
state-action correspondences.

To demonstrate sample efficiency, we also compare () Avatar with standard SAC (Haarnoja et al.}
2018), which learns from scratch in the target domain, and with direct fine-tuning (FT) of the
source models (Ha et al.,[2024), equivalent to SAC with source feature initialization. Both serve as
competitive baselines. Hyperparameters are provided in Appendix [F]

Evaluation Environments.
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* Locomotion: We use the standard MuJoCo environments, including Hopper-v3, HalfCheetah-v3
and Ant-v3, as the source domains and follow the same procedure as in (Zhang et al., [2021; Xu
et al| [2023)) to modify them for the target domains. The detailed morphologies are in Appendix [F|

* Robot arm manipulation: We leverage Robosuite, a popular package for robot learning released
by (Zhu et al.| [2020) and evaluate our algorithm on door opening and table wiping. For each task,
we use the Panda robot arm as the source domain and set the UR5e robot arm as the target domain.

* Goal Navigation: A natural transfer scenario occurs when the source and target domains share
the same goal but differ in robot type. We use the Safety-Gym benchmark (Ray et al.|[2019) and
evaluate transfer from Car to Doggo, keeping the goal unchanged, specifically using CarGoalO as
the source and DoggoGoal0 as the target domain.

The dimensions of the state and action spaces of all the source-target pairs are in Table [3]in Appendix
All the results reported below are averaged over 5 random seeds.
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Figure 1: Training curves of QAvatar and benchmark methods: (a)-(b) Locomotion tasks; (d)-(e)
Robot arm manipulation tasks in Robosuite; (f) Navigation task from CarGoalO to DoggoGoalO.

5.2 EXPERIMENTAL RESULTS

Does (QAvatar improve data efficiency?

Learning curves: As shown by Figure[T] we observe that Q Avatar achieves improved data efficiency
via cross-domain transfer than SAC throughout the training process in all the tasks, despite that these
tasks have rather different dimensions as shown in Table 3

CAT-SAC achieves moderate results on MuJoCo but transfers slowly to other tasks, as CAT-like
methods lack guarantees and depend on parameter-based transfer, i.e., weighted combinations of
source and target policy layers. Such methods assume shared feature representations (Zhuang et al.,
2020), which often fails when domains differ. FT improves data efficiency over SAC on MuJoCo but
learns slowly in Robosuite due to dissimilar state—action representations from different robot arms.
CMD generally performs poorly and can be unstable (e.g., in Ant) owing to its adversarial mapping
module. We attribute CMD’s weakness to its unsupervised design, which ignores target-domain
rewards.

Time to threshold: We provide Table|I|to mark the time to threshold. It shows that () Avatar requires
only about 44% of the environment steps to achieve the threshold than SAC does in the best case.

Aggregated performance: To ensure a reliable comparison, we follow the guidelines of (Agarwal
et al., 2021b) and calculate the interquartile mean (IQM) using rliable, which enables evaluation at an
aggregated level. Figure 2] shows that () Avatarindeed achieves significantly better performance than
all baselines.

QM
. QAvatar
Table 1: Time to threshold of () Avatar and SAC. CAT-SAC |
SAC
- CAT n
Environment Threshold QAvatar SAC  QAvatar / SAC CMD ®
HalfCheetah 6000 126K 176K 0.71 PR e
Ant 1600 206K 346K 0.59 555050075
Door Opening 90 48K 98K 0.49 Human Normaiized Score
Table Wiping 45 72K 98K 0.73
Navigation 20 218K 490K 0.44

Figure 2: Aggregated IQMs (with 95%
stratified bootstrap CIs) across tasks.
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How does QQAvatar perform under strong positive and negative transfer? We consider a task
where the source domain is standard ’ Ant-v3’ and the target changes the goal to move backward, with
all else unchanged. Here, Q. and @y, are adversarial due to opposite goals. We evaluate QAvatar in
two scenarios: (a) Learning state/action mapping: strong transferability exists, as Ant is symmetric
along the front-back axis, allowing a perfect mapping. (b) Fixing mapping as identity: a strong
negative transfer case, since Q. provides adversarial reward signals. As shown in Figure 3] Q Avatar
captures both positive transfer (high «/(t)) and negative transfer (low «(t)), demonstrating that «(t)
reflects transferability.

Performance of ()Avatar with a low-quality source domain: We evaluate this scenario in the
Cheetah environment (Section [5.I)) using a low-quality source model with a total return of 1000 (vs.
~7000 for the expert). Figure ustrates the learning process and a(t) of QAvatar. Results show
that when the source model is of low quality, a(t) decreases to a small value by the end of training,

mitigating the effect of negative transfer.
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Figure 3: The training curve and the values of Figure 4: The training curve and the values
a(t) for QQ Avatar under strongly positive and of a(t) in the Cheetah environment with a
strongly negative transfer scenarios. low-quality source model.

Does (QAvatar still perform reliably well when the source and target with two unrelated transfer
scenario? We evaluate transfer from original Hopper-v3 in MuJoCo to the table-wiping task in
Robosuite. The configurations of these environments are provided in Section[5.1} Figure [ shows
that even when the source and target domains share no structural similarity, () Avatar still performs
reliably and does not suffer from negative transfer.

How () Avatar perform on non-stationary environment? We use the Ant environment and introduce
stochasticity by adding A/ (0,0.1) noise to rewards and N (0, 0.05) to actions, following (Tessler
et al.l [2019). As shown in Figure [/} despite stochastic rewards and transitions, the inter-domain
mapping is effectively learned, enabling positive transfer and faster learning in the target domain.

Extension: QQAvatar with more than one source model. QQAvatar can be readily extended for
transfer from multiple source model. Similar to the idea of one source critic transfer, the weight

a;(t) for the i-th source critic Qge,;, a;(t) = (1/||€Cd(erc7i,¢Et),’lz}gt))”d,"(f,))/(l/Het(j)Hdw(t) +
Zj.vzl 1/||€ca(Qsre. 5 ¢Z(-t), wft))” 4= ). Consider a two-source to one-target transfer scenario: (i)
Source domain 1 (denoted by “src1") is Ant-v3 with the both front legs disabled; (ii) Source domain 2
(denoted by “src2") is Ant-v3 with the both back legs disabled. (iii) Target domain (denoted by “tar")

is the original Ant-v3 with no modifications. Figure [8|shows () Avatarin multi-source cross-domain
transfer can achieve higher transferability by leveraging the knowledge from two source domains.

6 CONCLUDING REMARKS

We propose cross-domain Bellman consistency as a measure of source-model transferability, and
introduce QAvatar, the first CDRL method that reliably handles distinct state-action representations
with performance guarantees. Using a hybrid critic and a hyperparameter-free weighting scheme,
(QAvatar achieves robust knowledge transfer even with weak source models. Experiments confirm
its effectiveness for cross-domain RL. A limitation of our formulation is the assumption that target-
domain data collection is costlier than training compute. Since () Avatar takes about twice the training
time of SAC due to inter-domain mappings and the flow model, further acceleration would be needed
when training efficiency is critical.
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ETHICS STATEMENT

We conduct our research entirely in simulated environments, using no human participants or sensitive
data. This work fully complies with the code of ethics.

REPRODUCIBILITY STATEMENT

The code for our experiments is provided in the supplementary material, along with a README
file detailing the commands required to run the experiments. Furthermore, a comprehensive list of
package dependencies is included to facilitate the recreation of the experimental environment.

USE OF LARGE LANGUAGE MODELS (LLMS)

Large language models (LLMs) were applied exclusively for linguistic refinement of the manuscript.
No assistance was sought from LLMs in developing methods, performing experiments, or interpreting
results.
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APPENDICES

A SUPPORTING LEMMAS

Lemma 1 (Performance difference lemma). For any two policies © and 7/, we have

V™ () = V™ (p) = [A™ (s, a)],

1— v Es7a~d"’,

where A™(s,a) := Q™ (s,a) — V7 (s) is the advantage function.

Proof. This can be directly obtained from Lemma 6.1 in (Kakade & Langford, [2002). O

Lemma 2 ((Agarwal et al., [2019), Chapter 4). Let T = (sg, ag, S1, a1, - ) denote the (random)
trajectory generated under a policy w in an infinite-horizon MDP M. For any function f : S x A —
R, we have

E, |:Z ’ytf(sh at)] = ﬁ]}z(s,a)'\‘d" [f(sa a)] : ©)]
t=0

Lemma 3 (Importance Ratio). Given a fixed policy 7 and a fixed state-action pair (s, a), let pi(s, a)
denote the probability of reaching (s, a) under an initial distribution d™ and policy 7 after k time
steps. Then, for any k € N, we have

pi(s,a) 1
& (s,a) ~ (- (s a)

(10)

Proof. To begin with, recall the definition of d™ as

d™(s,a) := (1 —7) (u(sya) +) A P(si=s,0, = a;mu)) = 'P(st = s,a0 = a;m, ).
t=1

t=0
(11)
Let Spext,k and anext,;; denote the state and action after & time steps. Then, we can write down py(s, a):
Pk(Saa) = Z P(snexl,k = S, Qpext,k = a‘slva/;ﬂ)dﬂ(slaa/) (12)
(s',a’)ES x A
oo
= Z P(snex[,k = S, Unext,k = a‘slva/; 7T) : (1 - ’7) . Z’yt IP)(St = S/a ay = a/; ﬂ—vﬂ’)
(s,a’)€ES x A t=0
(13)

oo
= (1 - /V) Z’Vt Z ]P(snext,k = S, Qpext,k = @ 5/704/; 71—7:“) ’ ]P(st = Slvat = CL/; T, ,U)

(14)
=(1-7) nyt P(sitr = S, Qryr = a3, ). (15)
t=0
Then, we have
Pr(5,0) _ (1=9) 55207 Plsten = 85ar4s = 0y, ) 6
dﬂ—(sv (l) (1 - PY) Z:io Vt ]P)(St =S,at = a;m, :u)
_ Zfio VEP(Stk = S, Gpyn = a3 70, f1) (17)
Zzo ’yt ]P)(St = S,ar = a;Tr7/J“)
0t
< e (19)
Zt:o Y P(St = 5§7T7,u)
1 1
= (19)

L=y S0V P(se = sim,p)’

14
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where (18) holds by P(s;4% = s, a4 = a;m, 1) < 1 and (19) holds by taking the sum of an infinite
geometrlc sequence. By the fact that YooV P(sy =s,a0 = a;m, ) = p(s,a) + > o YV P(se =
s,a; = a; T, 1), we have

1 1 1 1
L=y YoV P(si=s,ar=a;mp) 1= pls,a) + 32,7 Plse = s,a0 = a;m, pu)
(20)
1
< 2D
(1 =7)u(s,a)
where holds by >~ 7' P(sy = s,a; = a;m, 1) > 0. O

Lemmad. Let v : S x A — R and ©") denote any tabular function used in the policy update and
the policy at iteration t. That is,

7 (a | s) o 7 (a | s)exp (T}V(t)(s, a)).

Then, we assume that ||V ||« < 1/(1 —7) and setting learning rate 1 = (1 —~)~/1/T and optimal
policy m*, we have

T
VT [log | Ay | + 1]
E . —(t) < tar
tz:; (s,a)~d |:V (870’):| = 1—~

Proof. Let ") (s,a) := v®)(s,a) —v® (s,7(*)(s)). According to the policy update rule, at iteration
t, the policy 7(**1) for the next iteration is updated by the formula:

- X mW(a | s)exp (D (s,a) X, 7 (a’ | s)exp (7O (s,a"))

Let Z, :== Y., 7 (a' | s) exp (n7¥) (s, a’)). By multiplying both sides of by Z;, taking the
logarithm, and then taking the expectation on both sides w.r.t (s, a) ~ d™ , we obtain

w(t“)(a PE 7 (a | s)exp (nz/(t)(s, a)) 7" (a | s)exp (nﬂ(t)(s,a)) 22)

E(s 0)ndr® [nﬂ(t)(s,a)] =E(5,0)ndr {log Zp + logﬂ(tﬂ)(a | s) —log W(t)(a \ s)] . (23)

Next, we bound the term log Z;. Note that n(!)(s,a) < /1/T < 1 and the fact that exp(z) <
14 2 + 22 forany = < 1, we have

log Z; = log (Z 7 (a' | 5)exp (nﬂ(t) (s,a’))) (24)
a’eA
< log ( (a' | s) |:1 + (1717(75) (S,a/)) + (ny(t) (s, )>2:|> (25)
a’€ A
(1 ) 26)
2
27
Sa- 7

where is because > 4 7 (a’ | ) P (s,a’) = 0 and [[vP o < 1/(1 =), (27) is follow
the fact that log(1 + ) < « for any 2 > 0. Then, we have

2
Eayea [170(5,0)| < B ayoae [1ogw<t+1><a |5)—log " (a | 5) + (1"7)} @)
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By taking the summation over iterations on both sides of (28), we have

T
Z E(s,a)wd* {77’7(75) (57 a)j|
t=1

Tn?

ST

Using the fact that log(7(a | s)) < 0and 7V (a | s) = lA—lm‘, we have

+ Efeayear 10877 (] 5) ~lognD(a] 5)] -

T

B Tn log | Agr |
EsaN e [V(t)(saa)} S + .
; (s (1—7)? 0

By setting n = (1 — v)+/1/T, we have

T

Tl 1
ZE(S,G)NdTr* [ﬂ(t)(s’ a)} < \/> [ 0% |~'4;1r | + ]
t=1

O

Lemma 5. Ler v® : S x A — R and 7 denote value function used in the policy update and the
policy at iteration t. That is,

70 (a ] s) o 71 (a | s)exp (9 (s,0)). (29)

Then, by assuming that ||| o < 1/(1 — ) and setting the learning rate n = (1 — v)+/1/T and
optimal policy 7, we have

1 & . *
7O By, [V (5) = V™ (5)]

t=1

log | Awr | +1]  2C,~ a (o)
7 2 B aymdr® (s,a) — Q™" (s.a)
VT(1—7) N e ( d H H

Proof.

T )
V (,utar) - V (,Utar)

1 ®

= T Feara A (s,0)] (30)
1 I _ o)

= EE(S a)~dr" i (t) (57 CL) - V(t) (Sa a) + A t (Sv CL):| (3D
1 r 1

- - () - L p® m

=1 ’YE(S iy |7 (s,a)} + T ’YIE(S a)~dr [ v'(s,a) + A ( ,a)] (32)
1 r 1

- . | p® - o =€ ml
< 1_7E(s,a)~dgr v (s,a)} + T E(s,0)~dr H (s,a)+ A ( a) }, (33)

where (30) holds by the performance difference lemma (cf. Lemmam) Eﬂi is obtained by adding
vt(s,a) — vt(s,a), (32) is obtained by rearranging the terms in (31)), and (33) holds by = < |z, for

all z € R. By the fact that || d‘im looc < C, we have

1

1 ¢
—(t =(t ™
EE(S,Q)NEI”* |:Z/( )(57 a):| + mEs,awd”* |: ‘_V( )(57 a) + A (57 CL)‘ :|
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Recall the definitions that 7(*) (s, a) := v®)(s,a) — v® (5,7 (s)) and Afr(”( a) = = Q" (s,a) —
me (5,7 (s)). Then, we have
E(s,a)Nd«(ﬂ Hlj(t)(s’a) 7A,r(t)(5’a))H
B amars [|(5:0) - ”<S 70() - Q" (5,0) + Q" (5. 70(s))||  Go)
< Epapnart [#00) =@ (00)] 4 07 500 O a)]| @7

where (37)) holds by the fact that |z +y| < |x|+|y| for any z,y € R. Then, by linearity of expectation,
we obtain

Efy opear® Hl/(t)(s, a) — Q™" (s, a)‘ + ’Q“m (5,7 (s)) — D (s, ﬂ'(t)(s))H
2 )
=B pymar® HV“)(&@) - Q" (s, G)H +E, o HQ (5,7 (s5)) — u(t)(s,w(t)(s))u
(38)
o
= ]E(&a)wd,,(t) 2 Hu(t)(s, a) — Q" (s, a)H (39)

where (39) holds by Jensen’s inequality. Then, by substituting the result from (39) back into (34), we
have
B 7 (s,0)] + ——C - E —0(s,a) + A™" (s, a) (40)
1 —’}/ (s,a)~d7"* 14 S, a 1 _,y s,awd“(t) 14 S,a S, a
2C
1 E(s a)~d™™* [y(t)(37a)} + m :

Next, summing over all iterations and combining with Lemma] we have

Efy e [P0 =@ (s0)|] @)

1 I . ®
fz]gwm [V” (s)— V™" (s )]
t=1

O

Recall that for any policy 7, we use d” to denote the discounted state-action visitation distribution
under policy 7 in the target domain.

Lemma 6. Under Algorithm[2} for any t € N, we have
o)
Y [
1 ® : ® p® 0
N Ty r— [(1 ~ A g nar® [ u (5, “)] BB ) gror | Ceals: 85 Qure, 670,470, )”
(43)
Proof. Recall the definition of £ := (1 — a(t))QY (s, a) + a(t)Que(¢® (s),® (a)), we have
7 ®
E(y pyea ||/ 50) = Q7 (5,0
=E 1—a(t)QW ' ® (s),p®(a)) — Q™" 44
(s,a)~d® ( a(t))Qur (8, 0) + a(t)Quc (8" (5), ¥V (a)) — Q™ (s, a) (44)

=E symar® H (1—a®)( D (s,0) = ra(s, a) + ra(s, a))
(45)

a(t) (erc(¢(t)(5), ¢(t)(a)) — rar(8, @) + Tear (S, a)) — Q”m (s, a)H

17



Under review as a conference paper at ICLR 2026

= E(s,a)r\ad"(w H (1 - a(t))( (t)(s a) - Ttar(s CL) + T[ar(s CL) 7Es'~Ri.,(<|s,a) [Qt(atr)(s/a a/)]

a/ ~r M (s

+ PYES,NP&ur(‘|S,a) [Qt(a?(s/’ a/)]) + Oé(t) (QSIC(¢(t) (S), ¢(t)(a)) - rlar(sa a) + Ttar(sy a)

a’ ~r) (-1s")

- ’YES'NPWHS,(I) [QSfC(¢(t) (8,)’ w(t) (a/))] + ’YES’NPM,(-\S,a) [QSTC(¢(t) (S/)v ¢(t) (G/))})

a/N‘n'(t)(-ls/) CLINTr(t)(~|S/)
(D
00|
(46)
= IE:(s,a)~d"(t) |:' (]‘ - a(t))( t(zfr)(sa a’) - Tlar(sv a) - ’yES/NRa,(~‘S,a) [Qt(atr) (8/7 a,)])
a'wfr(t)(<|s’)
(1) (Quel@(5), (@) = Tarl(5, @) = 1Bty (f0.0) Qa6 (), 0 ())])
a/~7r(t)(<|sl) (47)
@t 7 ) (ot ) (1
+ (1 - a(t))’yEs'NPm(-\s,a) [Qtar (S ) @ )] + a(t)FyEsle,ﬂrHs,a) [QSTC(¢ (8 )7 ’(/J (CL ))]
a'wﬂ(t)(»|s') a'~7r(t)(~|s/)

o)
“I‘Ttar(sua) -Q (870,)

|

- ]E(Saa)Ndﬂ(t) |:' (1 a Oé(t)) ( t(atr)(s’ a) o Ttar(s’ a) - VES'NP[ar('\S,a) [Qt(zfr) (S/’ a/)])
(,l/NTF(t)('|SI)

O[(t) (erc(¢(t) (8)7 u)(t) (a)) - 7ﬂtar(s, a) - VES/NRM(-‘S,O,) [erc(¢(t) (8/)> w(t) (a’l))]) (48)
o/ o) (]57)
+ ’YES’NPW(‘IS,a) [f(t)(slv a/)} + (s, a) - Qﬂm (s,a) ] )

a'N‘n'(t)(-|s/)

where we obtain by adding the dummy terms (1 — a(t))( — rw(s,a) + raf(s,a))

and a(t)( — ru(s,a) + rw(s,a)) to the inner part of (44), is obtained by

adding (1 — a(t))( = By wp, (s [Qu (8, @) + 1By op, (1 [QL (57, @)]) and a(t)( —
a'~7r(t)(~|s') a'wﬂ(t)(»|s')

nyS ~ P (+ |sa erc(¢( ( ) q/)(t)(a’))] +7E3’~Pm,(»|s,a)[er0(¢(t)(5/)vw(t)(a/))]) to the inner part

rLNﬂ' t) an(t)(|e)
holds by rearrangmg the terms in (46), and (48 . holds by the definition of f(*). Then, by
addlng ’YES”NPM, (-]s,a) [Qﬂ '(s",a")] — AE g ~Par(-]5,0) [Q™" (s”,a")] to the inner part of (48), we

a”w'rr(t)(<|s”) a’ Nﬂ_(t)( |9//)
can rewrite (48) as

E(s,a)wd”(t) H (1 - a<t)) ( t(;r) (87 a) - Ttar(sa a) - nySINRM("Sﬂl) [Qt(atr) (Sla (L,>])
a'~7r(t)(~|s')
a(t) (erc(¢(t) <3>7 1/J(t) (a)) - Ttar(sa a) - ’V]Es’NPw,(.\s,a) [erc(d)(t) (S/), "/)(t) (a'/))])

a'~ﬂ(t)(~|s')

m( 2 (49)

+ ’YES/NRar('IS,a) [f(t)(slv a/)] + rar(s,a) — Q7
o/~ (]s")

o) o)
+ VES,,NP[I“.(-|S7G‘) [Q (SN )] ’YES“NRM( ‘S a) [Q ( " a”)]

o~ ([ o~ (-]

|
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>~ E(sﬁ),\,dﬂ(ﬁ) |:‘ (1 - Oé(t)) (Qt(dtr) (8, CL) - rtar(87 a) ’yEs ~Pu(+]s,a) [Qt(atr) (S/a a/)]) ‘

a NTr(t)( Is")

+ |a(t) (Que(89(), 0 (@) = Tr(5,0) = Bty (12,0 [Qure (35, 0 (@) )|
a ~r® ()8
) (o o ® o (50)
Py (o 05 0)] + (s, @) = Q7 (5,0)
a'~m® (-]s")
x® x®
+ /V]Eb”NP[a, -|s,a) [Q ( " CLN)] - ’yEs/'NRa,(~\s,a) [Q (Sua a”)] :|
a’ ~7r(t)( [s"") a/ o (]s")
(t) ot 7
= E(s,a)fvd”(t) 1 - a Qtar - T[ar(& a’) - 'VES/NPWHS,(I)[ tar (8 ) @ )]
a'~7r(t)(-|s')
(t)(s a)
a(t) | (Quel6D(), 89 (@)) = rirls, @) = Tyt oy [@re (67 (), 00 (@))]) |
a//NT((t)("S/)
_'ecd(s a'erc7¢(t) ¢(t) 77(t)) (51)
’V]Es "~ Pu(-]8,a) [f( )( )] VES"NP[“ (+|s,a) [Qﬂ- ( " a//)]
a Nﬂ'(t)( |s") (t)( [s")
o, o)
+ |rar(s,a) — Q™ (s, a) +VE5”~PW( Is,a) (@ U(s” @'/)]w
a’’~r®(|s")
=0
= E(s7a)~d”(t) [(1 - O‘(t))et(s) (s,a) + a(t)ec(s, a; Qse, ¢(t)’ 1/)(t)7 W(t))
(52)

e
+7E5 NRar |Sll) Hf( S a)_Q (Sl7al)i|‘|
(t)( IS//

where (50) holds by triangle inequality, (51) holds by the facts that 0 < a t)

1 and 0 < 1 — a(t) < 1, (52) holds by coupling (s',a’) and (s”,a”) and
)
)

applying Bellman expectation equation as well as the definitions that et(j)( a

|Qt(zfr)(87a) - rtar(87a) - IVES/NPWHS,(J)[Qt(zfr)(slaa/)H and 6Cd(s a; er07¢(t) ¢(t) ")
a/N‘ﬂ'(t)('lSl)
|Quc(6(s), ¥ (a)) = Ta(5,0) = VEg oy (fs.0) [@sc(9(s), ¥ (a))]|. By recursively ap-

'~ (s

plying the procedure from ( to ( to f(t (s',a') — Qﬁm(S,’a/)
E(y oy | (/0 (5,0) _Qﬂm (S,a)) } as follows:

, we obtain a bound on

E s ayman® Hf() s,a) — Q™" (s, )H

< E(s,a)wd“(t) “ (1 - O‘(t))et(g)(‘g) a) + a(t)ec(s, a; Qsre, ¢( ¢ (t))
(53)

e
+ VES’NP[MHS,a) {’f(t)(slval) - Q (sl7a/)‘:| "|

o/~ (]s)
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(1 - a(t))eg)(s,a) + a(t)ea(s, a; erc,¢( 1/) (t))

< E(S’G)Nd,rm [

+ ’yES/NPwr('|S,a) l:(l - a(t)) t(d)(s a ) + a(t)60d<s/’ a/5 Qsre; ¢(t)’ w(t)v 7T(t)) 54

a’ ~() (-1s")

+ ,YESNNP[M(-‘S,,(I,) |:’f(f) (SN, a//) _ Qﬂ(t) (S//7 a//)’:|:| H
a”NTF(t)("S//)

S E( gy U (1 - a(t) ey (s, 0) + a(t)eca(s, 3 Quer 60, 0, 70

S

(1 - V)Mtar,min

+92(1 = a(t)elf (5. @) + 2t eca(s, 4 Que, 61, O, 70) + ) \]
1

- (]- - '7)2/~Ltar,min
1

N (1 - ’Y)Z,UJtar,min

(71 = a®) e (5, @) + ya(D)ecas, a3 Que, 91, v, 70) (55)

E oy || (1= a)ed (5,0) + alt)eca(s, a3 Quer O, 0, 70| (56)
[(1 —a®)E 4 g |€ [ WG, a)} +a@E ) gn® [ecd(s,a;erC,¢(t),¢(t),7r(t))H

(57

where (54) holds by applying the procedure from to 2)to £ (s a’) — Q”m( a'), i holds
by applying the procedure from (FE[) to (]3_7[) to all the subsequent t1me steps and using importance
sampling with the importance ratio bound in Lemma B]and then using the same dummy variables
(s, a) for all the subsequent state-action pairs, (57) holds by taking the sum of an infinite geometric
sequence. O

B PROOFS OF THE PROPOSITIONS

We first present the proof of Proposition[3]in Appendix [B-T]and then establish Proposition[2]and [T]by
a similar argument in Appendix [B.2]

B.1 PROOF OF PROPOSITION[3]

Proposition 3. (Average Sub-Optimality) Under the QAvatar in Algorithmand Assumption the average
sub-optimality over T iterations can be upper bounded as

T
Z e [V () = V™ (9)]

T
[log ‘ Auar | +1 Co t) ()
<ol Aultl] Cosng (11060 - @ (s0) ™
VFa— T 2 Eearar [If |
\ﬂ_/
(a) (b)
1 Awr | + C
M + 83 () leea(@uer 62 0 oo + (1 = a0 ). ®

B \/T(l B T t=1
_,_/
(a) ()

where Co := 20+ /(1 — ) and C1 := 2C /((1 = ) thear, min)-
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Proof. Using Lemmal and setting v = f() we have

T;&w$ﬁm W(ﬂ

()

log | Aw|+1] | 2C 1 ¢ "
< [Ojf(ltjw) ]+ 1—7TZE(sa~df‘” Hf( (5,0)-@Q ()(S’G)H Y

This establishes the first inequality. Furthermore, recall the definitions of efj)(s,a) and
Ecd(sua;erm(b P, )
e(t) = ‘Qlar — Tar (S, a) - ’YES,NPu\r(‘ls,(L) [Qt(:fr)(sla a/)} )

a’ ~r (s

6Cd(sa a; erca ¢a 7/13 ﬂ—) = |QSYC(¢(S)7 1/)(a)) - Ttﬂr(sa a) - VES/NRM(‘|S,{1),U/N7l'('|8/) [QSYC(¢(SI)7 1/’(@/))] |

(59)

(60)
We also define the weighted ¢; norm under state-action distribution induced by any policy 7 as
Hﬁt(;)Hd’* = IE(s,a)~d7r [efj)(s, a)}, (61)
leca (@ues 67, lar 1= Bs 0y [ a5, @5 Ques 60,0, )] (62)
For the second inequality, by Lemma|6] we have
T
]. * ﬂ_(f)
7D B [V (5) =V (9)]
t=1
log | Aw|+1] & 2C 1 H H
< ! 63
VI(L—) +1—7T§: s [|F0(5:0) = Q7 (5. ) (®3)
T
[log | Aar | +1] [ ©) p® }
< — (1- rcs ¢
Ty T T 2 [~ SO o+ a0 Q68
(64)
This completes the proof of Proposition Additionally, by choosing «(t) =
<Ol
P ©) (as discussed in Section4), we have
lleca(Que, NNty +llew’ Il o)
1 « - _®
T Eeu [V () =V (9)]
2 [osA) | 4VI0 1§~ Beea@o 000Dl s s 5
B (1 - 7)2 T (1 - 'Y)BNtar,min T t=1 HEcd(erm ¢(t)»w(t))||dw(t) + ||E'c(j)“d7r(t>
O

B.2 PROOF OF PROPOSITION[Z]

Proposition 2. Under the DQT method in Algorithm|[I|and Assumption[l] the average sub-optimality
over T iterations is upper bounded as

T T

1 o (®) [log | Arar ‘ + ” Co § ) (1) ®
_ E ESN |V VT < —— sre ’ - Q"
T p Htar |: ( ) ( ) \/T(l _ ’7) + T P} H)Q <¢ ,(/J ) Q
——

(a) (b)

dTr(t)

< [log| Arar | + 1]
T VT(1-7)
—_—————
(a) ()
where Co 1= 2C,+ /(1 — ) and Oy := 2C+ /(1 — )2 thsar. min)-

C T
+ 7 D lec(Qures 30 0| e, (4)
t=1
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Proof. Notably, since the Proposition2]is a special case of Proposition[3] we can simply follow all the
steps taken for Propositionand set a(t) = 1 for all ¢ to establish Proposition More specifically,

we can replace f(*) (s, a) with Qg (¢ (5),4® (a)). Accordingly, under o(t) = 1 for all ¢, Lemma
[6]can be simply rewritten as

E o.aymdr® Herc(Qb(t)(S),?/J(t)(a)) —-Q"

1
S (1 ’Y)QM - ]E(S a)Ndﬂ'<t> |:€Cd(s7 a; QSI‘C) d)(t)a w(t)7 7T(t)>i| . (67)
- tar,min ’

Similarly, Lemma|§] can be be rewritten as

T
7 B [V () - V75
t=1

(t)

(s.a) (66)

T

[log| Awr | +1] = 2C«
< —
VT(1-7) 1=9T =
From the combination of the two results,

E (e || Qa0 (), 90 0) = @7 (s,0)|
1

a T
1 . ® [log | Agr | + 1] 20 ©
T ESN tar VTi(s)=VT" s)| < € srcs 5 (t) -
7 3 B[V = V9] < SR 4 e Dl @) o
(69)
O

B.3 PROOF OF PROPOSITION[I]

Proposition 1. Under the tabular and approximate-Q settings, and Assumption the average sub-optimality
of Q-NPG over T iterations is upper bounded by

% ET:}EMW V() = v (s)]

t=1
T T
[10g|Amr|+1] Co (t) e} [10g\Amr|+1] 4 ©
o] Go o grof| < lesldel st Gy g
T(1— ) T;\Qf Mo = Sga eyt T 2l e, @
~—

(a) (b) (a) ()
where Co := 2Cx~ /(1 — ) and C1 := 2Cx /(1 — %) ttsas; min)-

Proof. Notably, since the Proposition|[I]is a special case of Proposition[3] we can simply follow all the
steps taken for Proposition [3|and set «(¢) = 0 for all ¢ to establish Proposition More specifically,

we can replace f(*)(s,a) with Qt(atr)(s, a). Accordingly, under a(t) = 0 for all ¢, Lemma|6|can be
simply rewritten as

E o aymdr® HQt(atr)(s7G’) —Qm" (s, a)H (69)
1

P
- (1 - 7)2Mtar,min
Similarly, LemmaE] can be be rewritten as

T
% Z ]ESN)U‘II“‘ |:V7r* (s) _ VTr(t) (3):|
t=1

E (o ay~ar® (s, a)]. (70)

T

D Bl aya® HQSR(S, a) - Q" (s, a)H
t=1

< [log | Awr | + 1] 2C = l
VT(1—v)  1=-7T
From the combination of the two results,
a T
! - ® log | Awar | + 1] 20,
T ES”‘“{W ) =Vv* S}S + el - (71
e (e B e DOLTEE

O
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B.4 SAMPLE COMPLEXITY BOUND

To convert the convergence result in Proposition [3]into sample complexity guarantees, we adopt the
standard technique of the least squares generalization bound for sequential function estimation (Agar

wal et al.,[2019; [Song et al.|[2023)) as follows.

Lemma 7 (Least squares generalization bound, Lemma 3 in (Song et al [2023)). Consider a
sequential function estimation setting with an instance space X and target space ). Let R > 0, § €
(0,1). Let H : X — [—R, R] be a class of real-valued functions. Let D = {(x1,y1), ..., (@rp,ynm)}
be a dataset of M points where T, ~ pm = pm(T1.m—1,Y1:m—1), and yp, is sampled via the
conditional probability p(-|zm): Ym ~ D(-|Tm) := R*(2m) + Em. Suppose the following conditions
hold:

1. h* satisfies approximate realizability, i.e., infj,cy ﬁ Zﬁf:l Eznp,, [(h* (z) — h(x))Q] < K.

2. {em }M_, are independent random variables such that B[y, |v,] = h* (x,,).

3. max, |ym| < R and max, |h*(z)| < R.

Then, the least-squares solution h := arg minpecy Zn]\le (W) — ym)? satisfies that with proba-
bility at least 1 — 9,

M
N 2|H
3" Eowp,[(h(x) — h*(2))?] < 36M + 256R° log(%). (72)
m=1
We define
() _ 2
Ktar ‘= Q(ltI)lég E(S,a)mdﬂ(t) |:‘7"lar(57 (l) + IVES’NRM,LL’N#M [Q(t)(s/a a/)] - Q(t)(sv a)| } ) (73)

where Q denotes a (finite) class of possible action-value functions. For ease of exposition, we suppose
/{t(;r) < Ktar,max. for all ¢. Note that this can be achieved since K max can be configured by choosing
the function class Q. We also let F denote the product of the (finite) classes of possible inter-domain
mappings ¢ and 1.

Definition 6 (Cross-Domain Realizability). A source-domain critic Q. is said to satisfy the cross-
domain realizability under a target-domain policy T if there exists a pair of inter-domain mappings

(¢,9) in F such that | eca(Qsre, §,%)|lax = 0.

Corollary 1. Consider the setting of Proposition|3|and assume a source-domain critic with cross-
domain realizability for all t. In order to obtain an e-optimal policy in M, with probability at least
1 — 6, the number of target-domain samples needed under QAvatar is

O((WM)Q ! -min{C%CCd e }> o

il , -
(1 - 7) € € [% - 3ﬁzar,max}

where C,y 1= (118?32 log(%) and C.y = % log(@). Moreover, to obtain an e-optimal
policy in My, with probability at least 1 — §, the number of target-domain samples needed under

Q-NPG is
I« g .A,W +1]\2 1 er

(1 - 7) € [% - 3f<5tar,max
i

Proof. To establish the sample complexity bound, we connect the sub-optimality gap in Proposition|3]
with the number of samples needed in learning the Q function and the inter-domain mappings. To

begin with, we bound the ||et(§) I - as follows: Let Q : Star X Awr — R denote an action-value
function in the target domain. Recall that we use ry, and P, to denote the reward function and
the transition kernel of the target domain, respectively. For ease of exposition, define two helper
functions ¢ : Sy X Ar — Rand (* : Sar X Awr — R as

C(Sa a; Qv 7T) = Ttar(sa a) + "YES’NRM,LL’N# [Q(sla a/)] - Q(Sa a)v (76)
C*(s,a5m) = Tar(s, ) + VB Py nn[Q7 (57, 0))] — Q7 (5, a). (77)
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By the Bellman expectation equations, we know (* (s, a; 7) = 0, for any (s, a) and any target-domain
policy 7. Recall from Algorithm in each iteration ¢, we sample a batch DY of Ny target-domain
samples to obtain the Qt(atr) by minimizing the empirical TD loss, i.e.,

2
t(fr) = arg min Z “r +YE oo [Q(t) (s',a")] — Q(t)(s, a)| } (78)
[8100F=Ye)
(s,a,r,s")eD®)
Now we are ready to reinterpret (76)-(78) through the lens of Lemma[7] Let ((s,a;Q,7) and
C*(s,a;m) play the roles of h(x) and h*(x). For each data sample (s,a,r,s’), by treating
(C(s,a; Q, ) = (1 + VB 0 [QP(s',d')] — Q¥ (s,a))) as the noise term €, in Lemma we

know Qm actually plays the role of the least-squares solution (i.e., , h in Lemma 7 I Through
this interpretation, we know that the three conditions in Lemma|Z|are satisfied with Kk = K, and

= 2/(1 — 7). By applying Lemma(7]and Jensen’s inequality, the result in (72) implies that with
probability atleast 1 — §/2,

t t
I 12 0 < 36 +

; (79)
Near

where Ciy := (112?32 log(4igi) Similarly, we proceed to bound the ||ecq(Qsre, 1, ¢(t))||dw<f,> as
follows. Define an additional helper function (¢q : Sgar X Apr — R as

Ccd(57 a; Qsre, T, o, w) = rlar(Sa a) + '7]Es’~P,a,,a'~7r[erc(¢(3/)7 "/)(al))] - erc(¢(3)a w(a)) (80)

Recall that in each iteration ¢, we also use the batch D of Ny, target-domain samples to obtain the
" ™) by minimizing the empirical cross-domain Bellman loss, i.e.,

¢®, ™  arg min Len(9, ¥ Qure, 7, D). 81)

In each iteration t, we let (bfﬁ and w,(f) denote the inter—domain mappings that yield
|iecd(erc;¢* , (t))||d7r<t> = 0. We know Ceq(s, @5 Qgre, 7, Q) zp* ) =0, for all (s, a).

Now we are ready to reinterpret through the lens of Lemma m Let Ca(s, a5 Qgre, ™, 0, 10)
and Coq (s, a5 Qgre, 1), o, i“) play the roles of h(z) and h*(x), respectively. For each data
sample (87 a,r, S/), by treating (CCd(sv a; erCv T, ¢a 1/]) - (T + ’VEa/Nﬂ'(t) ngrtc) ((b(s/)a d}(a/))i -
grtc)(QS(s), ¥(a)))) as the noise term €, in Lemma we know that ¢ and ¢(*) actually play

the role of the least-squares solution (i.e., , hin Lemma. Again, through the above interpretation,
we know that the three conditions in Lemma ﬂ hold with xk = 0 and R = 2/(1 — ). By applying
Lemmaljl and Jensen’s inequality, the result in (72)) implies that with probability at least 1 — §/2,

Cea
leca(Qurer 80, 0|2 0y < Nt (82)
where Cyy := % log(ﬁ). We are ready to put everything together. We can rewrite the
sub-optimality gap in Proposition [3]as follows. With probability at least 1 — 4,
e 0
Y Ee [V () =V (9)]
t=1
T
log | Awr [+1] O ) ® *)
<—+ s ¢ - ¢
T 2 (0@ 6 D+ (= 2Ol o ). 6
T
log| Awr | +1] Oy Ced Ctar
<——|—— at + (1 —aft 3& , (84)
\/T(l - ’y) T Z:: ( ) Ntar ( ( )) o Nlar
T
[iOg | Atar | + ]-i Gy . Ced \/ (t) Clar
< o8 Awr [ M1 mm{ 3% } (85)
\/T(]- - ) T ; Nlar Far Nlar

where (84)) follows from (79) and (82), and (83) holds by choosing «(t) as an indicator function as
descrlbed in Section4.3] Accordlngly, we can convert this into a sample complexity bound. We use
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[2]T as the shorthand for max{0, z}. Moreover, suppose m[(at,) < Kiar,max. for all ¢. Note that Ky max

can be configured by choosing the function class Q. Then, given any € > 0, for any 8 € (0,1), we

2 2

log | A |[+1 1 . : CiCe Clar
have that for any 7" > (M) = =: T'(¢) and Nigr > min { (1_15)2“62, [(1_[3)262 L
c7

1-v)B

A

73’§lar,max
the average sub-optimality gap is no more than e. Hence, by the fact that the final target-domain
policy m) ~ Uniform({zx(™), .-, 7(T)}), we have that E, ., {V”* (s) — Vi (s)} < ¢, for any
2
1

2
T > (Lol Auli) L and Ny > min{ 255, [(173)262012 r}. This implies a total
T —9Rtar,max

1

number of target-domain samples

0(([10g|Atar + 1}>2i ~min{C%CCd Char }) (86)

(1 - 7) 62 62 ’ [é%z - 3K?tanmax] -

is needed to achieve an e-optimal target-domain policy under QAvatar. Moreover, recall that one can
recover the vanilla Q-NPG by setting ov(t) = 0 for all ¢. Hence, by setting a(t) = 0 in (83)-(85), we
can also obtain that a total number of target-domain samples

O<<[10g<|;4iar,y)+ 1] )2;2 . [i - Char ]+) (87)

Cf 3"€tar,max

is needed to achieve an e-optimal target-domain policy under Q-NPG. O
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C A DETAILED DESCRIPTION OF RELATED WORK

CDRL across domains with distinct state and action spaces. The existing approaches can divided
into the following main categories:

* (i) Manually designed latent mapping: In (Ammar & Taylor, [2012)) and (Ammar et al.|
2012)), the trajectories are mapped manually and by sparse coding from the source domain
and the target domain to a common latent space, respectively. The distance between latent
states can then be calculated to find the correspondence of the states from the different
domains. In|Gupta et al.|(2017), the correspondence of the states is found by dynamic time
warping and the mapping function which can map the states from two domains to the latent
space is found by the correspondence.

* (ii) Learned inter-domain mapping: In the literature (Taylor et al.,[2008; Zhang et al., [2021}
You et al.| 20225 (Gui et al., 2023} [Zhu et al., [2024), the inter-domain mapping is mainly
learned by enforcing dynamics alignment (or termed dynamics cycle consistency in (Zhang
et al.| [2021)), i.e., aligning the one-step transitions of the two domains. Additional properties
have also been incorporated as auxiliary loss functions in learning the inter-domain mapping
in the prior works, including domain cycle consistency (Zhang et al., 2021} [You et al.,
2022), effect cycle consistency (Zhu et al., [2024), maximizing mutual information between
states and embeddings (You et al., 2022), and alignment of target-domain rewards with
the embeddings (You et al.,[2022)). Moreover, as the state and action spaces are typically
bounded sets and these methods directly map the data samples between the two domains,
adversarial learning has been used to restrict the output range of the mapping functions
(Zhang et al.| [2021}; |Gui et al., [2023)). On the other hand, in (Ammar et al.,2015)), the state
mapping function is found by Unsupervised Manifold Alignment (Wang & Mahadevan,
2009).

Despite the above progress, the existing approaches all presume that the domains are sufficiently
similar and do not have any performance guarantees (and hence can suffer from negative transfer in
bad-case scenarios). By contrast, this paper proposes a robust CDRL method that can achieve transfer
regardless of source-domain model quality or domain similarity with guarantees.

CDRL across domains with identical state and action spaces. In CDRL, a variety of methods have
been proposed for the case where source and target domains share the same state and action spaces
but are subject to dynamics mismatch.

* (i) Using the data samples from both source and target domains for policy learning: One
popular approach is to use the data from both domains for model updates (Eysenbach et al.
2021; [Liu et al., 2022} Xu et al.l [2023). For example, for compensating the discrepancy
between domains in transition dynamics, (Eysenbach et al., 2021) proposes to modify
the reward function, which is learned by an auxiliary domain classifier that distinguishes
between the source-domain and target-domain transitions. (Liu et al.,[2022) handles the
dynamics shift problem in offline RL by augmenting rewards in the source-domain dataset.
(Xu et al.| |2023)) proposes to address dynamics mismatch by a value-guided data filtering
scheme, which ensures selective sharing of the source-domain transitions based on the
proximity of paired value targets.

e (ii) Explicit domain similarity: (Sreenivasan et al., 2023) proposes to selectively apply
direct transfer of the source-domain policy to the target domain based on a learnable
similarity metric, which is essentially the TD error of target domain trajectories with source
Q function. Moreover, based on the policy invariant explicit shaping (Behboudian et al.|
2022), (Sreenivasan et al.| 2023) further uses the potential function as a bias term for
selecting actions.

* (iii) Using both Q-functions for the Q-learning updates: Target Transfer Q-Learning (Wang
et al., 2020) calculates the TD error by the source and target domains Q functions in order
to select the TD target from the two Q functions.

* (iv) Domain randomization: To tackle sim-to-real transfer with dynamics mismatch, domain
randomization (Rajeswaran et al., 2016} |Peng et al.| 2018; |Chebotar et al., 2019;Du et al.,
2021)) and|Du et al.|(2021) collects data from multiple similar source domains with different
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configurations to learn a high-quality policy that can work robustly in a possibly unseen but
similar target domain.

D ADDITIONAL EXPERIMENTAL RESULTS

D.1 A Toy EXAMPLES FOR MOTIVATING THE BENEFIT OF CROSS-DOMAIN BELLMAN LOSS

We consider the 3-by-3 grid navigation problem,
as shown in Figure[5] In both domains, there are
only two actions: ’going top’ and ’going right.’
The state of the source domain is described in

(0,2) (1,2) 2.2) (0,0,1,1)(0,1,1,1)[(1,1,1,1)

decimal coordinates, while the state of the target on | ay | e ©.0,0.0]0,1,01@ 1,01
domain is described in binary coordinates. The
white squares represent obstacles that cannot ©.0 e.0 ©.00.0 100

be traversed. There are three special states: (i)
Start state: The episode always begins at this
state. (ii) End state: The episode will only end
at this state, and the agent will receive an ending
reward of +1. (iii) Treasure state: When the
agent first navigates to this state, it will receive
+0.5 rewards. In other states or at other times
navigating the treasure state, the agent will not receive any reward. In the source domain, the start
state, end state, and treasure state are set to (0,0), (0,2), and (2,2), respectively. In the target
domain, the start state, end state, and treasure state are set to (0,0, 0,0), (0,0,1,1),and (1,1,1,1),
respectively. We assume that the source Q-function Q. is optimal in the source domain and the
environment discount factor + is set to 0.99. It is easy to verify that the optimal trajectory of the
source domain is (0,0) — (0,1) — (0,2) — (1,2) — (2,2) and the optimal trajectory of the
target domain is (0,0,0,0) — (0,0,0,1) — (0,0,1,1) — (0,1,1,1) — (1,1,1,1). Consider two
trajectories in the source domain: Traj-A, which is the optimal trajectory, and Traj-B, defined as
(0,0) — (0,1) — (1,1) — (1,2) — (2,2). When we map the optimal trajectory of the target
domain to Traj-A and the optimal trajectory of the target domain to Traj-B, both mappings result in 0
cycle consistency loss. This suggests that the cycle consistency cannot determine which mapping is
superior. This phenomenon results from the unsupervised nature of dynamics cycle consistency. In
contrast, when we mapping the optimal trajectory of the target domain to Traj-A yields a cross-domain
Bellman-like loss of 0, while mapping the optimal trajectory of the target domain to Traj-B results in
a cross-domain Bellman-like loss of 1. Thus, we can achieve optimal mapping results based on the
cross-domain Bellman error, while the cycle consistency loss provides sub-optimal mapping results.

(a) Source Domain (b) Target Domain

Figure 5: Source and target domains of the grid
navigation example.

D.2 FINAL REWARDS

In this section, we show the asymptotic performance of all baselines and our algorithm. In the
experiments, we train all the target-domain models for 500k steps in MuJoCo and 100k steps in
Robosuite. The asymptotic performances of all baselines and our algorithm are shown in the following
Table 2

Table 2: Final rewards of (QAvatarand all baselines in the experiments.

Algorithm HalfCheetah Ant Door Opening  Table Wiping  Navigation
QAvatar 11586.0 +- 1224.4 2858.8 + 848.0 216.6 = 131.3  76.6 +13.5 38.5 +£13.2
SAC 10986.0 + 1821.8 1620.0 +527.2  94.8 +£23.9 476+ 11.0 19.7£13.6
FT 10756.8 £ 1070.8 16443 £7482 1299 +346 42.1 £154 1254+9.0
PAR 8097.4 £ 3962.0 737.6 £45.3 337+ 18.6 179 £ 11.8 0.0+0.0

CAT-SAC  8756.5 £1264.3 1628.9 £200.6  63.2+333 23.7 £10.7 27+24

CAT 46.1 £ 149.9 17.1 £27.3 347+ 84 55.5£29.7 -0.1+0.2
CMD -253.1 £ 344.1 777.5 + 144.1 78+ 64 08+04 -0.0 £ 0.0

D.3 ABLATION STUDY: EXPERIMENT RESULT
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D.4 ADDITIONAL EXPERIMENT AND EXPLANATION DURING REBUTTAL

(QQAvatar on image-based experiment.

We additionally evaluate (QAvatar on image-based continuous control tasks from the DeepMind
Control Suite (DMC) (Tassa et al.,|2018)). In DMC, each observation consists of a stack of three
84x84 RGB frames, and we apply an action repeat of 4. Below, we outline the SAC setup, the
flow-model training, and the cross-domain transfer protocol.
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Figure 9: Performance evaluation of ECC.

SAC. For SAC, both the actor and critic use 3 hidden layers with 1024 units each. The image encoder
follows the IMPALA (Espeholt et al} 2018)) architecture to extract low-dimensional visual features.
All remaining hyperparameters are the same as those used in Stable-Baselines3.

Flow model training. Training a flow model directly on the raw high-dimensional image observations
is challenging. Therefore, we first pass each image stack through the source encoder to obtain its
feature representation, and train the flow model to match the distribution of these extracted features
rather than the raw images. Notably, this modification does not alter the () Avatar framework, since
the source model remains fixed during target-domain transfer.

Cross-domain transfer For cross-domain experiments, we consider two transfer scenarios: The
source model is trained with SAC on the walker_walk task, and the target tasks are walker_run and
cheetah_run, respectively. To leverage the source critic for transfer, each target image observation
is first passed through the target encoder to obtain its feature representation, which is then used as
the input to the state decoder; the rest of the procedure follows the standard ()Avatar framework.
Figure[T0|indicate that QQ Avatar achieves substantially higher performance than SAC trained from
scratch on both target tasks, and notably, ()Avatar succeeds even when SAC struggles to learn
effectively on cheetah_run.

Sensitivity test on the choice of NV,.

In QAvatar, oy is updated periodically, and N, determines only the frequency of this closed-form
update. As long as N, is not too large (which would delay updates) or too small (which may cause
o to fluctuate too rapidly and introduce instability), the overall learning behavior remains largely
unaffected. We evaluate three update intervals, N, = 300, 1000, 3000, in the Cheetah and Table
Wiping environments, whose configurations are provided in Section[5.1] As shown in Figure [TT]
and[T2] the results indicate that (1) the learned o, trajectories are highly similar across settings,
and (2) performance exhibits only mild sensitivity. None of the choices lead to degradation or
instability, suggesting that the method is reasonably robust to the selection of [V, within this range.

Comparison to Effective Cycle Consistency (Zhu et al.}[2024).

Effective cycle consistency (ECC) operates under the same unsupervised cross-
domain assumption as DCC and CMD, where the agent has no access to target-domain rewards. This
makes the problem fundamentally more challenging than the supervised CDRL setting (i.e., with
target-domain reward signal) considered in our work. Building on the DCC objective, ECC further
introduces effect cycle-consistency to learn the mapping functions. We evaluate on Cheetah, Ant,
Door Opening, and Table Wiping in Section[5.1] Figure[J]demostrate that although ECC produces
more stable alignment than CMD, its overall performance remains significantly below SAC and other
supervised CDRL baselines, which is consistent with the inherent limitations of the unsupervised
CDRL methods.
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E IMPLEMENTATION DETAILS OF (JAVATAR

E.1 PSEUDO CODE OF THE PRACTICAL IMPLEMENTATION OF (QAVATAR

In this section, we provide the pseudo code of the practical version of ) Avatarin Algorithm 3]

E.2 SOURCE-DOMAIN MODELS AND THEIR PERFORMANCE

For the locomotion tasks including HalfCheetah and Ant, we train each source model for 1M
steps. The average performance of the 5 source-domain models (under 5 distinct random seeds)
in HalfCheetah and Ant are 7355 £ 2892 and 3689 £ 1013, respectively. For the Robosuite tasks
including Door Opening and Table Wiping, we train each source-domain model for 500K steps. The
average performance of 5 random seed is 383 £ 139 and 94 =+ 16, respectively. For the navigation
environment, we train the model for 500K steps, and the average performance is 39.85.

E.3 INTER-DOMAIN MAPPING NETWORK AUGMENTED WITH A NORMALIZING FLOW
MODEL

As discussed in Section[d] a flow-based generative model is employed to transform the outputs of the
mapping functions into their corresponding feasible regions. Therefore, there are two architectural
paradigms of the flow model can be considered. In the first paradigm, the state and action are
concatenated and jointly treated as the codomain of the flow model. This joint formulation is adopted
in Cheetah, Ant environment. In the second paradigm, the state and action are modeled separately,
with two independent flow models trained respectively for the state and the action. This decoupled
formulation is applied in Hopper-v3, Table Wiping, and Door Opening tasks. ¢
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Algorithm 3 Practical Implementation of () Avatar

1: Require: Source-domain Q-network Q., update « frequency IV, batch size N.

2: Initialize the state mapping function ¢, the action mapping function 1), the initial target-domain
policy network 7(1), entropy coefficient 3, replay buffer D, and o = 0.

3: for iterationt =1,--- ;T do

4: Interact with the environment and store the transition (s;, at, 1+, S¢.+1) in the replay buffer D.

5: Sample two sets of IV transitions, denoted as Bsac and By, from the replay buffer D.

6: Update the target-domain {Qur,1, Qur,2} by SAC’s critic loss:

Lo 2
Qt(;fr)ﬂ = arg Igln E(s,a,r,s’)EBgAc |:|T + lyEa/Nﬂ'(t)("s/) [Qtar(sla al) - ﬁ log(ﬂ-(a/lsl))] - Qtar(87 a‘)‘ :| .

(88)

7: Update the state mapping function ¢ and action mapping function v by minimizing

8: the following loss:

¢(t)7 Zﬁ(t) = arg rglil E(s,a,r,s’)EBMap Ur + ’YEa’N‘;r(t)(.b/) [erc(¢(3/)a w(a/))} - erc(¢(8)7 VJJ(@)) |2] :

(39)
9: if t mod N, = 0 then
10: Define ||el(§) lp = E(s,a,r,s’)ED Dr + VB r ) (s7) [min;—q o Qt(;{j(s’? a)] —minj_ 2 Qf:r{j(s, a)
11: Hecd(erﬁ ¢(t)’ l/)(f))”D = IAFJ‘(s,a,r,s’)ED |:|T + ’Y]Ea’wﬂ'(f)(ws’) [erc(d)(t)(s/)’ 'l/}(t)(a/))] - erc(d)(t)(s)v 1/1(’5) (CL)) ‘:| .
12: Update the weight o = el 5 /([leca(@ures 6©, )| + [le |1 ).
13: end if
14: Update the target-domain policy 7:
) = argmin B, e e |Blogm(a'ls) = £O(s,0)] (90)
a'wﬂ'(t)(-|s)
f9(s.a') = (1 = @) min, QU (5,0") + aQue(6(s), v (a")). 1)
15: end for

E.4 QUALITY AND STABILITY OF LEARNED STATE/ACTION MAPPING FUNCTIONS ¢ AND 1.

In QAuvatar, a key diagnostic for assessing alignment quality and stability is the cross-domain Bellman
error. When this error approaches zero, it implies that Q) ;.. is 6-Bellman-consistent with a sufficiently
small 0 under the learned mappings, indicating that ¢ and ¢ are well aligned. Figure [[3]demostrate
the curves of cross-domain Bellman error versus the TD error of the target critic across all main
experiments in Section[5] The results consistently show that the cross-domain Bellman error remains
low relative to the TD error when the learned mappings align well with the target domain.
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2 2 2 2 8
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20 20 [T 0.5 0.5 0.5
W»JWW
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Figure 13: Cross-domain Bellman error and TD error of the target Q-function during training across
all main experiments.
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F CONFIGURATION DETAILS OF THE EXPERIMENTS

F.1 STATE AND ACTION DIMENSIONS OF BENCHMARK ENVIRONMENTS

We summarize the state and action dimensions of each pair of source-domain and target-domain
benchmark tasks in the following Table [3]

Table 3: Dimensions of the source and target domains (“Src”” and “Tar” represent the source domain and the
target domain.)

. State Action
Environment
Src  Tar Src Tar
HalfCheetah 17 23 6 9
Ant 111 133 8 10
Door Opening 46 51 8 7
Table Wiping 37 34 7 6
Goal Navigation 40 72 2 12

F.2 MuJoCo AND ROBOSUITE ENVIRONMENTS

As mentioned in Section[5} We evaluate QAvatarin both MuJoCo and Robosuite environments. In the
MulJoCo environments, the source domains of our experiments are the original MuJoCo environments
such as HalfCheetah-v3 and Ant-v3. The target domains are the modified MuJoCo environments
such as HalfCheetah with three legs and Ant with five legs. In Robosuite environments, We evaluate
QAvataron two tasks, including door opening and table wiping. For each task, we consider cross-
domain transfer from controlling a Panda robot arm to controlling a URSe robot arm. These four
tasks are illustrated in Figure[T4]and [T5]

(d) Three-joint Hopper  (e) Three-leg HalfCheetah (f) Five-leg Ant

Figure 14: The environments of the source domains and the target domains. (a)-(c): Source domains —
Original MuJoCo environments. (d)-(f): Target domains — Modified MuJoCo environments.
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(a) Door Opening: Panda

(d) Door Opening: URSe  (e) Table Wiping: URSe (f) Navigation: Dog-
20Goal0

Figure 15: The environments of the source domains and the target domains. (a)-(c): Source domains —
Control Panda to solve the tasks in robosuite and Safety-gym CarGoalO. (e)-(h): Target domains —
Control URS5e to solve the tasks in robosuite and Safety-gym DoggoGoalO.

F.3 THE IMPLEMENTATION DETAILS OF BASELINES

SAC. The implementation of SAC used in our experiments is released by stable-baselines3
(2021). The settings of all hyperparameters except for the discouted factor  follows the default
settings of SAC in the documentation of stable-baselines3. The discouted factor is set 0.99 in all other
MuJoCo environments, which follows the setting shown in Hugging Face. As for in the Robosuite
environments, we set the discouted factor to 0.9.

CMD. Since there is no publicly available implementation of CMD, we leverage and adapt the
codebase of DCC (Zhang et al., 2021)) (https://github.com/sjtuzg/Cycle_Dynamics)
and reproduce CMD by following the pseudo code of CMD in its original paper (2023).
We follow the setting of the hyperparameters which is revealed in its original paper. Additionally,
we change CMD from collecting the fixed amount of data to collecting data continuously for a fair
comparison. As for the source model, we use the same model used in our algorithm. Moreover,
we observe that the original setting could suffer because the collected trajectories mostly have low
returns due to a random behavior policy. Therefore, we consider a stronger version of CMD with
target-domain data collected under the target-domain policy, which is induced by the source-domain
pre-trained policy and the current inter-domain mappings.

FT. FT can be seen as a standard SAC algorithm with source feature initialization. Specifically, we
modify the input and output layers of the source policy to match the target domain’s state and action
dimensions, using random initialization, while keeping the middle layers with the same weights as
the source model. Similarly, for the source Q function, we adjust the input layer to fit the target
domain’s state and action dimensions with random initialization, while the remaining layers retain
the source model’s weights. After initialization, we can use SAC algorithm to implement FT.

CAT. We use the authors’ implementation (https://github.com/TJU-DRL-LAB/
transfer-and-multi-task-reinforcement-learning/tree/main/
Single—agent%20Transfer%20RL/Cross—-domain%20Transfer/CAT) and use
PPO as the target-domain base algorithm following the original paper. For a fair comparison, we use
the same source model used in (QAvatar. The hyperparameters are shown in the following table and
"n epochs" means the number of epochs when optimizing the surrogate loss.

CAT-SAC. As CAT can be integrated with any off-the-shelf RL method, we adapt the original

PPO-based CAT to CAT-SAC by using the SAC implementation in Spinning Up (2018)
as the backbone of CAT-SAC. All the SAC-related hyperparameters are the same as those used by
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SAC and the CAT-related parameters are configured as in the original implementation. For a fair
comparison, we use the same source model used by () Avatar.

PAR. We use the authors’ implementation (https://github.com/dmksjf1l/PAR.git)
and consider the offline to online version of PAR, which is more compatible with the CDRL setting
in our paper. For the source-domain data required by PAR, we use the samples in the buffer collected
during the training of the source-domain policies (shared by ()Avatarand other baselines). As a result,
to adapt PAR to the more general CDRL setting in our paper, similar to the data pre-processing
methods used in handling sequences (Zahavy et al.| 2018 Dwarampudi & Reddy, [2019; Morad et al.}
20245 [Wu & Huj 2018])), we use padding and truncation to handle the differences in state and action
dimensions. More specifically,

» Padding: If the target domain has » more dimensions than the source, we append n zeros to
the end of each source sample.

* Truncation: If the target domain has n fewer dimensions than the source, we discard the
last n from each source sample.

Note that this design is reasonable, as neither the baselines nor (QAvatarhave any knowl-
edge about the physical meaning of each entry in the state or action representations. For
the hyperparameters, to ensure a fair comparison with (QAvataras well as the baselines CAT-
SAC and SAC, we set the ratio between environment interaction and agent training to 1 (i.e.,
config[’tar_env_interact_~freqg’] in their original code). Other parameters (e.g., beta,
weight, etc.) and network architecture follow the recommendations provided in the original PAR pa-
per. In addition, we observe that in some environments, temperature tuning can improve performance.
Therefore, we apply temperature tuning during the training process (as adopted by PAR’s original
code), and select the better one between using and not using temperature tuning as the final result.

Table 4: A list of candidate hyperparameters for Robosuite and MuJoCo.

Parameter MuJoCo Robosuite
learning rate 0.0001, 0.0003, 0.0004, 0.0008 0.0001, 0.0003
length of rollouts 500, 2000 2000

batch size 50, 100 50, 100, 200
entropy coefficient (ent. coef.) 0.01, 0.002 0.01, 0.002

n epochs 10, 20 5,10

num. of hidden layer of encoder/decoder 1 1

num. of hidden layer of actor/critic 2 2

hidden layer size 256 256

Table 5: Final hyperparameters chosen for each environment.

learning rate  len. of rollouts  batch size ent. coef. n epochs

HalfCheetah  0.0001 500 50 0.002 10
Ant 0.0004 500 50 0.002 10
Robosuite 0.0003 2000 100 0.01 10

F.4 HYPERPARAMTER TUNING OF THE BASELINES

In this section, we provide the value of hyperparamter tuning detail of in the Section[5] For fairness,
all SAC-based methods (QAvatar, SAC, FT, CAT-SAC, and PAR) use exactly the same SAC-related
hyperparameters. This ensures that any performance differences arise solely from whether transfer
is applied and how it is implemented. For all locomotion tasks, we follow the recommended SAC
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hyperparameters from Stable-Baselines3(Raffin et al.,[2021). Thus, there are no hyperparameter need
to tune in SAC and FT. For the other baselines,

CAT and CAT-SAC. We conducted tuning for the schedule of p(t), which is the weight of the linear
combination of hidden layer parameters: p(t) = 0 means that only the source-domain parameters
are used; p(t) = 1 means that only the target-domain parameters are used). Specifically,
(2022)) sets p(t) to be piecewise linear as follows: Let T" be the total training steps.

0, t e [0, ClT],
t—ClT
t)=¢ ——=, t T, coT
p( ) (02 7Cl)T, S [cl , C2 ]7
1, t e [CQT7 T]

The official CAT chooses ¢; = 0.45, co = 0.9. For each environment, we choose the best among the
following candidate choices: (c1,c2) € {(0.15,0.4), (0.4,0.7), (0.45,0.9)}.

PAR. We performed a grid search over the penalty coefficient 5 : {0.1,0.5,1.0, 2.0}, which are
the values suggested by the ablation study in the original paper. We also searched over the policy
objective normalization coefficient v : {2.5,5.0}, as recommended by the official code and Appendix
E.1 of the original paper. In addition, we evaluated both configurations that enable temperature
tuning during training, which is used in their official implementation, and configurations that exclude
temperature tuning, which is the default setting. We selected the best-performing configuration in the
Cheetah environment and applied this configuration to all remaining environments.

CMD. We conduct a grid search over the loss weights (po, p1, p2) in

Long = pOLgan (Dsourcen Gl) + pngan(Dtargeh GQ) + p2L3(G17 G2)

The official CMD setting is (po, p1, p2) = (1,1,3), we fix p; = 1 and conduct the grid search
on py : {0.3,1.0,3.0}, p2 = {1.0,3.0,10.0}. Across all combinations, the performance is similar
and consistently much lower than that of SAC. Based on this observation, we adopt the original
recommended CMD setting for all remaining environments.

F.5 DETAILED CONFIGURATION OF (QAVATAR

The base algorithm, SAC, is implemented by stable-baselines3 (Raffin et al.| 2021). As for the
compute resource, we use NVIDIA GeForce RTX 3090 to do the experiments. The Hyperparameters
of QAvatarare shown in the following table. The settings of hyperparameters such as critic/actor
learning rate, batch size, buffer size and discounted factor are same as SAC.

Table 6: A list of hyperparameters of () Avatar.

Parameter Value
critic/actor learning rate 0.0003
state mapping function learning rate 0.01
action mapping function learning rate 0.01
batch size 256
replay buffer size 108
optimizer Adam
number of hidden layer of mapping functions 1
hidden layer size 256
update « frequency IV, 1000

G ANALYSIS OF THE OFF-POLICY VARIANT OF PROPOSITION 3]

In Proposition 3} we provide an upper bound on the average sub-optimality of the on-policy version
of QAvatar. In this section, we derive the corresponding upper bound for the off-policy variant
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of QAvatar. The primary difference between the on-policy and off-policy settings lies in the data
collection policy. The on-policy approach collects data using the learned policy 7(*), while the
off-policy variant collects data using a behavior policy ﬂét). Based on notation use in the main paper,

we provide the average sub-optimality of the off-policy version of QAvatar as following:

Corollary 2. Under the QAvatarin AlgorithmIZl but with the data collection policy ) replaced by
ﬂét), and under Assumption|l| the average sub-optimality over T' iterations can be upper bounded as

follows:

LS B [0 - V70

t=1

log | Awr| +1]  Co d (t ) o)
< —+ E o || f(s,a) —Q (92)
i) T et | o

(a) (b)

[log | Asar | + 1] Cl

< o lvhar | T 71 | ~1 E
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%,_/

(a) (c)
where Cy :=2Cr 5/(1 — ) and Cy := 2C= 5/ (1 — ) tsar min)-

Meca(Qure 69 0N _o + A=)l ). O3

Proof. The proof follows exactly the same steps as those used for Proposition 3] The only difference
lies in the proof of Lemma ] specifically in Equatlon (34). There, instead of assuming the learned

policy () together with the corresponding H oy

7T(ﬁ ) together with the corresponding

’ < C, we replace it with the behavior policy

< Cjg. Notably, both C'3 and C' are bounded constants

d"ﬁ 00

given the condition of exploratory initial distribution in Assumption[I} For the subsequent derivations
. . . ® . 2 . o

in Lemmaas well as those in LemmaH we may directly replace d”™ " with d™# . This substitution
preserves all arguments, because the relevant manipulations are carried out entirely inside expectations
with respect to a distribution, and the structure of the inequalities does not depend on which particular
distribution the expectation is taken over.

Lemma ] does not require any modification, because it is designed to control the learning process
of the NPG-style policy update. This part of the analysis does not depend on whether the data are
collected by 7() or by wét). With the above substitutions, we may directly use the modified versions

of Lemma 5] Lemmalf] and Lemmaf] Following the same sequence of steps as in Equations (38) to
(64), we can then complete the proof of this corollary.

In our practical SAC-based implementation of ()Avatar, we set the behavior policy 7 to match the

buffer distribution, which can be viewed as a mixture of all past learned policies. Consequently, the
value of «(t) can naturally be evaluated over the buffer distribution.
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