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Abstract

While many algorithms for diversity maximization under imitation constraints are
online in nature, many applications require offline algorithms without environment
interactions. Tackling this problem in the offline setting, however, presents signifi-
cant challenges that require non-trivial, multi-stage optimization processes with
non-stationary rewards. In this work, we present a novel offline algorithm that
enhances diversity using an objective based on Van der Waals (VdW) force and
successor features, and eliminates the need to learn a previously used skill discrim-
inator. Moreover, by conditioning the value function and policy on a pre-trained
Functional Reward Encoding (FRE), our method allows for better handling of non-
stationary rewards and provides zero-shot recall of all skills encountered during
training, significantly expanding the set of skills learned in prior work. Conse-
quently, our algorithm benefits from receiving a consistently strong diversity signal
(VdW), and enjoys more stable and efficient training. We demonstrate the effective-
ness of our method in generating diverse skills for two robotic tasks in simulation:
locomotion of a quadruped and local navigation with obstacle traversal.1

1 Introduction

Leveraging demonstration data has established itself as one of the main directions for large-scale
learning systems. This is due to the abundance and ubiquity of demonstration data from various
sources, such as videos, robots, and more. There are several arguments as to why we should not
stop at naive learning from demonstrations. First, they are often not ego-centric and come externally
to the agent, meaning that the state space of the demonstration needs to be matched to the agent.
Second, the agent may not be able to fully replicate the demonstration due to limited capabilities [Li
et al., 2023]. This suggests that an agent must necessarily adapt the demonstration to its capabilities,
which is achieved by extracting diverse behaviors that are close to the demonstration [Vlastelica
et al., 2024]. Moreover, another important aspect is robustness to distribution shifts. Tasks may be
solved in various ways, some are more robust than others. Extracting diverse policies enables us to
choose the more robust alternatives [Vlastelica et al., 2024]. Alternatively, if we can quantify the
risk of acting with a particular policy, we can encourage risk-averse behavior, which is an orthogonal
approach [Vlastelica et al., 2022].

Previous work on maximizing diversity under various constraints has been formalized in the Con-
strained Markov Decision Process formulation [Zahavy et al., 2022, Vlastelica et al., 2024, Cheng
et al., 2024]. Solving the underlying constraint optimization problem involves a Lagrangian relaxation
(a two-phase alternating scheme) in which the constraints are lifted to the (reward) objective and
scaled by Lagrangian multipliers that adaptively reduce constraint violations [Zahavy et al., 2022,
Cheng et al., 2024]. In contrast to the online setting [Zahavy et al., 2022, Cheng et al., 2024], we
focus here on the offline setting without environment interaction and relax constraints that enforce
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near-optimal returns by considering imitation constraints, as in Vlastelica et al. [2024]. Our approach
to offline learning from demonstrations crucially relies on the Fenchel duality theory adapted to
the Reinforcement Learning (RL) setting in the DIstribution Correction Estimation (DICE) frame-
work [Nachum and Dai, 2020, Ma et al., 2022a,b]. Prior work by [Vlastelica et al., 2024] considers
diversity objective based on a variational lower bound on mutual information between states and skills,
which inevitably leads to learning a skill-discriminator. In addition to introducing another training
phase into the alternating scheme, this design choice faces several practical challenges: i) a single-
step policy and skill discriminator update in the offline setting does not provide as accurate a policy
estimate as sampling a Monte Carlo trajectory in the online setting [Eysenbach et al., 2019]; ii) this
inaccuracy combined with the non-stationary reward (Lagrange multipliers and skill-discriminator)
results in a skill-discriminator that fails to accurately discriminate skills; and iii) while this can be
alleviated by introducing an additional information gain term [Strouse et al., 2022] into the objective,
its effect can quickly vanish in the offline setting. These challenges make the skill-discriminator
phase difficult to train in practice. Furthermore, the algorithm in [Vlastelica et al., 2024] violates
the stationary reward assumption in the DICE framework, making the training phase of the value
function potentially unstable. It also requires a number of learnable skills as input, and the runtime
complexity scales linearly with this parameter.

In this work, we present Dual Force, a novel offline algorithm that addresses the previous challenges.
The crux of our approach is to give an off-policy evaluation procedure for a physically inspired
diversity objective [Zahavy et al., 2022]. In particular, we achieve enhanced diversity using the Van
der Waals (VdW) force [Zahavy et al., 2022] which allows us to eliminate the need to learn the skill
discriminator in [Vlastelica et al., 2024] and provides us with a strong diversity signal (VdW) even in
the offline setting. Our key technical insight is that all relevant quantities needed to compute the VdW
force, including dual-conjugate variables and expected successor representations, can be estimated
off-policy using an importance sampling approach from the DICE framework. Furthermore, by using
a Functional Reward Encoding (FRE) [Frans et al., 2024] that maps rewards to latent embeddings,
we enable value function (and policy) training in the non-stationary setting by conditioning it on a
pre-trained FRE latent embeddings. In addition, for each non-stationary reward encountered during
training, we can recall the corresponding skill by its associated latent FRE embedding. At the
minor cost of storing these latent FRE embeddings, our algorithm significantly expands the set of
skills learned and becomes independent of the “number of skills” parameter. Similar to previous
work, our results are generalizable to an arbitrary f -divergence constraint setting. We demonstrate
the effectiveness of our method on two offline datasets collected from a 12-DoF quadruped robot
Solo12 [Vlastelica et al., 2024]. Specifically, we show that Dual Force can efficiently and robustly
recover diverse behaviors in an offline dataset, all of which imitate a target expert state occupancy.

2 Preliminaries

We utilize the framework of Markov decision processes (MDPs) [Puterman, 2014], where an MDP
is defined by the tuple (S,A,R,P, ρ0, γ) denoting the state space, action space, reward mapping
R : S ×A 7→ R, stochastic transition kernel P(s′|s, a), initial state distribution ρ0(s) and discount
factor γ. A policy π : S 7→ ∆(A) defines a probability distribution over the action space A
conditioned on a state, where ∆(·) stands for the probability simplex.

Given a policy π, the corresponding state-action occupancy measure is defined by

dπ(s, a) := (1− γ)

∞∑
t=0

γtPr[st = s, at = a | s0 ∼ ρ0, at ∼ π(·|st), st+1 ∼ P(·|st, at)]

and its associated state occupancy dπ(s) is given by marginalizing over the action space∑
a∈A dπ(s, a). The RL objective can be rewritten as maximizing a function of the occupancy

measure maxdπ∈K⟨dπ, r⟩, where ⟨dπ, r⟩ =
∑

s,a dπ(s, a)r(s, a) denotes the inner product and K is
the set of admissible distributions [Zahavy et al., 2021]. We will consider a diversity objective with
input n state-action occupancies (d1, . . . , dn), where di is induced by a policy πi.

We consider an offline setting with access to the following datasets: i) DE sampled from an expert
state occupancy dE(S); and ii) DO sampled from a state-action occupancy dO(S,A) generated by a
mixture of behaviors.
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2.1 Constrained Markov Decision Process (CMDP)

Zahavy et al. [2023] studied a CMDP formulation that seeks to compute a set of policies Πn =
{πi}ni=1 that satisfy

max
Πn

Diversity(Πn) subject to ⟨dπ, re⟩ ≥ αv∗e , ∀π ∈ Πn, (1)

where re is an extrinsic reward and v∗e an optimal extrinsic value. Intuitively, eq. (1) computes a set
of diverse policies while maintaining a certain level of extrinsic optimality specified by a parameter
α ∈ (0, 1]. They designed a heuristic for optimizing convex diversity objectives by solving a sequence
of standard RL problems, each with an intrinsic reward equal to the gradient of the objective evaluated
at the previous step (say kth) time-averaged state-action occupancies {dk1 , . . . , d

k

n}, namely

rk+1
i = ∇diDiversity(d

k

1 , . . . , d
k

n), ∀i ∈ {1, . . . , n}. (2)

The Lagrange relaxation of the CMDP in eq. (1) becomes an RL problem with a reward function that
depends on Lagrange multiplier λ ≥ 0 that balances the extrinsic and intrinsic reward [Borkar, 2005]

rk+1 = re + λir
k+1
i , ∀z, (3)

where the Lagrange multipliers are minimizing the following loss

Lλ =

n∑
i=1

λi(⟨di, re⟩ − αv∗e). (4)

Intuitively, a Lagrange multiplier increases when the associated constraint is violated and decreases
otherwise. The practical implementation considers an extrinsic and intrinsic advantage coupled
with bounded Lagrange multipliers [Stooke et al., 2020, Cheng et al., 2024], i.e., applying Sigmoid
activation σ(µi) to an unbounded variable µi ∈ R, for all i ∈ {1, . . . , n}.

2.2 Functional Reward Encoding (FRE)

Recently, Frans et al. [2024] proposed an information bottleneck method for encoding state-reward
samples into a latent representation using a transformer-based variational auto-encoder. Specifically,
the latent representation encoded from any subset of state-reward samples should be as compressive
as possible, while being maximally predictive for decoding any other subset of state-reward samples.
As an application, they demonstrated in standard D4RL offline environments [Fu et al., 2020] that the
Functional Reward Encoding (FRE) allows pre-training of agent with diverse unsupervised reward
functions and enables zero-shot solving of downstream tasks with minimal reward-annotated samples.

3 Problem Formulation

We aim to solve the following optimization problem,

max
d1,...,dn

Diversity(d1, . . . , dn) (5)

subject to DKL (di(S)||dE(S)) ≤ ϵ ∀i ∈ {1, . . . , n}, (6)

where dE(S) is a state-only expert occupancy. This puts us in a similar setting as Vlastelica et al.
[2024], with two key differences: (i) we shall introduce a more stable diversity objective; and (ii)
we shall relax the state occupancy constraints while preserving their state-only occupancy nature,
allowing for more freedom in diversity maximization.

3.1 Diversity Measures

Vlastelica et al. [2024] used a variational lower bound on a mutual information I (S;Z) between
states and latent skills, resulting in the following diversity objective

I (S;Z) ≥ Ep(z),dz(s) [log q(z|s)] +H (p(z)) =
∑
z∈Z

Edz(s)

[
log (|Z|q(z|s))

|Z|

]
, (7)
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where p(z) is a categorical distribution over a discrete set Z of |Z| many distinct indicator vectors in
R|Z| and dz(s) := dπz

(s) is a state occupancy induced by a skill-conditioned policy πz . While they
showed that this objective can be estimated off-policy using a DICE importance sampling approach,
this comes at the cost of learning a skill-discriminator and makes the training unstable.

Zahavy et al. [2023] modelled a diversity objective, based on a distance measure in [Abbeel and Ng,
2004], as a maximization of a minimum squared ℓ2 distance between successor features of different
skills, namely

max
d1,...,dn

0.5

n∑
i=1

min
j ̸=i

∥∥ψi − ψj
∥∥2
2
. (8)

More specifically, given a feature mapping ϕ : S → Rn, the successor features are defined by
ψi = Edi(s)[ϕ(s)]. An important property of this convex objective is that its gradient is given in
closed form, derived for completeness in Lem. C.1, eliminating the need to learn a skill discriminator.

Furthermore, Zahavy et al. [2023] introduced a physically inspired objective based on Van der Waals
(VdW) force, and considered the following optimization objective

max
d1,...,dn

0.5

n∑
i=1

ℓ2i − 0.2(ℓ5i /ℓ
3
0), (9)

where ℓi :=
∥∥ψi − ψj⋆i

∥∥
2

and j⋆i := argminj ̸=i ∥ψi − ψj∥2. In this work, we use this formulation
as it allows the level of diversity to be controlled by a parameter ℓ0. When the successor features are
in close proximity ℓi < ℓ0, the repulsive force dominates, whereas when ℓi > ℓ0 the attractive force
prevails. In the setting when ℓ0 → ∞, the formulation is eq. (8) is recovered.

4 Method

4.1 Van der Waals Force

Our key technical insight is that in the context of (f -divergence) imitation constraints eq. (6), all
relevant quantities in the approach of [Zahavy et al., 2022], including dual-conjugate variables and
successor features, can be estimated off-policy using a DICE importance sampling procedure.

From now on, in Problem (5), we set the diversity objective with the VdW force in eq. (9). Our first
observation, formalized in Lem. A.2, is that the imitation constraints in eq. (6) can be relaxed to

−Edi(s)

[
log

dE(s)

dO(s)

]
+DKL (di(S,A)||dO(S,A)) ≤ ϵ, ∀i ∈ {1, . . . , n}. (10)

In this way, we use a tighter relaxation of the imitation constraints that preserves the state-occupancy
nature and still admits efficient computation, instead of enforcing the more restrictive state-action
occupancy constraints with respect to a fixed SMODICE expert [Vlastelica et al., 2024].

Using similar arguments as in Zahavy et al. [2022], we arrive at an iterative proceduce which in
iteration k + 1 considers the following Lagrange relaxation of Problem (5) for the ith state-action
distribution di:

min
λi≥0

max
di

Edi(s,a)

[
βk
i (s, a)

]
+ λi

[
Edi(s,a)

[
log

dE(s)

dO(s)

]
−DKL (di(S,A)||dO(S,A))

]
, (11)

where λi is a Lagrange multiplier and βk
i = ∇diDiversity(d

k

1 , . . . , d
k

n) is a dual conjugate variable,
which in our setting with diversity objective set to the VdW force in eq. (9), reduces to

βk
i (s, a) := (1− (ℓki /ℓ0)

3)⟨ϕ(s), ψk
i − ψk

j⋆i
⟩,

where ψk
i := E

d
k
i (s)

[ϕ(s)], ℓki := ∥ψk
i − ψk

j⋆i
∥2 and j⋆i := argminj ̸=i

∥∥ψk
i − ψk

j

∥∥
2

are defined with

respect to a time-averaged state-action distribution d
k

i = 1
t

∑k
t=1 d

t
i.

Next, we apply Fenchel duality to solve offline the inner maximization problem in (11). Due to
practical considerations, we use bounded Lagrange multipliers σ(µi) and Polyak update scheme
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to maintain the time-averaged state-action distributions {dk1 , . . . , d
k

n}. In particular, after fixing the
bounded Lagrange multipliers, we obtain a standard RL problem regularized with a KL-divergence
term

max
di

Edi(s,a) [R
µ
i (s, a)]−DKL (di(S,A)||dO(S,A)) , (12)

where the non-stationary reward is given by

Rµ
i (s, a) := (1− σ(µi))︸ ︷︷ ︸

Constraint Satisfaction

βk
i (s, a)︸ ︷︷ ︸

VdW-Diversity

+ σ(µi)︸ ︷︷ ︸
Constraint Violation

log
c⋆(s)

1− c⋆(s)︸ ︷︷ ︸
Expert-Imitation

. (13)

Here, c⋆(s) denotes a pretrained state-discriminator [Ma et al., 2022a] which distinguishes between
the states in an expert dataset DE ∼ dE(S) from the states in an offline dataset DO ∼ dO(S,A), and
satisfies c⋆(s) = dE(s)/(dE(s) + dO(s)).

4.2 Offline Estimators by Fenchel Duality

The DICE framework solves offline the KL-regularized RL problem in eq. (12) by considering its
dual formulation, which reads

V ⋆
i = argmin

V (s)

(1− γ)Es∼ρ0
[V (s)] + logEdO(s,a) exp {Rµ

i (s, a) + γT V (s, a)− V (s)} , (14)

where we denote by T V (s, a) := EP(s′|s,a)V (s′). The temporal difference (TD) error is given by

δi(s, a) = Rµ
i (s, a) + γT V ⋆

i (s, a)− V ⋆
i (s).

Then, the primal solution of Problem (11) is given by

ηi(s, a) :=
d⋆i (s, a)

dO(s, a)
= softmaxdO(s,a) (δi(s, a)) =

exp{δi(s, a)}
EdO(s′,a′) exp{δi(s′, a′)}

. (15)

Based on the importance ratios ηi we can compute offline all necessary estimators. In particular, for
any function f , we can estimate offline the following expectation:

Edi(s,a)[f(s, a)] = EdO(s,a)[ηi(s, a)f(s, a)]. (16)

Using eq. (16) we can train offline an optimal policy by maximizing the following weighted behavior
cloning objective EdO(s,a)[ηi(s, a) log πi(a|s)]. Similarly, we can estimate offline the successor
features ψi = EdO(s,a)[ηi(s, a)ϕ(s, a)] and also maintain the associated averaged over time successor
representations ψk

i . This gives us the tool to estimate offline the VdW-Diversity term in eq. (13).

Next, we dynamically adjust the bounded Lagrange multipliers σ(µi) based on an offline estimation
of the corresponding constraint violation. In Corrolary A.3, we show that the LHS of eq. (10) admits
an estimator

EdO(s,a)

[
ηi(s, a)

(
log ηi(s, a)− log

c⋆(s)

1− c⋆(s)

)]
. (17)

In practice, however, we only have access to finitely many samples of the state occupancy dO(s, a).
Thus, in Lemma B.2, we derive the following finite sample estimator of the LHS of eq. (10):

ϕi := log|DO| +
∑

(s,a)∈DO

wi(s, a)

[
logwi(s, a)− log

c⋆(s)

1− c⋆(s)

]
,

where

wi(s, a) := softmaxDO
(δi(s, a)) =

exp{δi(s, a)}∑
(s′,a′)∈DO

exp{δi(s′, a′)}
.

Furthermore, we can optimize the bounded Lagrange multipliers σ(µi) by minimizing the loss
Lµ :=

∑n
i=1 σ(µi)(ϵ− ϕi). Here we use gradient descent to adapt the multipliers µi.
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4.3 Handling Non-Stationary Rewards

To optimize Problem (5) offline, we extend the heuristic by Zahavy et al. [2022] and propose an
alternating optimization scheme whose pseudocode is presented in Algorithm 1. While on fixed
reward input, the DICE framework computes offline an optimal-dual valued function, in our setting
the reward is changing in every iteration. This non-stationarity of reward presents a practical challenge
in training the value function and policy. As noted by Vlastelica et al. [2024], the naive approach of
training the value function (neural network) to match a moving target tends to be unstable, due to
the non-stationary rewards and is further exacerbated by the fact that in each iteration only a single
gradient update is made for this reward.

In this work, we address the preceding challenge by conditioning the value function (and policy) on a
latent representation of a Functional Reward Encoding (FRE) [Frans et al., 2024], which is pre-trained
on random linear functions, random two-layer neural networks with different hidden units, and simple
human-engineered rewards. Further details on pre-training are given in Supp. D. In each iteration,
given a fixed reward r we compute its encoded FRE latent representation zr(S) over a subset of
state-reward samples L(r, S) := {(s, r(s)) : s ∈ S}, where S is subset of states sampled uniformly
at random from States[DO]. Further, to reduce the variance, we sample uniformly at random several
state subsets {S1, . . . , Sm} and take the mean zr over their FRE latent representations zr(Si).

4.4 Pseudocode of Dual-Force

Algorithm 1 Dual-Force
Input: state-only expert dataset DE ∼ dE(S); offline dataset DO ∼ dO(S,A) such that DE ⊂ States[DO]; n
number of VdW’s state-action occupancies; m number of subsets of states; t number of state-reward pairs;
Polyak scale α > 0

Initialize: Sample w0
i uniformly at random from the probability simplex △|DO|, for all i ∈ {1, . . . , n}

Pre-train: a state-discriminator c⋆ : S → (0, 1) via optimizing the following objective with the gradient penalty
in [Gulrajani et al., 2017] minc EdE(s)[log c(s)] + EdO(s)[log(1− c(s))]
Pre-train: a Functional Reward Encoding (FRE) F : (S × R)m 7→ Z on state subsets of States[DO] and
general unsupervised reward functions as described in Supp. D

Repeat until convergence:
(Van der Waals Force)
For each index i ∈ {1, . . . , n}:

compute successor features ψk
i :=

∑
(s,a)∈DO

wk
i (s, a)ϕ(s)

compute closest distance ℓki := ∥ψk
i − ψk

j⋆i
∥2 where j⋆i := argminj ̸=i∥ψk

i − ψk
j ∥2

compute VdW reward βk
i (s, a) := (1− (ℓki /ℓ0)

3)⟨ϕ(s), ψk
i − ψk

j⋆i
⟩

compute reward Rk
i (s, a) := (1− σ(µi))β

k
i (s, a) + σ(µi) log

c⋆(s)
1−c⋆(s)

compute the mean zki over FREs {zki (Sj) = F(L(Rk
i , Sj))}mj=1, where Sj ∼ States[DO] with |Sj |= t

(Value Function and Policy)
For each index i ∈ {1, . . . , n}:

update with GD the FRE-cond. value function Vi(·, zki ) optimizing eq. (14) with the reward Rk
i

compute ratios wi(s, a) := softmaxDO

(
Rk

i (s, a) + γT Vi(s, a, z
k
i )− Vi(s, z

k
i )
)

for all s, a ∈ DO

compute Polyak average wk+1
i := (1− α)wk

i + αwi

update with GD the FRE-cond. policy πi(·|·, zki ) minimizing
∑

(s,a)∈DO
wk+1

i (s, a) log πi(a|s, zki )

(Bounded Lagrange Multipliers)
For each index i ∈ {1, . . . , n}:

compute an estimator ϕi := log|DO|+
∑

(s,a)∈DO
wk+1

i (s, a)
[
logwk+1

i (s, a)− log c⋆(s)
1−c⋆(s)

]
Update with GD µ minimizing the loss

∑n
i=1 σ(µi)(ϵ− ϕi)

In line with standard deep learning practices, the value function and policy are parameterized with
neural networks and consequently updated with a single gradient step over batches sampled uniformly
at random. Given a batch B, the policy loss becomes |DO|

|B|
∑

(s,a)∈B w
k+1
i (s, a) log πi(a|s, zki ).
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5 Experiments

Data Collection. To evaluate our method, we consider the 12 degree-of-freedom quadruped robot
SOLO12 [Grimminger et al., 2020] on two robotic tasks in simulation: locomotion and obstacle
navigation. Following the setup in [Ma et al., 2022a, Vlastelica et al., 2024], we learn a state
discriminator to differentiate between state demonstrations collected by an expert and from different
behavioral policies. To ensure that these behavioral policies provide sufficient diversity while
fulfilling a specific task, we run an online algorithm for unsupervised skill discovery subject to
value constraints, DOMiNiC [Cheng et al., 2024], and collect Monte Carlo trajectories from various
policies checkpoints throughout the training process. Following [Ma et al., 2022a], the expert dataset
is mixed into the offline dataset, and the information about which state-action comes from the expert
remains hidden to our algorithm.

Experimental Setup. For each experiment, we train: a state-discriminator c⋆, a Functional Reward
Encoding F , a SMODICE-expert (for comparison purposes only), and diverse skills respecting
imitation constraints. To invoke all skills learned during training, for each encountered reward
function Rk

i we store the corresponding mean latent reward representation zki and then in the
evaluation process condition the learned policy on it.

Skills Evaluation. It is important to note that our problem formulation does not assume access to
a reward signal in the offline dataset. However, if the offline dataset contains expert reward labels,
then each skill learned during training can be evaluated off-policy using its corresponding importance
ratios ηi. In this work, we conduct an online evaluation of each learned skill by rolling out 30 Monte
Carlo trajectories in simulation. We then compute the mean values of (i) the successor features and (ii)
the cumulative return, relative to the reward signal used for optimizing the expert policy. Afterwards,
we report each mean latent reward representation zki that corresponds to a skill that achieves at least
50% of the expert’s optimal return. While a fraction of these mean FREs zki correspond to policies
π(·|·, zki ) that fail the optimal return criteria, due to intermediate iterations optimizing for diversity, a
large fraction of the mean FREs are associated to policies that succeed, as the optimization of the
imitation constraint takes effect.

Practical Implementation. For each state-action occupancy di in Problem 5, we train a value
function and a policy, parameterized by neural networks. We empirically observed that skill diversity
increases and the training procedure stabilizes, when the neural network weights of the value functions
(and similarly the policies) are independent across all state-action occupancies. This is efficiently
implemented by running the forward pass over all value functions (and policies) in parallel. In
the experiments below, we optimize over three state-action occupancies and assign them with the
following color map: d1 is orange, d2 is brown, and d3 is red.

5.1 Locomotion Task

Data Collection. The expert dataset is collected from a uni-modal expert trained to walk straight with
constant linear velocity and medium base height. The offline dataset contains non-expert behaviors
achieving constant linear and angular velocity, as well as walking movements with different base
heights (low, medium, high).

Results [Uni-Modal]. Figure 1 demonstrates that our method finds diverse skills that achieve constant
linear and angular velocity and, more importantly, recover all base height movements in the offline
dataset. Figure 2 shows that the successor features of the learned skills are clustered into three groups
(according to the base height). While the ℓ2 pairwise distance between the successor features within a
cluster is small, the distance between clusters is large. Here we use the UMAP [McInnes et al., 2018]
algorithm to project the successor features into 2D space.

5.2 Obstacle Navigation Task

Data Collection. The expert dataset is collected from a multi-modal expert that initialized in front of
a box is trained to reach a target position behind the box by either going over the box or surrounding
it from the left or the right side. The offline dataset contains various non-expert behaviors collected at
different time points during the expert’s training procedure. It is important to note that these behaviors
may not reach the target position, nor do they have to remain standing for the entire episode.
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Figure 1: A performance benchmark of skills learned on the locomotion task, where the SOLO12
walks with constant velocity and recovers different base height movements. The colored horizontal
bar at the top of each skill plot indicates the SOLO12’s base height.

(a) (b) (c) (d)

Figure 2: (a,c) Successor features pair-wise ℓ2 distances between skills. The first row is SMODICE-
expert, and all other rows are skills. (b,d) UMAP projection of successor features into 2D. The red
dot is SMODICE-expert and all green dots are skills. (a,b) Locomotion. (c,d) Obstacle Navigation.

Results [Multi-Modal]. Figure 3 demonstrates that our method finds diverse skills that reach the
target position. Furthermore, the learned skill set captures all expert behaviors and various modalities
of the offline dataset. Similar to Vlastelica et al. [2024], it also provides a robust solution for reaching
the target position and is applicable in an adversarial setting where the environment is changed by
increasing the height of the box or moving it sideways to the left or right. Figure 2 shows that the
successor features of many learned skills are well separated.

6 Related Work

Skill discovery. In the unconstrained and online setting, various approaches of unsupervised skill
discovery algorithms have been proposed [Eysenbach et al., 2019, Campos et al., 2020, Achiam
et al., 2018, Strouse et al., 2022]. These methods struggle to learn large numbers of skills [Campos
et al., 2020, Achiam et al., 2018]. Sharma et al. [2020] make use of skill predictability as a proxy
for guiding skill discovery. Strouse et al. [2022] introduce an ensemble-based information gain
formulation. Kim et al. [2021] are able to learn disentangled and interpretable skill representations.
All of these methods are online methods that require extensive environment interactions.

Unsupervised RL. The goal of unsupervised reinforcement learning is to extract diverse policies
that are optimal for a particular family of reward functions. To this end, successor features have been
utilized [Dayan, 1993, Barreto et al., 2016]. These methods have also been coupled with intrinsic
motivation to enhance diversity [Gregor et al., 2017, Barreto et al., 2016, Hansen et al., 2020].

Constrained skill discovery. We are not the first to consider a constrained diversity maximization
approach. Zahavy et al. [2022] proposed an online skill discovery method that handles value
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Figure 3: A performance benchmark of skills learned on the obstacle navigation task, where the
SOLO12 is initialized in front of a box and attempts to reach a target position behind the box. The
learned skills exhibit diverse behaviors that cover various modalities of the offline dataset.

constraints. Cheng et al. [2024] extended their approach to the setting of multiple constraints, while
still remaining in an online setting. The diversity objectives in [Zahavy et al., 2022, Cheng et al.,
2024] both use the VdW force. Vlastelica et al. [2024] proposed an offline algorithm for maximizing
a mutual information objective subject to imitation constraints.

Off-policy estimation. Our work builds upon the “DIstribution Correction Estimation (DICE)”
framework and provides a robust importance sampling technique for off-policy learning [Nachum
and Dai, 2020] which finds applications in computing policy gradients from off-policy data [Nachum
et al., 2019], offline imitation learning with imperfect demonstrations [Kim et al., 2022, Ma et al.,
2022a], and off-policy evaluation [Dai et al., 2020]. Our off-policy approach is also similar to [Lee
et al., 2021, 2022, Vlastelica et al., 2024].

7 Conclusion

In this work, we introduced Dual-Force, a novel offline algorithm designed to maximize diversity
under imitation constraints based on expert state demonstrations. Our main contribution is to propose
off-policy estimators of the Van der Waals (VdW) force and successor features, eliminating the need
for a skill discriminator, thus enhancing training stability and efficiency. Furthermore, by conditioning
the value function and policy on a pre-trained Functional Reward Encoding, our method handles
non-stationary rewards better and provides zero-shot recall of all skills encountered during training.
Experimental results demonstrate the effectiveness of Dual-Force in generating diverse skills for
robotic tasks in simulation. Notably, the learned skills include various behavior modalities derived
from both expert and offline datasets, highlighting the model’s versatile skill discovery capabilities.
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Supplementary for Dual-Force: Enhanced Offline
Diversity Maximization under Imitation Constraints

A Imitation Constraint Relaxation

Our analysis make use of the following assumption.
Assumption A.1 (Expert coverage). We assume that dE(s) > 0 implies dO(s) > 0.

Lemma A.2 (State-only KL Estimator). Under Assumption A.1, we have

DKL (di(S)||dE(S)) ≤ −Edi(s)

[
log

dE(s)

dO(s)

]
+DKL (di(S,A)||dO(S,A)) (S1)

Proof. The statement follows by combining Claim A.4 and A.5.

Corollary A.3 (Structural). Under Assumption A.1, the RHS of (S1) is estimated by

EdO(s,a)

[
ηi(s, a)

(
log ηi(s, a)− log

c⋆(s)

1− c⋆(s)

)]
.

Proof. The statement follows by combining Lemma A.2 and Claim A.6.

A.1 Useful Facts

Claim A.4. It holds that

DKL (dπ1(S,A)||dπ2(S,A)) = DKL (dπ1(S)||dπ2(S)) + Edπ1 (s)
DKL (π1(·|s)||π2(·|s))

Proof. We have

DKL (dπ1(S,A)||dπ2(S,A)) = Edπ1
(s,a)

[
log

dπ1(s, a)

dπ2
(s, a)

]
= Edπ1

(s,a)

[
log

dπ1(s)π1(a|s)
dπ2

(s)π2(a|s)

]
= Edπ1

(s,a)

[
log

dπ1
(s)

dπ2
(s)

]
+ Edπ1

(s)Eπ1(a|s)

[
log

π1(a|s)
π2(a|s)

]
= DKL (dπ1(S)||dπ2(S)) + Edπ1 (s)

DKL (π1(·|s)||π2(·|s))

Claim A.5. Under Assumption A.1, we have

DKL (di(S)||dE(S)) = −Edi(s)

[
log

dE(s)

dO(s)

]
+DKL (di(S)||dO(S))

Proof. We have

DKL (di(S)||dE(S)) = Edi(s)

[
log

di(s)

dE(s)

]
= Edi(s)

[
log

di(s)

dO(s)
· dO(s)
dE(s)

]
= −Edi(s)

[
log

dE(s)

dO(s)

]
+DKL (di(S)||dO(S))

Claim A.6. Let ηi(s, a) =
di(s,a)
dO(s,a) for all (s, a) ∈ DO, and c⋆(s) = dE(s)

dE(s)+dO(s) for all s ∈ DE∪DO

Edi(s)

[
log

dE(s)

dO(s)

]
≈ EdO(s,a)

[
ηi(s, a) log

c⋆(s)

1− c⋆(s)

]
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Proof. We have

Edi(s)

[
log

dE(s)

dO(s)

]
= Edi(s)Eπ(a|s)

[
log

dE(s)

dO(s)

]
= Edi(s,a)

[
log

dE(s)

dO(s)

]
≈ EdO(s,a)

[
ηi(s, a) log

c⋆(s)

1− c⋆(s)

]

B KL Estimator

Recall that the weight wi(s, a) is defined w.r.t. a fixed dataset D0 and reads

wi(s, a) = softmaxDO
(δi(s, a)) =

exp{δi(s, a)}∑
(s′,a′)∈DO

exp{δi(s′, a′)}
,

where the TD error δi(s, a) = Rµ
i (s, a) + γT V ⋆

i (s, a) − V ⋆
i (s). In contrast, the importance ratio

ηi(s, a) is defined in terms of the expectation of the state-action occupancy dO, namely

ηi(s, a) = softmaxdO(s,a)(δi(s, a)) =
exp{δi(s, a)}

EdO(s′,a′) exp{δi(s′, a′)}
.

Claim B.1. Given an offline dataset DO sampled u.a.r. from state-action occupancy dO, an estimator
of the importance ratio ηi(s, a) is given by η̃i(s, a) := |DO|wi(s, a).

Proof. Combining 1
|DO|

∑
(s′,a′)∈DO

exp{δi(s′, a′)} is an estimator of the expectation
EdO(s′,a′) exp{δi(s′, a′)} and the definition of weight wi(s, a) we have

ηi(s, a) =
exp{δi(s, a)}

EdO(s′,a′) exp{δi(s′, a′)}

≈ exp{δi(s, a)}
1

|DO|
∑

(s′,a′)∈DO
exp{δi(s′, a′)}

= |DO|wi(s, a) = η̃i(s, a).

Lemma B.2. The KL-divergence DKL(di(S,A)||dO(S,A)) admits the following estimator,

log|DO|+
∑

(s,a)∈DO

wi(s, a) logwi(s, a).

Proof. Combining the definition of ηi(s, a) = di(s, a)/dO(s, a) and Claim B.1, we have

DKL (di(S,A)||dO(S,A)) = Edi(s,a) log ηi(s, a)

= EdO(s,a)ηi(s, a) log ηi(s, a)

≈ 1

|DO|
∑

(s,a)∈DO

η̃i(s, a) log η̃i(s, a)

=
∑

(s,a)∈DO

wi(s, a) log (|DO|wi(s, a))

= log|DO|+
∑

(s,a)∈DO

wi(s, a) logwi(s, a)
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C Successor Features as Diversity Measure

Lemma C.1 (Convex Diversity Objective). Let Φ ∈ Rd×(S×A) be a feature map and di ∈ △S×A be
a probability distribution. Then for the feature vector ψi = Φdi ∈ Rd we have

∇di

1

2
∥ψi − ψj∥22= ΦT (ψi − ψj).

Further, the corresponding Hessian is positive semi-definite matrix, i.e.,

∇di
ΦTΦ(di − dj) = ΦTΦ ⪰ 0.

In particular, 1
2∥Φdi − Φdj∥22 is a convex function w.r.t. di.

Proof. Observe that

∇di(s,a)
1

2

n∑
ℓ=1

(Φℓ,:di − Φℓ,:dπ2
)2 =

n∑
ℓ=1

(Φℓ,:di − Φℓ,:dj)[ϕ(s, a)]ℓ

=

(
n∑

ℓ=1

Φℓ,:[ϕ(s, a)]ℓ

)
(di − dj)

= ϕ(s, a)TΦ(di − dj)

= ϕ(s, a)T (ψi − ψj)

Hence, we have

∇di

1

2
∥ψi − ψj∥22 = ∇di

1

2
∥Φdi − Φdj∥22

= ∇di

1

2

n∑
ℓ=1

(Φℓ,:di − Φℓ,:dj)
2

=

n∑
ℓ=1

Φℓ,:(di − dj)Φ
T
ℓ,:

=

[
n∑

ℓ=1

ΦT
ℓ,:Φℓ,:

]
(di − dj)

= ΦTΦ(di − dj)

= ΦT (di − dj)

and
∇di

ΦTΦ(di − dj) = ΦTΦ.

D Pre-training of Functional Reward Embedding

We pretrain the FRE model following the approach of Frans et al. [2024]. For both the locomotion task
and the obstacle navigation task, to ensure wide diversity of general unsupervised reward functions,
we generate a list of rewards as follows:

30x linear functions with random weights
30x two-layered perceptron (MLP) neural networks with random weights and hidden units in

[(128, 64), (128, 128), (256, 128), (256, 256), (512, 256), (512, 512)]

27x combination of simple human-engineered rewards that incentivize constant base and angular
velocity in different directions, and different joint angle heights.

It is important to note that the above FRE latent representation cannot affect the diversity of skills
learned by Algorithm 1, but rather serves only as a hash map that assigns a unique label to each
reward so that the FRE-conditional value function and policy can better handle the training of the
non-stationary rewards.

15
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