
A Study on Scaling Up Multilingual News Framing Analysis

Anonymous ACL submission

Abstract

Media framing is the study of strategically se-001
lecting and presenting specific aspects of po-002
litical issues to shape public opinion. Despite003
its relevance to almost all societies around the004
world, research has been limited due to the005
lack of available datasets and other resources.006
This study explores the possibility of dataset007
creation through crowdsourcing, utilizing non-008
expert annotators to develop training corpora.009
We first extend framing analysis beyond En-010
glish news to a multilingual context (12 typo-011
logically diverse languages) through automatic012
translation. We additionally present a novel013
benchmark in Bengali and Portuguese on the014
immigration and same-sex marriage domains.015
Last, we show that a system trained on our016
crowd-sourced dataset, combined with other017
existing ones, leads to an accuracy of 73.22%,018
which is a 5.32% increase from the baseline.019
Additionally, we find that models built with020
fewer data can significantly outperform sys-021
tems that are trained on far more data in a mul-022
tilingual evaluation setting.1023

1 Introduction024

News framing refers to the power of the news me-025

dia to define and interpret events, issues, and poli-026

cies by emphasizing certain aspects while down-027

playing or excluding others. According to Ent-028

man (1993), it can “make a piece of information029

more noticeable, meaningful, or memorable to au-030

diences”. It plays a crucial role in influencing how031

people interpret and react to information presented032

in news articles. The language used in news me-033

dia can shape public opinion and reveal biases and034

agendas, which can ultimately shape the way peo-035

ple understand and react to current events.036

Traditionally, framing analysis has relied on037

manual annotation by linguists, social studies ex-038

perts, and trained annotators, lacking the potential039

1All data and code will be publicly released.

Figure 1: An example framing annotations from our
new Portuguese test set.

of AI-driven systems leading to a rather limited 040

explorations of automating framing analysis. More- 041

over, existing studies have been restricted primarily 042

to English-only data, leaving a gap in research con- 043

cerning multilingual and low-resource contexts. 044

Our work focuses on employing NLP techniques 045

for the framing analysis task to automate the anal- 046

ysis process, extract insights from large datasets 047

efficiently, and identify patterns in the language 048

used in news media. To address these challenges, 049

Boydstun et al. (2014) introduced a codebook, Pol- 050

icy Frames Codebook, based on which the Media 051

Frames Corpus (MFC; Card et al., 2015) was cre- 052

ated. This dataset is comprised broad categories of 053

common policy frames and annotations of US news 054

articles. However, the availability of such datasets 055

in languages beyond English remains limited. 056

Getting a higher volume of higher quality data 057

(such as, MFC) is time and resource intensive. 058

Hence, we study the alternative of gathering a high 059

volume of comparatively lower quality but easy- 060

to-collect data. We achieve this through crowd- 061

sourcing and automatic translation techniques. We 062

also examine the combination of lower and higher 063

quality data. 064

In this study, we first introduce a new crowd- 065

sourced dataset: Student-sourced Noisy Frames 066

Corpus (SNFC). We have achieved time and cost 067

efficiency by involving a large number of semi- 068

trained annotators for the data collection and an- 069

notation process of the corpus. SNFC covers im- 070
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migration and same-sex marriage domains and in-071

cludes novel benchmark test sets in Bengali and072

Portuguese, offering new perspectives in these lan-073

guages. Additionally, we automatically expand074

multilinguality to the task by translating the MFC075

and SNFC to 12 more languages. We show that076

a neural classifier trained on the combination of077

both MFC and SNFC yields significant performance078

improvements, both in English as well as in a mul-079

tilingual setting.080

2 Related Work081

Framing analysis provides valuable insights into082

different perspectives on news topics across vari-083

ous countries and languages. However, there is a084

notable lack of research and annotated corpora for085

framing analysis in languages other than English.086

This limitation hinders our understanding of media087

framing in different parts of the world and other088

societies’ opinion regarding specific issues. To ad-089

dress this gap, a multilingual approach is essential090

in analyzing media framing across diverse linguis-091

tic and cultural contexts. Ali and Hassan (2022)092

provide a comprehensive survey of the framing093

analysis task, focusing specifically on studies con-094

ducted using English datasets exploring various095

approaches and techniques employed in framing096

analysis.097

Two prominent datasets used for framing anal-098

ysis are the Media Frames Corpus (MFC; Card099

et al., 2015) and the Gun Violence Frames Cor-100

pus (GVFC; Liu et al., 2019). The MFC, annotated101

according to the guidelines provided in the code-102

book of Boydstun et al. (2014), covers 6 different103

political issues including immigration, same-sex104

marriage, and gun violence, among others. It in-105

cludes both article headlines and news texts, pro-106

viding a broader and more comprehensive dataset.107

On the other hand, the GVFC focuses solely on the108

topic of gun violence, with 10 manually annotated109

frames defined in a different codebook, and it only110

includes article headlines.111

Akyürek et al. (2020) extended the GVFC by112

curating headlines in German, Turkish, and Ara-113

bic following the same process as the original114

dataset from the respective news websites, specif-115

ically targeting keywords related to gun violence116

and mass shootings. The frames used in the multi-117

lingual datasets remained consistent with those in118

the GVFC, and is the one of the few multilingual119

sources for this task. Additionally, the Australian120

Parliamentary Speeches (APS) dataset (Khanehzar 121

et al., 2019) offers another perspective on framing 122

analysis, as it consists of transcripts speeches re- 123

lated to same-sex marriage bills presented in the 124

Australian Parliament. Although the APS dataset 125

focuses on data from a country other than the 126

United States, it is still limited to English language 127

texts, which narrows the scope of the framing anal- 128

ysis task. 129

The MFC has served as a valuable resource in var- 130

ious framing-related studies. For example, it was 131

used to develop a semi-supervised model by ex- 132

tracting a Russian lexicon from their Russian test 133

corpora which consists of news articles sourced 134

from reputable Russian newspapers (Field et al., 135

2018). In a different vein, Naderi and Hirst (2017) 136

used it to benchmark sentence-level classification 137

tasks, employing LSTM, BiLSTM, and GRU-based 138

systems. Considering the significant contributions 139

of this corpus to the field, we have incorporated 140

it into our system for training and evaluation pur- 141

poses, alongside our SNFC dataset. 142

Several studies have employed various tech- 143

niques such as topic modeling (DiMaggio et al., 144

2013; Roberts et al., 2014; Nguyen, 2015), clus- 145

ter analysis (Burscher et al., 2016), and neural 146

networks (Naderi and Hirst, 2017; Khanehzar 147

et al., 2019; Mendelsohn et al., 2021; Kwak et al., 148

2020) to construct systems for framing analy- 149

sis. These investigations have consistently demon- 150

strated that leveraging state-of-the-art pre-trained 151

models based on transformers (Devlin et al., 2019; 152

Zhuang et al., 2021; Conneau et al., 2020) is a 153

highly effective approach, yielding significantly im- 154

proved results compared to other techniques. In our 155

study, we follow the state of the art and build mod- 156

els similar to those employed by Liu et al. (2019) 157

and Khanehzar et al. (2019). 158

3 Dataset Creation 159

In this section, we present our methodology for 160

curating SNFC training dataset through crowdsourc- 161

ing (§3) and outline the process of extending the 162

dataset to incorporate multilinguality (§3). Lastly, 163

we introduce our innovative Portuguese and Ben- 164

gali benchmarks, highlighting their significance in 165

the context of this study (§3). 166

SNFC Training Corpus To construct the crowd- 167

sourced training portion of the SNFC, we turned to 168

students at ANONYMOUS University.2 In particu- 169

2Anonymized for review.
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Frames Definitions

Economic The financial consequences and economic implications of the
matter on various levels (person, family, community or broader
economy).

Capacity and Resources The presence or absence of various resources(physical, geographic,
human, and financial) and the ability of existing systems.

Morality Perspectives, policy objectives, or actions driven by religious prin-
ciples, duties, ethics, or social responsibilities.

Fairness and Equality The balance or distribution of laws, rights, and resources among
individuals or groups.

Legality, Constitutionality, Ju-
risdiction

Discusses rights, freedoms and authority of individuals, corpora-
tions, and government.

Policy Prescription and Eval-
uation

Specific policies proposed to address identified issues and the
assessment of policy effectiveness.

Crime and Punishment Effectiveness and implications of laws and their enforcement.
Security and Defense Actions or calls to action aimed at protecting individuals, groups,

or nations from potential threats to their well-being.
Health and Safety Access to healthcare, health outcomes, disease, sanitation, men-

tal health, violence prevention, infrastructure safety, and public
health.

Quality of life Threats and opportunities for the individual’s wealth, happiness
and well being.

Cultural Identity Traditions, customs or values of a social group in relation to a
policy issue.

Public Sentiment References of attitudes and opinions of the general public, includ-
ing polling and demographics.

Political Political considerations, actions, efforts, stances, and partisan,
bipartisan, or lobbying activities related to an issue.

External Regulation and Rep-
utation

The external relations of nations or groups, trade agreements,
policy outcomes, and external perceptions or consequences.

Other Frames that don’t fit into the categories above.

Table 1: Frames and their definitions as outlined by Policy Frames Codebook (PFC, Boydstun et al. (2014)). This
codebook was given to the students as annotation schema.

lar, this was done as part of an in-class assignment170

for a graduate-level natural language processing171

class with about 80 students involved.3172

The students were presented with the challenge173

of building a Media Frames Analysis system (effec-174

tively, a sentence-level neural classifier), without175

having access to significant amounts of data. In par-176

ticular, the students were provided only with a de-177

scription of the codebook of Boydstun et al. (2014)178

presented in Table 1, along with 250 sentence-level179

examples called the seed dataset from the MFC cor-180

pus sampled so that all 15 frame dimensions were181

present.182

The codebook and the samples were meant to183

3We are releasing these data with the students’ consent.

facilitate the annotators’ understanding of the task. 184

The only other information available to them was 185

that their final systems would be evaluated on mul- 186

tiple languages (see §3) on the immigration and 187

same-sex marriage domains.4 188

The students were first tasked with procuring 189

150 new sentences each, from any source and in 190

any language, and label them, according to the 191

codebook, to be used as their “first” training set. 192

They then had to produce an additional 150 sen- 193

tences which would then be annotated by two of 194

their peers (so that we will be able to measure inter- 195

annotator agreement). Any label disagreements 196

were resolved by the students, by obtaining an ad- 197

4These evaluation sets were based on the MFC test sets.
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ditional label for majority voting. All in all, each198

student produced a minimum of 300 annotated sen-199

tences. While the students had the option to collect200

data in any language, all of them, apart from two,201

collected and annotated the initial data in English.202

The two other students who collected data in differ-203

ent languages chose their native languages: Telugu,204

and Hindi.205

To collect the data, the students were allowed206

to do anything they wanted. They ended up utiliz-207

ing diverse techniques that range from targeted web208

scraping to generating sentences with the assistance209

of AI tools such as, ChatGPT (Radford et al., 2019).210

We can broadly categorize the sources of data into211

three categories: AI tools (such as ChatGPT and212

ChatSonic), online news platforms (including On-213

line Articles, NBC, CNN, BBC, and NYTimes),214

and social media platforms (such as Twitter and215

Reddit). Students have used a combination of two216

or more categories to collect their data. Around217

77% of students used AI tools, 14.8% relied on so-218

cial media platforms, and 67.9% used online news219

platforms for data collection purposes.220

In the end, we ended up with a total of 17,520221

sentences from the combined student training cor-222

pus of 300 sentences each, eliminating the occa-223

sional duplicate instances. The dataset has a gener-224

ally substantial inter-annotator agreement, with a225

Cohen’s κ (Cohen, 1960) coefficient of 0.61.226

To further contextualize this, we note that the227

inter-annotator agreement of the MFC (as detailed in228

the paper) is assessed using Krippendorff’s α (Krip-229

pendorff, 2011), with respective values of 0.08 and230

0.20 for the domains of same-sex marriage and im-231

migration. SNFC (our dataset) combines sentences232

from both of these domains and the Krippendorff’s233

α value for SNFC stands at 0.103 which is simi-234

lar to the one of MFC. Given that this is a 15-way235

classification task, we believe the inter-annotator236

agreement for SNFC is not particularly low for such237

a nuanced task.238

Multilinguality To benchmark media framing239

beyond English our first step is to simply translate240

the original MFC dataset into other languages. We241

use machine translation5 to translate all sentences242

of the MFC corpus into 12 typologically diverse lan-243

guages, namely Bengali, German, Greek, Italian,244

Turkish, Nepali, Hindi, Portuguese, Telugu, Rus-245

sian, Swahili, and Mandarin Chinese.246

While the primary reason for this process is the247

5Google Translate, specifically.

Language Pair Rating (%)

English-Bengali 61.2
English-Greek 73.4
English-Hindi 77.4

English-Nepali 47.2

Comet Score (All languages) 76.05

Table 2: Average rating for Human Evaluation of the
Automatic Translation Quality

ability to benchmark the task on other languages 248

(as well as the inability to collect annotated test sets 249

in all of these languages – see also §3), this simple 250

data augmentation technique is also a reasonable 251

way to also obtain training data in other languages. 252

Hence, we perform this translation both on the 253

training and the dev/test portions of the dataset, 254

and combine all languages to form the multilingual 255

version of the dataset. 256

Lastly, the same translation models were used to 257

augment our crowd-sourced SNFC dataset to cover 258

all of the above-mentioned languages. 259

We have studied the quality of the translation 260

through human assessment. For each language, 261

we took 100 translations from English and had 262

them reviewed by bilingual speakers who scored 263

the translations on a scale from 1 to 10 based on 264

accuracy and clarity. For this evaluation, we used 265

four languages: Bengali, Greek, Hindi, and Nepali. 266

From the average rating for each language pair 267

(See Table 2), we observe that the average rating is 268

higher for higher resourced languages like Greek 269

and Hindi. On the other hand, Nepali, being the 270

only lower resourced language, has a lower rating 271

of 4.72 out of 10, suggesting that perhaps Nepali 272

results should be taken with a grain of salt, as the 273

reason for general poor performance is likely to be 274

the low quality of the translations. 275

We have also further performed quality esti- 276

mation over all translations by calculating the 277

CometKiwi score (Rei et al., 2023) of the trans- 278

lations. Note that we resort to automatic quality 279

estimation since we do not have access to refer- 280

ence translations. The overall score of 76.05% is 281

in line with our human evaluation over the sample, 282

and suggests that automatic translations are largely 283

reliable in our dataset. The higher scores for the 284

high resource languages of the human-evaluation 285

and CometKiwi (see Appendix B for a breakdown 286

by language) indicate that automatic translations 287
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can be a reasonable alternative to gathering large288

quantities of high quality multilingual data for the289

framing task.290

Novel Test Set While the automatic translation291

of the MFC benchmark is a reasonable start for our292

multilingual exploration, it does not come without293

drawbacks: the provided text, regardless of the lan-294

guage, is only relevant to the USA cultural context.295

To even better benchmark the quality of fram-296

ing analysis systems on different language and297

cultural contexts, we create a pair of novel test298

sets in (Bangladesh) Bengali and (Brazilian) Por-299

tuguese. The news articles used in this test set were300

sourced from reputable newspapers in Bangladesh301

and Brazil, aligning with the chosen domains of302

immigration and same-sex marriage.303

Each test set is comprised of of 10 news articles304

for each language. The annotators were native305

speakers of the languages and they adhered closely306

to the definitions provided by the authors (Table 1),307

ensuring consistency with the labels found in the308

MFC.309

Figure 2 shows the label distribution for the MFC310

and the novel test set, listing the number of sen-311

tences per frame in each language. In the case312

of Bengali, the news articles predominantly focus313

on the immigration domain, reflecting the cultural314

disparities between Brazil and Bangladesh. Specif-315

ically, the test set emphasizes the economic and316

lifestyle aspects of immigration (Bengali), while317

also delving into the legal and policy-making di-318

mensions of the domain (Portuguese).319

It is of note that the two benchmarks, despite be-320

ing rather small, still show interesting differences321

in terms of their label distribution. For example, the322

most common label on the Bengali set is "External323

Regulation and Reputation", which is the least com-324

mon one in the Portuguese one. And the reverse325

is the case for the "Cultural Identity" label which326

is the most common in Portuguese and least com-327

mon in Bengali. Another interesting observation is328

that the Bengali test set contains more data labeled329

as "Other" compared to the other two languages.330

Upon analyzing the data with the help of a native331

speaker, we found that most of the Bangladeshi332

articles emphasize a lot on reporting information in333

the form of dates and numbers, rather than offering334

opinions on the issues.335

Tr. Data #Sentences Accuracy

Baselines
MFC 9740 69.52
MFC10 1125 57.45

including crowd-sourced data
SNFC 17520 54.37
MFC+SNFC 27260 72.07
MFC10+SNFC 18645 64.75

filtered crowd-sourced data
MaSNFC 5182 48.77
MFC+MaSNFC 14922 73.22
MFC10+MaSNFC 6307 60.94

Table 3: Mean Accuracy Scores on the MFC evaluation
set for RoBERTa models trained on English Datasets. #
stands for number

4 Framing Analysis System and Results 336

Experimental Setup We approach the task as 337

a multilabel classification problem (Tsoumakas 338

and Katakis, 2007), leveraging the pretrained 339

RoBERTa (Zhuang et al., 2021) language model, 340

similar to the SOTA approach employed by Khane- 341

hzar et al. (2019). For all models we set the max- 342

imum sequence length to 256, with a batch size 343

of 16,and train using a learning rate of 10−5. To 344

expand to more languages, we employ the multilin- 345

gual XLM-RoBERTa model (Conneau et al., 2020). 346

Throughout all experiments, we use the base model 347

size.6 348

We first report results with models exclusively 349

trained on MFC, and SNFC datasets, as well as 350

their concatenation. To investigate a more data- 351

scarce scenario, we also compiled a smaller sam- 352

ple consisting of about 10% of the original MFC, 353

named MFC10, ensuring all 15 target labels are in- 354

cluded. Beyond the single-dataset baselines, we 355

combine the expert-annotated MFC and MFC10 with 356

our crowd-sourced SNFC. 357

English Results and Discussion We first estab- 358

lish the usefulness of our crowdsourced data, by 359

focusing on the performance on the original test set 360

of the English MFC dataset (using the monolingual 361

RoBERTa model). Results are presented in Table 3. 362

First, it is worth pointing out that relying solely 363

on crowd-sourced data is not promising: the SNFC- 364

only training underperforms both the MFC-only set- 365

6Appendix 7 and 8 also provides results with the BERT
and mBERT (Devlin et al., 2019) models (but RoBERTa and
XLM-R consistently outperformed BERT and mBERT.
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Figure 2: The label distributions of the MFC and our new Bengali and Portuguese test sets. Note that they differ
significantly.

ting, as well as the MFC10-only setting, which has366

only around 10% of the training data size!367

However, combining the expert-annotated data368

with the crowd-sourced ones yields significant369

improvements over the expert-only baselines, as370

MFC+SNFC yields an extra 2.5 accuracy points over371

MFC (72% vs 69.5%). The improvement is even372

larger (more than 7 accuracy points) in the resource-373

restricted MFC10 scenario.374

Filtering of Crowdsourced Data Given the po-375

tential for noise in any crowd-sourced dataset, we376

explore a simple filtering technique to sample more377

high-quality crowd-sourced. In particular, we ob-378

tain sentence-level representations for each sen-379

tence, and select only the SNFC instances that ex-380

hibit more than 85% cosine similarity with any381

MFC instance. Effectively, we select SNFC sentences382

that are most similar to MFC ones. We refer to this383

sample as MFC-aligned SNFC (MaSNFC).384

Results with this (almost 3x smaller) sample are385

more encouraging (Table 3): combining MaSNFC386

with MFC yields our best model with an accuracy of387

73.22. In the data-scarce scenario of MFC10, adding388

MaSNFC is again beneficial, but including the whole389

unfiltered SNFC is even better.390

These findings underline the promise of our391

crowd-sourced dataset, as we were able to achieve392

significant improvements beyond the baseline, even393

when evaluating on expert-annotated data.394

Multilingual Results and Discussion For the395

first part of our multilingual experiments, we em-396

ploy a translate-train and translate-test scenario.397

All of the dataset samples introduced above were398

Tr. Data mMFC BENGALI PORTUGUESE

Zero-shot (only English train)
MFC 28.13 25.44 28.28
Baselines (translate-train)
MFC 44.99 25.88 33.61
MFC10 28.64 23.68 27.87

+ crowd-sourced (translate-train)
SNFC 28.04 25.44 23.77
MFC+SNFC 44.07 26.31 31.56
MFC10+SNFC 33.11 32.02 26.62

+ filtered crowd-sourced (translate-train)
MaSNFC 27.55 16.67 15.98
MFC+MaSNFC 45.73 28.07 33.61
MFC10+MaSNFC 32.56 24.56 26.64

Table 4: Mean Accuracy Scores on the MFC evaluation
set and Novel Multilingual Test Set for XLM-R models
trained on Multilingual Datasets. The best scores have
been highlighted.

translated to all 12 evaluation languages, and we 399

now replicate the same experimental setups as 400

above, the only difference being that we will use 401

a multilingual LM (XLM-R instead of RoBERTa). 402

All results are presented in Table 4 (which presents 403

the average accuracy across the 12 languages for 404

mMFC, as well as performance on our novel Bengali 405

and Portuguese benchmark). 406

First of all, we show that relying on zero- 407

shot cross-lingual transfer, without employing the 408

translate-train technique is not a competitive base- 409

line. The translated MFC baseline is competitive 410

on average, but as we discuss below it performs 411
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Figure 3: The best model performs very inequitably across languages on mMFC. The highest accuracy is in English
(72.1%) followed by Italian and German, while other languages from non-western countries (e.g. Bengali, Hindi,
Chinese, and others) have much lower performance (under 30%).

quite inequitably across languages. As before, com-412

bining expert annotated data with filtered crowd-413

sourced ones (MFC+MaSNFC) is best. Our findings414

from the monolingual experiments generally hold415

in the multilingual ones.416

In the Bengali test set, the inclusion of all crowd-417

soured data improves upon the baseline by a small418

margin. The improvement from filtered crowd-419

sourced data is more modest. However, it is inter-420

esting that the best performance is obtained when421

using fewer expert annotations (MFC10+SNFC), im-422

proving by almost 6 percentage points over the423

baseline! We hypothesize that using the whole MFC424

dataset overfits the US context – but we leave this425

analysis for future work. In the Portuguese test426

set, we observe generally similar patterns as in the427

mMFC, with the exception that we do not observe428

any improvement from the crowd-sourced data. We429

leave a further investigation for future work.430

We note that the accuracies for the Bengali and431

Portuguese test sets are significantly lower than432

those of the English MFC and the mMFC test sets. We433

suspect that the training data, being automatic trans-434

lations, may not capture the nuances of the original435

news articles. Second, the domain shift due to cul-436

tural context differences between training and test437

may play a significant role. To improve the scores438

further, it may be necessary to obtain original news439

articles from diverse culturally distinct sources in440

different languages.441

mMFC Breakdown per Language We further442

analyse the per-language performance of our best-443

performing model on mMFC (see Figure 3). En- 444

glish accuracy (72.1) is en par with the monolin- 445

gual setting (73.2), and German, Italian, Swedish, 446

and Turkish also yield accuracies higher than 64%. 447

But for other languages the model performs much 448

worse, including high-resource ones like Greek 449

(31.5%), Russian (28%), and Chinese (25.5%). 450

While translation errors may play a role here, we 451

are confident that they are not enough to explain 452

such a large discrepancy. For example, while 453

Nepali has admittedly low-quality translations (see 454

previous discussion), Hindi, Greek, and Chinese 455

certainly have translations of fairly high quality 456

and yet they fall in the same low performance ball- 457

park. We suspect that this gap may only be bridged 458

through data collection (either expert- or crowd- 459

annotated) in the appropriate languages and cul- 460

tural contexts. 461

Error Analysis We analyzed the errors using a 462

confusion matrix for our best-performing model 463

MFC+MaSNFC on the mMFC evaluation set, as shown 464

in Figure 4. The heat-map reveals that out of 15 465

labels, 9 achieve the majority of instances correctly. 466

Specifically, the labels ‘Political’ and ‘Legality, 467

Constitutionality, Jurisdiction’ have the highest 468

number of instances predicted correctly. However, 469

when the model makes incorrect predictions, the 470

errors are mainly categorized into the ‘Political’ 471

and ‘Legality, Constitutionality, Jurisdiction’ labels. 472

This led us to suspect a potential data imbalance 473

in our training model. Further examination of the 474

data confirmed that these two labels indeed have a 475
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Figure 4: Confusion matrix for the best model’s prediction for the mMFC Test set

majority of instances in the training set, leading to476

the tendency to predict these labels when uncertain.477

One could also further argue that these two labels478

are quite close semantically and hence their confu-479

sion is perhaps expected. We have examined the480

original data from MFC for the immigration and481

same-sex issues, which were used to train our base-482

line model. This dataset indeed shows a skewed483

distribution with a disproportionate number of in-484

stances falling under these two labels. This sug-485

gests that US-based news articles covering these486

domains inherently tend to fall in these two cat-487

egories. Given the domain, we deduce that such488

an imbalance in label distribution might be a com-489

mon trend in news articles from other countries as490

well. This assumption can be further validated in491

our novel test sets derived from Bangladesh and492

Brazil, which also reveal a similar inclination to-493

wards certain labels, as discussed in the previous494

section. 495

5 Conclusion 496

In conclusion, our study emphasizes the impor- 497

tance of data quality and language diversity in 498

multilingual framing analysis. Combining the Me- 499

dia Frames Corpus (MFC) with the Student-Sourced 500

Noisy Frames Corpus (SNFC) yields significant im- 501

provements, highlighting the value of leveraging 502

larger datasets. However, lower accuracies in multi- 503

lingual experiments indicate the need for improved 504

translations and culturally diverse training data to 505

enhance the performance of multilingual framing 506

analysis. 507

Limitations 508

The main limitation of this study is that it relies 509

on automated translation via Google Translator to 510

introduce multilinguality to the task. It is well 511

8



known that the translations conducted by Google512

Translator may not achieve the same level of qual-513

ity as authentic translations. Moreover, for lower-514

resource languages such as Nepali and Swahili, the515

translations obtained from Google Translator may516

not fully capture the nuances and characteristics517

as well as it probably can if translated to higher-518

resource languages as German or Greek. Addition-519

ally, since the MFC dataset primarily consists of US520

news sources, the translations into different lan-521

guages does not adequately reflect the biases and522

perspectives surrounding a specific political issue523

in different countries. We attempt to mitigate this524

limitation with our new Bengali and Portuguese525

test sets. Collecting more data from different coun-526

tries in different languages will eventually address527

this limitation, but we leave this large-scale under-528

taking for the future.529
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A Novel Bengali and Portuguese Test Set667

Statistic668

Number of sentences Bengali Portuguese

Economic 36 20
Capacity and Resources 3 19
Morality 4 13
Fairness and Equality 13 23
Legality Constitutional-
ity Jurisdiction

12 25

Policy Prescription and
Evaluation

13 24

Crime and Punishment 11 3
Security and Defence 5 23
Health and Safety 14 9
Quality of Life 33 15
Cultural Identity 1 32
Public Sentiment 5 24
Political 3 10
External Regulation and
Reputation

41 1

Other 34 3

Total 228 244

Table 5: Number of texts per frame per language

The distribution of labels in the Bengali and Por-669

tuguese test sets (see Table 5) reveals intriguing670

domain affinity. In the case of Bengali, the news671

articles predominantly focus on the immigration672

domain, reflecting the cultural disparities between673

Brazil and Bangladesh. Specifically, the test set674

emphasizes the economic and lifestyle aspects of675

immigration (Bengali), while also delving into the676

legal and policy-making dimensions of the domain677

(Portuguese).678
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B Assessing Translation Quality679

Table 6 shows the breakdown of the comet score680

per language.681

Language Pair Comet
Score
(%)

English-Bengali 74.39
English-German 76.93
English-Greek 76.64
English-Hindi 67.87
English-Italian 79.04
English-Nepali 86.84
English-Russian 79.87
English-Swahili 73.71
English-Telugu 69.02
English-Bengali 78.79
English-Turkish 74.63
English-Chinese 74.63
English-Portuguese 74.89

System Score 76.05

Table 6: Average score from CometWiki of the Auto-
matic Translation Quality without reference. The high
resource languages (i.e., Italian, Greek etc) have higher
scores than lower resource languages (i.e., Telugu)
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C Complete Results for English and682

Multilingual Experiments683

We observed the mean accuracy of the MFC evalua-684

tion set for models trained on English and Mulitlin-685

gual datasets. The key findings are summarized686

below:687

1. The MFC alone achieved higher accuracy com-688

pared to other systems, with scores of 61.93%689

and 69.52% for BERT and RoBERTa-based690

models, respectively. However, when using691

the MFC10 dataset with limited high-quality692

data, the accuracy dropped significantly to693

53.02% and 57.45% for BERT and RoBERTa694

models, respectively.695

2. The SNFC and MaSNFC datasets exhibited lower696

accuracy when evaluated individually, com-697

pared to the MFC. However, the SNFC outper-698

formed MFC10 in terms of accuracy for the699

BERT model. The SNFC has an accuracy of700

60.57% while the MFC10 has gotten 53.02%.701

It is worth noting that the larger size of the702

SNFC contributed to its higher accuracy com-703

pared to MaSNFC, which is almost three times704

smaller.705

3. Combining the MFC with our datasets led to706

substantial accuracy improvements. The mod-707

els trained on MFC+SNFC (72.57%, 72.07%)708

and MFC+MaSNFC (72.85%, 73.22%) achieved709

higher accuracy than the MFC alone (61.93%,710

69.52%), for both BERT and RoBERTa mod-711

els.712

4. Combining MFC10 with our datasets, we ob-713

served improved accuracy as well. The714

MFC10+SNFC combination yielded an accu-715

racy improvement of 6.1 and 4.77 percent-716

age points for BERT and RoBERTa mod-717

els, respectively, compared to MFC10. Sim-718

ilarly, MFC10+MaSNFC demonstrated a simi-719

lar improvement of 7.1 and 3.49 percentage720

points, respectively.721

5. The overall accuracies of the MFC evaluation722

set for multilingual data (Table 3) are lower723

compared to the accuracies for English train-724

ing (Table 2). This can be attributed to the725

fact that the training data in other languages726

were obtained through automatic translation,727

which may not be of the same quality as hu-728

man translations or original news articles in729

those languages.730

System
Name

Number of
Sentences

BERT RoBERTa

MFC 9740 61.93 69.52
MFC10 1125 53.02 57.45
SNFC 17520 60.57 54.37
MaSNFC 5182 52.05 48.77
MFC+
SNFC

27260 72.57 72.07

MFC+
MaSNFC

14922 72.85 73.22

MFC10+
SNFC

18645 68.03 64.75

MFC10+
MaSNFC

6307 60.12 60.94

Table 7: Mean Accuracy Scores on the MFC evaluation
set for models trained on English Datasets. The best
scores have been highlighted.

6. Among the datasets, MFC+MaSNFC achieved 731

the highest accuracy of 45.73 on the multi- 732

lingual test set, outperforming both MFC and 733

MFC10 datasets. 734

7. For the Bengali test set, the highest accu- 735

racy (32.02) was achieved by the MFC10+SNFC 736

training dataset. As for the Portuguese test set, 737

the highest accuracy of 33.61 was obtained by 738

two systems: MFC and MFC+MaSNFC. 739

8. Overall, the accuracies for the Bengali and 740

Portuguese test sets were lower than those for 741

the MFC evaluation set. This can be attributed 742

to two factors. First, the training data, being 743

translations, may not capture the nuances of 744

the original news articles. Second, the training 745

data mainly consists of MFC, which is collected 746

from US-based news media sources. The test 747

sets, on the other hand, were collected from 748

Brazil and Bangladesh, which have different 749

cultural contexts in their news articles that 750

cannot be fully replicated through translation. 751

To improve the scores further, it would be 752

necessary to obtain original news articles from 753

diverse culturally distinct sources in different 754

languages. 755

The study highlights challenges in multilingual 756

framing analysis, with lower accuracies compared 757

to English training. It emphasizes the need for 758

high-quality translations and original news articles. 759

Combining datasets like MFC+MaSNFC can enhance 760

accuracy. Considering cultural and linguistic con- 761
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System Name MFC Evaluation Set Bengali Test Set Portuguese Test Set
mBERT XLM-R mBERT XLM-R mBERT XLM-R

MFC (English) 27.70 28.13 16.67 25.44 26.23 28.28
MFC 44.87 44.99 21.93 25.88 30.33 33.61
MFC10 27.7 28.64 20.61 23.68 30.33 27.87
SNFC 28.05 28.04 22.37 25.44 27.05 23.77
MaSNFC 28.86 27.55 11.84 16.67 20.49 15.98
MFC+SNFC 45.09 44.07 23.25 26.31 29.92 31.56
MFC+MaSNFC 44.42 45.73 22.37 28.07 31.97 33.61
MFC10 + SNFC 30.01 33.11 25 32.02 29.51 26.62
MFC10+MaSNFC 33.33 32.56 22.81 24.56 22.13 26.64

Table 8: Mean Accuracy Scores on the MFC evaluation set and Novel Multilingual Test Set for models trained on
Multilingual Datasets. The best scores have been highlighted.

texts and diverse training data is crucial for better762

understanding framing across languages and cul-763

tures.764
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