
Learning Neuro-Symbolic World Models
for Text-Based Game Playing Agents

Don Joven Agravante and Michiaki Tatsubori
IBM Research

don.joven.r.agravante@ibm.com, mich@jp.ibm.com

Abstract

Text-based games serve as important bench-
marks for agents with natural language capa-
bilities. To enable such agents, we are inter-
ested in the problem of learning useful world
models. Our assumption is that such a world
model is best represented by a logical form
which underlies the structure of these games.
We propose to tackle this problem by leverag-
ing the expressivity of recent neuro-symbolic
architectures, specifically the Logical Neural
Networks (LNN). Here, we describe a method
that can learn neuro-symbolic world models on
the TextWorld-Commonsense set of games. We
then show that planning on this learned world
model results in optimal actions in the game
world.

1 Introduction

Text-Based Games began as a form of entertain-
ment in the 1980s. Players could read a narrative
and imagine the state of the game world from text.
They can then interact with this world through text
input as well. In recent years, text-based games
have become an interesting benchmark in the inter-
section of natural language processing and sequen-
tial decision making. For example, deep reinforce-
ment learning (RL) was proposed as a possible
solution starting with (Narasimhan et al., 2015).
Recently, several sets of benchmarks and game en-
vironments were proposed such as TextWorld (Côté
et al., 2018), Jericho (Hausknecht et al., 2020) and
TextWorld Commonsense (Murugesan et al., 2021).

Text-based games present several different prob-
lems that are interesting topics for research. In this
paper, we concentrate on the problem of learning
logical world models. The main idea is that the col-
orful and complex natural language narrative of the
text actually describes a fairly simple and compact
world. This idea is used implicitly in other works
appearing as Knowledge Graphs (Ammanabrolu
and Riedl, 2019) or belief graphs (Adhikari et al.,

Figure 1: Model-based architecture with logical states

2020) that are then used to enhance deep RL meth-
ods. In contrast to these methods we want to explic-
itly use the logical world models to plan optimal
action sequences to be performed in the game. The
main question to be addressed is then: How can we
learn such models for text-based games?

An overview of our proposed method is depicted
by Figure 1. The left side depicts that the environ-
ment state can be sufficiently approximated as a set
of logical facts. Continuing in the bottom right, the
agent can get textual observations of the environ-
ment. We assume that we have a semantic parser
that converts these observations into a logical form.
In the real situation the semantic parsing is good,
but won’t be perfect, hence we require that our
agent should be capable of handling noisy logical
states. From such states, our agent should produce
suitable actions for accomplishing its tasks in the
environment. In the next sections we formally de-
scribe the problem setting of our agent and our
proposed method that learns explicit logical world
models from potentially noisy logical data.



2 Problem Definition

Text-based games are often modelled with the RL
problem setting in mind as Partially Observable -
Markov Decision Processes (PO-MDP) (Côté et al.,
2018; Hausknecht et al., 2020). As a first approach,
we add an additional assumption in this paper - that
the semantic parser can remove partial observabil-
ity and that we are dealing with an MDP. At each
time step the agent uses the information in a state,
s, to take an action, a, which transitions the state
to the new state, s′ according to the state transition
function T such that s′ = T (s, a). While acting
in this environment the agent also gets rewards,
r, according to an unknown reward function, R,
such that r = R(s, a). In the model-free RL set-
ting, the agent learns a policy or value function
which directly governs the actions. Here, we are
interested in the model-based RL setting where the
agent learns a model of the world which usually
consists of both T and R. This model can then be
used with planning and search methods to find the
optimal actions.

Based on the classical model-based RL setting,
our problem has two more important specifications.
First, we assume that our environment is relational,
similar to (Lang et al., 2012). This means that
all actions and states are composed of relational
logic. They may be in the propositional form but
there must be a corresponding lifted form that has a
consistent meaning. For example, the propositional
state, on(book,table) can be abstracted or lifted into
on(x,y) with predicate, on, and the variables, (x, y).
The first assumption is that all states and actions
handled by the agent are in this relational lifted
form. This assumption can be handled as a design
specification of the semantic parser. The second
assumption is that the goal state is given. This is a
weaker assumption that is already used in current
RL research, the so-called goal-conditioned RL.
Here, it allows us to concentrate only on learning
T since R is no longer required for planning when
we are given the goal state.

In the end, our problem definition is very close
to the line of work on learning symbolic models
of complex domains (Pasula et al., 2007). It may
seem surprising to revert to an older problem set-
ting, however, we believe that recent advances in
semantic parsing and logical rule learning might
provide breakthroughs.

3 Learning Logical World Models

The problem of learning logical rules that explain
a given set of logical examples can be cast into
the general problem called Inductive Logic Pro-
gramming (ILP) (Muggleton and De Raedt, 1994).
What needs to be done is then to cast our relational
model-based RL problem into ILP form. But be-
fore going into that detail, it is important to note
that relying on classical ILP has significant fail-
ings. In particular, it is not well suited to noisy
data to the extent that a single erroneous data point
may cause the whole system to fail. However,
newer methods that leverage neural networks have
shown great promise on working even with noisy
data (Evans and Grefenstette, 2018). These are
sometimes called neural ILP, differentiable ILP or
neurosymbolic ILP. These advances are the main
impetus for us to revisit the classical problem of
learning logical world models.

We may use any such ILP method that is noise-
resistant but here we propose to use the Logical
Neural Network (LNN) (Riegel et al., 2020) as a
Neuro-Symbolic AI framework because it has two
main features. It is an end-to-end differentiable sys-
tem that enables scalable gradient-based learning
and it has a real-valued logic representation of each
neuron that enables logical reasoning (Riegel et al.,
2020). (Riegel et al., 2020; Sen et al., 2021). These
features may prove useful in future works.

Now, getting back to the task of expressing our
relational model-based RL problem as ILP, we first
gather data samples which are triples of lifted logic,
(s, a, s′). This is gathered by using an exploration
policy to generate actions. Here, we used a policy
that uniformly randomly samples the action space
but better exploration methods may be used, such
as that outlined in (Lang et al., 2012). This data
collection may be done in an offline or online RL
setting but we assume that a large enough batch is
available in the online RL setting before we start
the learning procedure.

Given a batch of data samples, the learning pro-
cedure must produce an estimate of T . This T
will be the hypothesis to be generated by our ILP.
To make learning more efficient we need to nar-
row down the definition of T . Because we are
ultimately interested in using T for planning, we
define it as a set of STRIPS-like operators where
each one is a quadruple of (α, β, γ, σ). Each el-
ement is a set of logical conditions where α are
conditions that must be true for the action to be ex-



ecutable, β are ones that must be false, γ are ones
made true by the action and σ are ones made false.
These conditions are the lifted logic statements that
comprise a state, s, and the set of all possible condi-
tions is P . We model each of the operator elements
as an LNN conjunction operator whose inputs are
P . The LNN learning procedure can learn weights
for each of these inputs that correspond to real-
valued logic (Riegel et al., 2020; Sen et al., 2021).
For the LNNs of α and β, the inputs are given the
corresponding logical values of the conditions in
s. The output is true when action, a, corresponds
and s ̸= s′ otherwise it is false. For the LNNs
of γ and σ, the inputs are given the logical values
corresponding to the difference in the conditions
of s and s′ such that γ are the the conditions made
true and σ those that are made false. The output
is true when action, a, corresponds otherwise it is
false. Using these inputs and outputs to the LNN,
gradient-based optimization can be used for super-
vised learning (Riegel et al., 2020; Sen et al., 2021).
When learning converges, we have a set of weights
for each of the corresponding elements. These may
be interpreted as probabilistic transitions but here
we simply threshold them and maintain a determin-
istic transition system for our final estimate of T .
Given this operator transition model and the goal,
we can be in any state and use classical planning
methods to find a series of actions to reach the goal.

4 Results and Discussions

In this paper, we experiment on the TextWorld
Commonsense (TWC) set of games (Murugesan
et al., 2021). In general, TextWorld provides an
ideal testbed for us because it gives an interface to
the underlying logical states (Côté et al., 2018). In
our problem setting this conveniently corresponds
to a perfect semantic parsing. Although our meth-
ods are chosen with a view to being able to handle
real world noise, our preliminary results here show
the soundness of our methodology. Once we have
the logical world model in the form of STRIPS
operators we can use this with a planner to com-
plete our game-playing agent. Here, we use the
Fast-Downward Planner (Helmert, 2006). For our
convenience we also convert the STRIPS operators
into PDDL operators in the form of preconditions
and effects by combining (α, β) into the precondi-
tions and (γ, σ) into the effects.

For our results, we first show some examples of
the learned rules in our logical world model in Fig-

ure 3. This is in the converted PDDL form. Here,
we can visually inspect the validity of the rules.
For example, for the take action the effect would
be that the object v0 is no longer at(v1) but now it
is in the inventory v3. This level of explanability
is inherent in logical models although it requires
careful inspection.

It would be tedious to inspect the rules individu-
ally, but what would be more interesting is if taken
altogether can these rules allow us to plan optimal
actions in the world. To answer this, we present
our results in the table shown in Figure 2. Here,
there are 3 rows, the first two rows are for com-
parison while the third row is our method. For
comparison, we show the best performing deep
RL agent in (Murugesan et al., 2021) and the opti-
mal possible actions using perfect game knowledge.
Note that we have additional assumptions differ-
ing from the plain deep RL setting of the original
setup in (Murugesan et al., 2021) but we give this
as a reference on the potential improvement our
overall approach might provide. The TWC games
are categorized into Easy-Medium-Hard with a val-
idation and testing set for each as shown in the
columns. Our results show that planning on our
learned model can produce the same optimal ac-
tions for all the Easy and Medium games and for
the validation set of the Hard games. An interesting
limitation appears in the test set of the Hard games
wherein novel predicates appear in the test set that
do not appear in any of the training or validation
set. This is a current limitation of our system which
does not have any mechanism for handling such
novel predicates.

5 Conclusion

We outlined and proposed a model-based RL set-
ting for text-based games which is comprised of
a semantic parser which produces logical states, a
neuro-symbolic ILP module for learning logical
world models and an off-the-shelf planning sys-
tem to produce optimal actions in the game world.
We believe this approach shows promise and we
present initial results and experiments on the key
component which learns the logical world models.

The natural progression of this work is to use
real semantic parsers. Although our method is de-
signed with noisy logical states in mind, the extent
and type of noise might differ in practice. We are
also working on relaxing more assumptions in our
problem setting to be closer to those assumptions



Figure 2: Scores on the TextWorld Commonsense(TWC) set of games

Figure 3: Examples of the learned action models

used. Another recent trend that will help is the
emmergence of foundation models (Bommasani
et al., 2021) which are large general-purpose pre-
trained models. In our context this would be re-
puposed for translating the natural data into log-
ical states. We also believe our method can be
made general enough for even the most difficult
text-based games.
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