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Abstract

The goal of data attribution for text-to-image models is to identify the training
images that most influence the generation of a new image. Influence is defined
such that, for a given output, if a model is retrained from scratch without the most
influential images, the model would fail to reproduce the same output. Unfortu-
nately, directly searching for these influential images is computationally infeasible,
since it would require repeatedly retraining models from scratch. In our work, we
propose an efficient data attribution method by simulating unlearning the synthe-
sized image. We achieve this by increasing the training loss on the output image,
without catastrophic forgetting of other, unrelated concepts. We then identify train-
ing images with significant loss deviations after the unlearning process and label
these as influential. We evaluate our method with a computationally intensive but
“gold-standard” retraining from scratch and demonstrate our method’s advantages
over previous methods.

1 Introduction

Data attribution for text-to-image generation aims to identify which training images “influenced”
a given output. The black-box nature of modern image generation models [1, 2, 3, 4, 5, 6, 7, 8],
together with the enormous datasets required [9], makes it extremely challenging to understand the
contributions of individual training images. Although generative models can, at times, replicate
training data [10, 11], they typically create samples distinct from any specific training image.

We believe that a counterfactual definition of “influence” best matches the intuitive goal of attribu-
tion [12, 13]. Specifically, a collection of training images is influential for a given output image if
removing those images from the training set and then retraining from scratch makes the model unable
to reproduce the same synthesized image. Unfortunately, directly searching for the most influential
images according to this definition is computationally infeasible since it would require training an
exponentially large number of new models from scratch.

Hence, practical influence estimation requires effective approximations. For example, many ap-
proaches replace retraining with a closed-form approximation, computed separately for each training
image [12, 14, 15, 13, 16]. For text-to-image attribution, these methods are outperformed by simple
matching of off-the-shelf image features [17]. Wang et al. [18] use model customization [19] to study
the effect of training a model towards an exemplar, but find limited generalization to the general
large-scale training case. We aim for a tractable method that accurately predicts influence according
to the counterfactual definition.

We propose an influence prediction approach with two key ideas (Figure 1). First, we approximate the
removal of a training image from a model through an optimization procedure termed unlearning [20,
21, 22], which increases the training loss of the target image while preserving unrelated concepts.
We then compute the training loss for the original synthesized image. However, directly applying this
idea would require unlearning separately for every single training image, which is also costly. Our
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Figure 1: (a) Our algorithm: We propose a new data attribution method using machine unlearning.
By modifying the pretrained model θ to unlearn the synthesized result ẑ, the model also forgets the
influential training images crucial for generating that specific result. (b) Evaluation: We validate our
method through counterfactual evaluation, where we retrain the model without the top K influential
images identified by our method. When these influential images are removed from the dataset, the
model fails to generate the synthesized image.

second main idea is to reverse the roles: we unlearn the synthesized image, and then evaluate which
training images are represented worse by the new model. This method requires only one unlearning
optimization, rather than a separate unlearning step for each training image.

The methodology for unlearning is important. Unlearning a synthesized image by naively maximizing
its loss leads to catastrophic forgetting [23], where the model also fails to generate other unrelated
concepts. Inspired by work on unlearning data for classifiers [20, 24], we mitigate this issue
by regularizing gradient directions using the Fisher information to retain pretrained information.
Additionally, we find that updating only the key and value mappings in the cross-attention layers
improves attribution performance. We show how “influence functions” [13, 15] can be understood
as approximations to unlearning in Appendix A, but they are also limited by their closed-form
approximation nature.

We perform a rigorous counterfactual validation: removing a predicted set of influential images
from the training set, retraining from scratch, and then checking that the synthesized image is no
longer represented. We use MSCOCO [25] (∼100k images), which allows for retraining models
within a reasonable compute budget. We also test on a publicly-available attribution benchmark [18]
using customized text-to-image models [19]. Our experiments show that our algorithm outperforms
prior work on both benchmarks, demonstrating that unlearning synthesized images is an effective
way to attribute training images. Our code is available at: https://peterwang512.github.io/
AttributeByUnlearning.

In summary, our contributions are:

• We propose a new data attribution method for text-to-image models, by unlearning the synthesized
image and identifying which training images are forgotten.

• We find and ablate the components for making unlearning efficient and effective, employing Fisher
information and tuning a critical set of weights.

• We rigorously show that our method is counterfactual predictive by omitting influential images,
retraining, and checking that the synthesized image cannot be regenerated. Along with the existing
Customized Model benchmark, our method identifies influential images more effectively than
recent methods based on customization and influence functions.
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2 Related Work

Attribution. Influence functions [15, 13] approximate how the objective function of a test datapoint
would change after perturbing a training datapoint. One may then predict attribution according to the
training points that can produce the largest changes. Koh and Liang [13] proposed using influence
functions to understand model behavior in deep discriminative models. The influence function
requires calculating a Hessian of the model parameters, for which various efficient algorithms have
been proposed, such as inverse hessian-vector products [13], Arnoldi iteration [26], Kronecker
factorization [27, 28, 29], Gauss-Newton approximation [16], and nearest neighbor search [30].

Other methods explore different approaches. Inspired by the game-theory concept of Shapley
value [31], several methods train models on subsets of training data and estimate the influence of a
training point by comparing the models with and without that training point [32, 33, 34, 35]. Pruthi et
al. [36] estimate influence by tracking train-test image gradient similarity throughout model training.

Recent methods have started tackling attribution for diffusion-based image generation. Wang et
al. [18] proposed attribution by model customization [37, 19], where a pretrained model is influenced
by tuning towards an exemplar concept. Several works adapt TRAK [16], an influence function-based
method, to diffusion models, extending it by attributing at specific denoising timesteps [12], or
by improving gradient estimation and using Tikhonov regularization [14]. Unlike these methods,
our method performs attribution by directly unlearning a synthesized image and tracking the effect
on each training image. Our method outperforms existing methods in attributing both customized
models and text-to-image models. Concurrent works also apply machine unlearning for attribution
tasks [38, 39]. Unlike their approaches, we find that applying strong regularization during unlearning
is crucial to obtaining good performance in our tasks.

Machine unlearning. Machine unlearning seeks to efficiently “remove” specific training data points
from a model. Recent studies have explored concept erasure for text-to-image diffusion models,
specified by a text request [40, 41, 42, 43, 44], whereas we remove individual images. While forgetting
may be achieved using multiple models trained with subsets of the dataset beforehand [21, 45, 46],
doing so is prohibitively expensive for large-scale generative models.

Instead, our approach follows unlearning methods that update model weights directly [20, 47, 22, 48,
24]. The majority of prior methods use the Fisher information matrix (FIM) to approximate retraining
without forgetting other training points [20, 22, 49, 24, 50, 51]. In particular, we are inspired by
the works from Guo et al. [20] and Tanno et al. [24], which draw a connection between FIM-based
machine unlearning methods and influence functions. We show that unlearning can be efficiently
applied to the attribution problem, by “unlearning” output images instead of training data.

Replication detection. Shen et al. [52] identify repeated pictorial elements in art history. Somepalli
et al. [11] and Carlini et al. [10] investigate the text-to-image synthesis of perceptually-exact copies
of training images. Unlike these, our work focuses on data attribution for more general synthesis
settings beyond replication.

3 Problem Setting and Evaluation

Our goal is to attribute a generated image to its training data. We represent the training data as
D = {(xi, ci)}Ni=1, where x ∈ X denotes an image and c represents its conditioning text. A learning
algorithm A : D → θ yields parameters of a generative model; for instance, θ = A(D) is a model
trained on D. We focus on diffusion models that generate an image from a noise map ϵ ∼ N (0, I).
A generated image from text c is represented as x̂ = Gθ(ϵ, c). To simplify notation, we write a
text-image tuple as a single entity. A synthesized pair is denoted as ẑ = (x̂, c), and a training pair is
denoted as zi = (xi, ci) ∼ D. We denote the loss of an image x conditioned on c as L(z, θ).
Next, we describe the “gold-standard” evaluation method that we use to define and evaluate influence.
Section 4 describes our method for predicting influential images.

Counterfactual evaluation. A reliable data attribution algorithm should accurately reflect a
counterfactual prediction. That is, if an algorithm can identify a set of truly influential training images,
then a model trained without those images would be incapable of generating or representing that
image. As noted by Ilyas et al. [35] and Park et al. [16], counterfactual prediction is computationally
intensive to validate. As such, these works introduce the Linear data modeling (LDS) score as an
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efficient proxy, but with the assumption that data attribution methods are additive, which does not
hold for feature matching methods and our method.

In our work, we invest substantial computational resources to the “gold standard” counterfactual
evaluation within our resource limits. That is, we use an attribution algorithm to identify a critical
set of K images, denoted as DK

ẑ ⊂ D. We then train a generative model without those images from
scratch, per synthesized sample and per attribution method. Despite the computational cost, this
allows us to provide the community with a direct evaluation of counterfactual prediction, without
relying on a layer of approximations. We formalize our evaluation scheme as follows.

Training a counterfactual model. For evaluation, an attribution algorithm is given a budget of K
images for attributing a synthesized sample ẑ, denoted as DK

ẑ . We then train a leave-K-out model
θ−K
ẑ from scratch using D−K

ẑ = D\DK
ẑ , the dataset with the K attributed images removed:

θ−K
ẑ = A(D−K

ẑ ), (1)

Evaluating the model. We then compare this “leave-K-out” model against θ0 = A(D), the model
trained with the entire dataset, and assess how much it loses its capability to represent ẑ in terms of
both the loss change ∆L(ẑ, θ) and the capability to generate the same sample ∆Gθ(ϵ, c) from the
same input noise ϵ and text c.

First, if the leave-K-out model is trained without the top influential images, it should reconstruct
synthetic image ẑ more poorly, resulting in a higher ∆L(ẑ, θ):

∆L(ẑ, θ) = L(ẑ, θ−K
ẑ )− L(ẑ, θ0). (2)

Second, if properly selected, the leave-K-out model should no longer be able to generate
x̂ = Gθ(ϵ, c). For diffusion models, we can particularly rely on the “seed consistency” prop-
erty [12, 53, 54]. Georgiev et al. [12] find that images generated from the same random noise have
little variations, even when generated by two independently trained diffusion models on the same
dataset. They leverage this property to evaluate attribution via ∆Gθ(ϵ, c), the difference of generated
images between θ0 and θ−K

ẑ . An effective attribution algorithm should lead to a leave-K-out model
generating images that deviate more from the original images, resulting in a larger ∆Gθ(ϵ, c) value:

∆Gθ(ϵ, c) = d
(
Gθ0(ϵ, c), Gθ−K

ẑ
(ϵ, c)

)
, (3)

where d can be any distance function, such as L2 or CLIP [55]. Georgiev et al. [12] also adopt
∆Gθ(ϵ, c) for evaluation. While evaluating loss increases and seed consistency is specific to diffusion
models, the overarching idea of retraining and evaluating if a synthesized image is still in the model
applies across generative models.

Choice of loss L(z, θ). We focus on DDPM loss introduced by Ho et al. [56], the standard loss
used to train diffusion models. Diffusion models learn to predict the noise added to a noisy image
xt =

√
ᾱtx0 +

√
1− ᾱtϵ, where x0 is the original image, ϵ is the Gaussian noise, ᾱt and t controls

the noise strength. t is an integer timestep sampled between 1 to T , where T is typically set to
1000. A larger t implies more noise added. DDPM loss optimizes for the noise prediction task:
E[∥ϵθ(xt, c, t)− ϵ∥2], where ϵθ(·) is the denoiser for noise prediction, and c denotes text condition.

4 Attribution by Unlearning

In this section, we introduce our attribution approach for a text-to-image model θ0 = A(D), trained
on dataset D. We aim to find the highly influential images on a given synthetic image ẑ in dataset D.

If we had infinite computes and a fixed set of K images, we could search for every possible subset of
K images and train models from scratch. The subset whose removal leads to the most ’‘forgetting”
of the synthesized image would be considered the most influential. Of course, such a combinatoric
search is impractical, so we simplify the problem by estimating the influence score of each training
point individually and selecting the top K influential images based on their scores.
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Formally, we define a data attribution algorithm τ , which given access to the training data, model,
and learning algorithm, estimates the influence of each training point, denoted by τ (ẑ,D, θ,A) =
[τ(ẑ, z1), τ(ẑ, z2), . . . , τ(ẑ, zN )]. τ represents the factorized attribution function that estimates
influence based on the synthesized sample and a training point. Although τ can access all training
data, parameters, and the learning algorithm, we omit them for notational simplicity.

One potential algorithm for τ(ẑ, z) is to remove z from the training set, retrain a model and check
its performance on ẑ. However, this method is infeasible due to the size of the training set. To
overcome this, we have introduced two key ideas. First, rather than training from scratch, we use
model unlearning—efficiently tuning a pretrained model to remove a data point. Second, rather than
unlearning training points, we apply unlearning to the synthesized image and assess how effectively
each training image is forgotten. To measure the degree of removal, we track the training loss changes
for each training image after unlearning, and we find this effective for data attribution.

Unlearning the synthesized image. A naive approach to unlearn a synthesized image ẑ is to solely
maximize its loss L(ẑ, θ). However, only optimizing for this leads to catastrophic forgetting [23],
where the model can no longer represent other concepts.

Instead, we propose to retain the information from the original dataset while “removing” the syn-
thesized image, as though it had been part of training. Given model trained on the original dataset
θ0 = A(D) and a synthesized image ẑ, we compute a new model θ−ẑ = A(D\ẑ), with ẑ removed.
Here, we use the set removal notation \ to specify a “negative” datapoint in the dataset. Concretely,
we solve for the following objective function, using elastic weight consolidation (EWC) loss [23] as
an approximation:

Lẑ
unlearn(θ) =− L(ẑ, θ) +

∑
z∈D
L(z, θ)

≈ −L(ẑ, θ) + N

2
(θ − θ0)

TF (θ − θ0),

(4)

where F is the Fisher information matrix, which is approximated as a diagonal form for computational
efficiency. F approximates the training data loss to the second-order [57], a technique widely used in
continual learning [23, 58]. This enables us to solve for the new model parameters θ−ẑ efficiently, by
initializing from the pretrained model θ0. We optimize this loss with Newton updates:

θ ← θ +
α

N
F−1∇L(ẑ, θ), (5)

where α controls the step size, F−1 is the inverse of the Fisher information matrix. In practice,
Newton updates allow us to achieve effective attribution with few iterations and, in some cases, as
few as one step. We denote the unlearned model as θ−ẑ. We provide details of the EWC loss, and
Newton update in Appendix A.

Attribution using the unlearned model. After we obtain the unlearned model θ−ẑ, we define our
attribution function τ by tracking the training loss changes for each training sample z:

τ(ẑ, z) = L(z, θ−ẑ)− L(z, θ0). (6)

The value τ(ẑ, z) is expected to be close to zero for most unrelated training images since the EWC
loss used in obtaining θ−ẑ acts as a regularization to preserve the original training dataset. A higher
value of τ(ẑ, z) indicates that unlearned model θ−ẑ no longer represents the training sample z.

Relation with influence functions. Our method draws a parallel with the influence function, which
aims to estimate the loss change of ẑ by removing a training point z. However, training leave-one-out
models for every training point is generally infeasible. Instead, the influence function relies on a
heavier approximation to estimate the effect of perturbing a single training point, rather than actually
forgetting the training samples. In contrast, our approach only requires running the unlearning
algorithm once for a synthesized image query. This allows us to use a milder approximation and
obtain a model that forgets the synthesized sample. Guo et al. [20] and Tanno et al. [24] explore a
similar formulation for unlearning training images and draw a connection between their unlearning
algorithms and influence function. Our approach aims to unlearn the synthesized image instead,
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Figure 2: Attribution results on MSCOCO models. We show generated samples used as a query
on the left, with training images being identified by different methods on the right. Qualitatively, our
method retrieves images with more similar visual attributes. Notably, our method better matches the
poses of the buses (considering random flips during training) and the poses and enumeration of skiers.

which connects to influence function in a similar fashion. We discuss our method’s connection to
influence function in more detail in Appendix A.3.

Optimizing a subset of weights. To further regularize the unlearning process, we optimize a small
subset of weights, specifically W k and W v , the key and value projection matrices in cross-attention
layers [59, 60]. In text-to-image models, cross-attention facilitates text-to-image binding, where W k

identifies which features match each text token, while W v determines how to modify the features for
the matched patches. We observe that performing unlearning W k and W v is effective for attribution.
Prior works also select the same set of parameters to improve fine-tuning [19] and unlearning [40].

Implementation details. We conduct our studies on text-conditioned latent diffusion models [2].
Since diffusion models are typically trained with T = 1000 steps, evaluating the loss for all timesteps
is costly. Therefore, we speed up computation by calculating the loss L(z, θ) with strided timesteps;
we find that using a stride of 50 or 100 leads to good attribution performance. For calculating the
loss change ∆L(ẑ, θ) during evaluation, we take a finer stride of 5 steps to ensure a more accurate
estimation of the DDPM loss. Additional details of our method, including hyperparameter choices,
are provided in Appendix B.

5 Experiments

We validate our method in two ways. The first is a reliable, “gold-standard”, but intensive – retraining
a model from scratch without influential images identified by the algorithm. In Section 5.1, we
perform this evaluation on a medium-sized dataset of 100k MSCOCO images [25]. Secondly, in
Section 5.2, we evaluate our method on the Customized Model Benchmark [18], which measures
attribution through customization on Stable Diffusion models [2]. This tests how well our method
can apply to large-scale text-to-image models.
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Family Method ∆L(ẑ, θ) ↑ (x10−3) ∆Gθ(ϵ, c) (MSE) ↑ (x10−2) ∆Gθ(ϵ, c) (CLIP) ↓ (x10−1)

K=500 K=1000 K=4000 K=500 K=1000 K=4000 K=500 K=1000 K=4000

Random Random 3.5±0.03 3.5±0.03 3.5±0.03 4.1±0.06 4.1±0.06 4.0±0.06 7.9±0.03 7.8±0.03 7.9±0.03
Pixel Pixel 3.6±0.10 3.6±0.10 4.0±0.11 4.3±0.19 4.3±0.21 4.9±0.21 7.9±0.10 7.8±0.09 7.7±0.10
Text CLIP Text 3.8±0.12 4.2±0.14 5.5±0.25 4.1±0.20 4.3±0.19 4.6±0.19 7.8±0.08 7.7±0.09 7.4±0.08

Image
DINOv2 3.9±0.12 4.3±0.15 6.3±0.33 4.3±0.20 4.6±0.20 5.1±0.19 7.7±0.09 7.7±0.08 7.0±0.09
CLIP 4.2±0.14 4.7±0.18 6.4±0.32 4.4±0.20 4.6±0.21 5.2±0.22 7.6±0.09 7.5±0.08 6.8±0.08
DINO 4.8±0.15 5.6±0.20 8.1±0.35 4.5±0.16 5.3±0.22 5.9±0.21 7.4±0.09 7.1±0.09 6.3±0.10

AbC CLIP (AbC) 4.4±0.13 4.9±0.17 6.9±0.32 4.6±0.20 5.0±0.22 5.6±0.23 7.5±0.09 7.3±0.09 6.5±0.09
DINO (AbC) 4.8±0.15 5.5±0.20 8.1±0.35 4.8±0.22 4.9±0.20 5.8±0.21 7.5±0.09 7.2±0.09 6.3±0.09

Influence

DataInf 3.7±0.11 3.7±0.12 3.9±0.13 4.1±0.18 4.1±0.20 4.2±0.18 7.9±0.08 7.9±0.09 7.8±0.10
TRAK 5.2±0.14 5.8±0.16 7.1±0.16 4.7±0.21 4.7±0.24 4.7±0.20 7.6±0.09 7.6±0.09 7.5±0.09
JourneyTRAK 4.4±0.11 4.9±0.13 5.7±0.15 4.8±0.19 5.4±0.23 5.4±0.24 7.7±0.09 7.5±0.09 7.5±0.09
D-TRAK 5.4±0.16 6.6±0.22 9.6±0.33 5.9±0.24 6.4±0.25 7.8±0.30 7.3±0.10 7.1±0.09 6.4±0.09

Ours Ours 5.6±0.16 6.7±0.22 9.8±0.32 5.1±0.21 5.7±0.24 6.1±0.22 7.3±0.09 7.0±0.09 6.4±0.10

Table 1: Leave-K-out baseline comparisons. Given a synthesized image ẑ, we train leave-K-out
models for each of the attribution methods and track ∆L(ẑ, θ), the increase in loss change, and
∆Gθ(ϵ, c), deviation of generation. We report results over 110 samples, and gray shows the standard
error. Bolded and underlined are the best and second best performing method, respectively.

5.1 Leave-K-out counterfactual evaluation

Evaluation protocol. We select latent diffusion models [2] trained on MSCOCO [25], as its
moderate size (118,287 images) allows for repeated leave-K-out retraining. Specifically, we use the
pre-trained model evaluated in Georgiev et al. [12]. As outlined in Section 3, for each synthesized
image ẑ, we measure the leave-K-out model’s (1) loss change ∆L(ẑ, θ) and (2) deviation of gener-
ation ∆Gθ(ϵ, c). The deviation is measured by mean square error (MSE) and CLIP similarity [55].
We collect 110 synthesized images from the pre-trained model for evaluation, with different text
prompts sourced from the MSCOCO validation set. We evaluate ∆L(ẑ, θ) and ∆Gθ(ϵ, c) for all
synthesized images and report mean and standard error.

We compare our method with several baselines:
• Random: We train models with K random images removed, using 10 models per value of K.
• Image similarity: pixel space, CLIP image features [55], DINO [17], and DINOv2 [61]
• Text similarity: CLIP text features
• Attribution by Customization [18] (AbC): fine-tuned image features trained on the Customized

Model benchmark, denoted as CLIP (AbC) and DINO (AbC)
• DataInf [62]: an influence estimation method based on approximating matrix inverses.
• TRAK [16] and JourneyTRAK [12] are influence function-based methods that match the

loss gradients of training and synthesized images, using random projection for efficiency. Both
methods run the influence function on multiple models trained on the same dataset (20 in this test)
and average the scores. The main difference is in the diffusion loss calculation: TRAK randomly
samples and averages the loss over timesteps, while JourneyTRAK calculates it only at t = 400
for synthesized images during counterfactual evaluation.

• D-TRAK [14]: a concurrent work that extends TRAK by changing the denoising loss function
into a square loss during influence computation. As mentioned by the authors, D-TRAK yields
unexpectedly stronger performance even though the design choice is not theoretically understood.
Different from TRAK, D-TRAK yields competitive performance with a single model.

For attribution methods, we use K = 500, 1000, and 4000, representing approximately 0.42%,
0.85%, and 3.4% of the MSCOCO dataset, respectively.

Visual comparison of attributed images. In Figure 2, we find that our method, along with other
baselines, can attribute synthesized images to visually similar training images. However, our method
more consistently attributes images with the same fine-grained attributes, such as object location,
pose, and counts. We provide more results in Appendix C.1. Next, we proceed with the counterfactual
analysis, where we test whether these attributed images are truly influential.

Tracking loss changes in leave-K-out models. First, we report the change in DDPM loss for
leave-K-out models in Table 1. Matching in plain pixel or text feature space yields weak performance,
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Figure 3: Leave-K-out analysis for MSCOCO models. We compare images across our method and
baselines generated by leave-K-out models, using different K values, all under the same random
noise and text prompt. A significant deviation in regeneration indicates that critical, influential images
were identified by the attribution algorithm. Our method leads to image generation that deviate
significantly, even with as few as 500 influential images removed (∼0.42% of the dataset).

while deep image features, particularly DINO, perform better. Interestingly, DINO outperforms most
influence function methods at K = 4000, despite not being trained specifically for the attribution
task. Fine-tuning image features with the Customized Model benchmark, such as CLIP (AbC), shows
some improvement. However, in general, the improvement is limited, indicating that transferring
from attributing customized models to general models remains challenging [18].

Among influence functions, DataInf performs poorly. According to the paper, the matrix inverse
approximation DataInf uses is more suitable for LoRA fine-tuned models rather than text-to-image
models trained from scratch. This approximation leads to poor performance.

TRAK significantly outperforms JourneyTRAK. We hypothesize that this is because JourneyTRAK
collects gradients only for denoising loss at timestep t = 400, making it less effective for identifying
influential images that affect the DDPM training loss different noise levels. On the other hand,
D-TRAK is the best performing influence-function-based method, although the reason behind its
strong performance is not well-understood [14].

Our method consistently performs best across all K values, outperforming both influence functions
and feature-matching methods.

Deviation of generated output in leave-K-out models. Figure 3 and Table 1 shows the deviation
in generated outputs for leave-K-out models, where all images are generated using the same noise
input and text prompt. Consistent with the loss change evaluation, D-TRAK, DINO, and our method
yield the largest deviation with a small budget. While the three methods perform similarly well
in CLIP similarity, D-TRAK outperforms our method in MSE deviations. In contrast, TRAK
and JourneyTRAK have formulations similar to D-TRAK, but they perform subpar in this test.
Interestingly, while D-TRAK yields significant performance gain by changing the loss function, we
did not observe the same improvement when applying the same loss function changes to our method.
We discuss this more in Appendix C.1..

In addition, we include analysis on whether unlearned models and leave-K-out models forget only
the specific concept, along with more qualitative results, in Appendix C.1.

Ablation studies. We study two design choices: (1) the effect of EWC regularization and (2)
different weight subsets for optimization. Table 2 shows the results. We find that unlearning without
EWC loss greatly hurts attribution performance, indicating the importance of regulating unlearning
with Fisher information. We also find that using a subset of weights to unlearn leads to better
attribution in general. We test three weight subset selection schemes (Attn, Cross Attn, Cross Attn
KV), all of which outperform the version using all weights. Among them, updating Cross Attn KV
performs the best, consistent with findings from model customization [19, 63] and unlearning [40].
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∆L(ẑ, θ) ↑ (x10−3) ∆Gθ(ϵ, c) (MSE) ↑ (x10−2) ∆Gθ(ϵ, c) (CLIP) ↓ (x10−1)
Variation EWC? K=500 K=1000 K=4000 K=500 K=1000 K=4000 K=500 K=1000 K=4000

SGD (1 step) 3.5±0.10 3.5±0.10 3.5±0.11 3.9±0.16 3.9±0.17 4.1±0.20 7.9±0.09 7.8±0.09 7.8±0.09
SGD (10 step) 3.4±0.10 3.5±0.10 3.5±0.10 3.7±0.16 3.9±0.17 3.9±0.15 7.9±0.09 7.9±0.09 7.8±0.09
Full ✓ 5.5±0.17 6.2±0.20 8.4±0.27 4.6±0.19 5.2±0.23 5.5±0.23 7.6±0.08 7.4±0.09 7.1±0.10
Attn ✓ 5.5±0.17 6.6±0.23 9.3±0.33 5.1±0.23 5.3±0.22 6.2±0.22 7.4±0.10 7.2±0.09 6.7±0.09
Cross Attn ✓ 5.5±0.17 6.5±0.24 9.1±0.33 4.8±0.20 5.3±0.22 6.0±0.23 7.3±0.10 7.2±0.10 6.6±0.09
Cross Attn KV ✓ 5.6±0.16 6.7±0.22 9.8±0.32 5.1±0.21 5.7±0.24 6.1±0.22 7.3±0.09 7.0±0.09 6.4±0.10

Table 2: Leave-K-out ablation studies. We ablate our design choices and report ∆L(ẑ, θ) and
∆Gθ(ϵ, c) as in Table 1. We find that naive unlearning (SGD without EWC regularization) is not
effective. We then compare four different sets of weights to unlearn and find that cross-attention W k,
W v (Cross Attn KV) outperforms other configurations. Bolded are the best performing method, and
gray shows the standard error.

“A motorcycle and 
a stop sign.”

Cropped
Query Attributed training images

Figure 4: Spatially-localized attribution. Given a synthesized image (left), we crop regions
containing specific objects using GroundingDINO [64]. We attribute each object separately by
only running forgetting on the pixels within the cropped region. Our method can attribute different
synthesized regions to different training images.

Spatially-localized attribution. While our formulation is written for whole images, we can run
attribution on specific regions with little modification. We demonstrate this in Figure 4 on a generated
image of a motorcycle and stop sign, using bounding boxes identified by GroundingDINO [64].
For each detected object, we run our unlearning (using the same prompt) on that specific object by
optimizing the objective only within the bounding box. By doing so, we attribute different training
images for the stop sign and motorcycle.

5.2 Customized Model Benchmark

Wang et al. [18] focus on a specialized form of attribution: attributing customized models trained on
an individual or a few exemplar images. This approach provides ground truth attribution, since the
images generated by customized models are computationally influenced by exemplar images. While
this evaluation has limited generalization to attribution performance with larger training sets, it is the
only tractable evaluation for attributing large-scale text-to-image models to date.

Evaluation protocol. Since the Customized Model Benchmark has ground truth, the problem is
evaluated as a retrieval task. We report Recall@K and mAP, measuring the success of retrieving
the exemplar images amongst a set including 100K LAION images. We compare with Wang et al.’s
feature-matching approach that finetunes on the Customized Model dataset, referred to as DINO
(AbC) and CLIP (AbC). We also compare with D-TRAK, the best-performing influence function
method in our previous MSCOCO experiment. For our evaluation, we selected a subset of the dataset
comprising 20 models: 10 object-centric and 10 artist-style models. We select 20 synthesized images
with different prompts for each model, resulting in 400 synthesized image queries.

Comparing with other methods. We report Recall@10 and mAP in Figure 6. Our method
performs on par with baselines for object-centric models, while significantly outperforming them on
artist-style models. Although CLIP (AbC) and DINO (AbC) are fine-tuned for this attribution task,
the feature matching approach can sometimes confuse whether to attribute a synthesized image to
style-related or object-related images. In contrast, our method, which has access to the model itself,
traces influential training images more effectively. D-TRAK performs worse than our method despite
also having model access, which suggests that the influence approximations could be less accurate
for larger models. In Figure 5, we show a qualitative example. While DINO (AbC) and CLIP (AbC)
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Figure 5: Qualitative examples on the Customized Model benchmark. The red boxes indicate
ground truth exemplar images used for customizing the model. Both our method and AbC baselines
successfully identify the exemplar images on object-centric models (left), while our method outper-
forms the baselines with artistic style models (right).
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Figure 6: Customized Model benchmark [18]. We report Recall@10 (left) and mAP (right) and
show performance on artist-style models (y-axis) vs. object-centric models (x-axis). On object-centric
models, our method performs on par with AbC features, which were directly tuned on the benchmark,
while significantly outperforming them on artist-style models. D-TRAK performs the second best on
artist-style models but worse on object-centric models. We plot one standard error on both axes.

can retrieve visually or semantically similar images, our method successfully identifies the exemplars
in both cases. We include ablation studies in Appendix C.2.

6 Discussion, Broader Impacts, and Limitations

Generative models have entered the public consciousness, spawning companies and ecosystems
that are deeply impacting the creative industry. The technology raises high-stakes ethical and legal
questions surrounding the authorship of generated content [65, 66, 67, 68]. Data attribution is a
critical piece of understanding the behavior of generative models, with potential applications in
informing a compensation model for rewarding contributors for training data. In addition, data
attribution can join other works [69, 70, 71, 72] as a set of tools that allow end users to interpret how
and why a model behaves, enabling a more trustworthy environment for machine learning models.

Our work proposes a method for data attribution for text-to-image models, leveraging model unlearn-
ing. We provide a counterfactual validation, verifying that removing the identified influential images
indeed destroys the target image. While our method empirically demonstrates that unlearning can
be effectively used, work remains to make this practical. Though our model unlearns efficiently,
estimating the reconstruction loss on the training set remains a bottleneck, as several forward passes
are required on each training estimate, as profiled in Appendix D. While our evaluation showed that
unlearning is useful for attribution, direct evaluation of unlearning algorithms for large generative
models remains an open research challenge. Furthermore, to find a critical set of images, our method
and baselines assign influence scores to individual images and sort them. However, groups of images
may have interactions that are not captured in such a system. Furthermore, our method and baselines
explore attribution of the whole image, while finer attribution on individual aspects of the image,
such as style, structure, or individual segments, are of further interest.
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A Derivations for Unlearning

In Section 4, we describe our unlearning method and its relationship to influence functions. Here,
we provide more detailed derivations. Let θ0 be the pretrained model trained on dataset D and loss∑

z∈D L(z, θ). N is the size of the dataset. Our goal is to obtain a model θ−ẑ that unlearns the
synthesized image ẑ.

A.1 EWC Loss

We summarize EWC Loss [23], which is the second order Taylor approximation of the data
loss

∑
z∈D L(z, θ) around θ0. We denote the Hessian of the loss as Hθ0 , where [Hθ0 ]ij =

1
N

∂2

∂θi∂θj

∑
z∈D L(z, θ)|θ=θ0 . We denote the remainder term as R(θ).

∑
z∈D
L(z, θ) =

∑
z∈D
L(z, θ0) +

∑
z∈D
∇L(z, θ)|θ=θ0(θ − θ0) +

N

2
(θ − θ0)

THθ0(θ − θ0) +R(θ)

≈
∑
z∈D
L(z, θ0) +

N

2
(θ − θ0)

THθ0(θ − θ0).

(7)

We assume that pretrained θ0 is near the local minimum of the loss, resulting in a near-zero gradient∑
z∈D∇L(z, θ0)|θ=θ0 . We drop out higher order remainder term R(θ) in our approximation. If

the model is trained with a negative log-likelihood loss, the Hessian Hθ0 is equivalent to the Fisher
information F [29], leading to:

∑
z∈D
L(z, θ) ≈

∑
z∈D
L(z, θ0) +

N

2
(θ − θ0)

TF (θ − θ0). (8)

We note that we focus on diffusion models, which are trained on a lower bound of the log-likelihood.
In this context, the Fisher information can be viewed as the Gauss-Newton approximation of the
Hessian [73]. The formulation satisfies the purpose of approximating the training loss on the dataset
and serves as an effective regularizer on our unlearning objective.

Diagonal approximation of Fisher. Since Fisher information is the covariance of the log-likelihood
gradient, its diagonal approximation is equivalent to taking the square of the gradients and averaging
them across the training set. This diagonal approximation is adopted by EWC loss [23, 58]. In the
context of diffusion models, the Fisher information is estimated by averaging across training data,
random noise, and timesteps.

A.2 Updating step for unlearning

We then derive the Newton update of our unlearning objective in Equation 5. Below, we repeat our
unlearning objective in Equation 4:

Lẑ
unlearn(θ) ≈ −L(ẑ, θ) +

N

2
(θ − θ0)

TF (θ − θ0). (9)

The Newton step is a second-order update of the form below, where α controls the step size:

θ ← θ − α
[
H ẑ

unlearn(θ)
]−1

∇Lẑ
unlearn(θ), (10)

where H ẑ
unlearn(θ) is the Hessian of Lẑ

unlearn(θ). Now we derive∇Lẑ
unlearn(θ):

∇Lẑ
unlearn(θ) ≈ −∇L(ẑ, θ) +N · F (θ − θ0)

≈ −∇L(ẑ, θ),
(11)
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where we assume θ is close to θ0, so the term N · F (θ − θ0) can be omitted. Empirically, we also
tried unlearning with this term added, but observed little change in performance. Then, we derive
H ẑ

unlearn(θ) as follows:

H ẑ
unlearn(θ) ≈ −Hẑ(θ) +N · F

≈ N · F,
(12)

where Hẑ(θ) is the Hessian of L(ẑ, θ). We assume the magnitude (in Forbenius norm) of Hẑ(θ) is
bounded, and with a large dataset size N , we can approximate the Hessian H ẑ

unlearn(θ) as N · F only.
Incorporating Equation 11 and 12 into Equation 10, we obtain our Newton update in Equation 5:

θ ← θ +
α

N
F−1∇L(ẑ, θ). (13)

A.3 Connection to influence functions

We note that a special case of our formulation, running our update step once, with a small step size, is
close to the formulation of influence functions. The difference is mainly on the linear approximation
error of the loss on the training point. Starting with pretrained model θ0 and taking an infinitesimal
step γ:

θ−ẑ = θ0 + γF−1∇L(ẑ, θ). (14)

When we evaluate the loss of the training point z using the unlearned model θ−ẑ, we can write the
loss in a linearized form around θ0, as we taking a small step:

L(z, θ−ẑ) ≈ L(z, θ0) +∇L(z, θ0)T (θ−ẑ − θ0)

= L(z, θ0) + γ∇L(z, θ0)TF−1∇L(ẑ, θ).
(15)

Now, we plug Equation 15 into our attribution function in Equation 6:

τ(ẑ, z) = L(z, θ−ẑ)− L(z, θ0)
≈ γ∇L(z, θ0)TF−1∇L(ẑ, θ).

(16)

In this special case, our method is equivalent to influence function∇L(z, θ0)TF−1∇L(ẑ, θ), after
approximations. Practically, the difference between our method and influence functions is that we are
taking larger, sometimes multiple steps (rather than a single, infinitesimal step), and are explicitly
evaluating the loss (rather than with a linear, closed-form approximation).

B Implementation Details

B.1 MSCOCO Models

Models trained from scratch. We select our source model for attribution from Georgiev et al. [12],
which is a latent diffusion model where the CLIP text encoder and VAE are exactly the ones used
in Stable Diffusion v2, but with a smaller U-Net. To retrain each MSCOCO model for leave-K-out
evaluation, we follow the same training recipe as the source model, where each model is trained with
200 epochs, a learning rate of 10−4, and a batch size of 128. We use the COCO 2017 training split as
our training set.

Unlearning. To unlearn a synthesized sample in MSCOCO models, we find that running with 1
step already yields good attribution performance. We perform Newton unlearning updates with step
sizes of 0.01 and update only cross-attention KV (W k, W v). We find that updating cross-attention
KV yields the best performance, and we later provide ablation studies on the optimal subset of layers
to update. We sample gradients 591,435 times to estimate the diagonal Fisher information, equivalent
to 5 epochs of MSCOCO training set.
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B.2 Customized Model Benchmark

Model collection. As described in Section 5.2, we selected a subset of the dataset [18] comprising
of 20 models: 10 object-centric and 10 artist-style models. For all object-centric models, we select
models with distinct categories. For artist-style models, we select 5 models trained from BAM-
FG [74] exemplars and 5 models trained from Artchive [75] exemplars. To speed up computation,
we calculate Fisher information on Stable Diffusion v1.4, the base model of all the customized
models, over the selected subset of LAION images. We then apply the same Fisher information to all
customized models.

Unlearning. We find that running 100 unlearning steps yields a much better performance than
running with 1 step for this task. Moreover, updating only cross-attention KV yields a significant
boost in performance in this test case. In Appendix C.2, we show an ablation study on these design
choices. We sample gradients 1,000,000 times to estimate the diagonal Fisher information, where the
gradients are calculated from the 100k Laion subset using Stable Diffusion v1.4.

B.3 Baselines.

Pixel space. Following JourneyTRAK’s implementation [12], we flatten the pixel intensities and
use cosine similarity for attribution.

CLIP image and text features. We use the official ViT-B/32 model for image and text features.

DINO. We use the official ViT-B/16 model for image features.

DINOv2. We use the official ViT-L14 model with registers for image features.

CLIP (AbC) and DINO (AbC). We use the official models trained on the combination of object-
centric and style-centric customized images. CLIP (AbC) and DINO (AbC) are selected because they
are the best-performing choices of features.

TRAK and Journey TRAK. We adopt the official implementation of TRAK and JourneyTRAK and
use a random projection dimension of 4096, the same as what they use for MSCOCO experiments.

D-TRAK We follow the best-performing hyperparameter reported in D-TRAK, using a random
projection dimension of 32768 and lambda of 500. We use a single model to compute the influence
score.

B.4 Additional Details

Horizontal flips. Text-to-image models in our experiments are all trained with horizontal flips. As a
result, the models are effectively also trained with the flipped version of the dataset. Therefore, we run
an attribution algorithm for each training image on its original and flipped version and obtain the final
score by taking the max of the two. For a fair comparison, we adopt this approach for all methods.
We also find that taking the average instead of the max empirically yields similar performance.

Computational resources. We conduct all of our experiments on A100 GPUs. It takes around 16
hours to train an MSCOCO model from scratch, 20 hours to evaluate all training image loss, and 2
minutes to unlearn a synthesized image from a pretrained MSCOCO model. To finish all experiments
on MSCOCO models, it takes around 77K GPU hours. For Customized Model Benchmark, it takes
2 hours to unlearn a synthesized image and 16 hours to track the training image loss. To finish all
experiments on this benchmark, it takes around 36K GPU hours.

Licenses. The source model from Georgiev et al. [12] (JourneyTRAK) is released under the MIT
License. The MSCOCO dataset is released under the Creative Commons Attribution 4.0 License.
Stable Diffusion v2 is released under the CreativeML Open RAIL++-M License. The CLIP model is
released under the MIT License. The Customized Model Benchmark is released under the Creative
Commons Attribution-NonCommercial-ShareAlike 4.0 International License.
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Target Images (to forget) Other Images (to retain)

MSE (↑) CLIP (↓) MSE (↓) CLIP (↑)

SGD 0.081±0.003 0.67±0.01 0.033±0.0004 0.83±0.002
Full weight 0.086±0.005 0.70±0.01 0.039±0.0010 0.86±0.002
Ours 0.093±0.004 0.65±0.01 0.022±0.0004 0.89±0.002

Table 3: Effectiveness in Unlearning Synthesized Images. We compare different choices of
unlearning algorithms and evaluate based on whether the method can forget the target images and
retain other images. We measure the performance with regenerated images’ deviations via mean
square error (MSE) and CLIP similarity. SGD refers to the naive baseline without EWC regularization,
and full weight refers to updating on all of the weights instead of cross-attention KV.

Ours Full weight SGD Ours Full weight SGDOriginal Model Original Model
Target Other

Figure 7: Ablation for unlearning. We find that our unlearning method (Ours) outperforms other
variants (Full Weight, SGD) in terms of forgetting the target (left) while retaining other concepts
(right).

C Additional Analysis

C.1 MSCOCO Models

Additional plots. We visualize the baseline comparisons in Table 1 as plots, where Figure 12,13,14
represents loss change, MSE deviation, and CLIP deviation, respectively. We also visualize ablations
studies in Table 2 as plots (Figure 15,16,17).

Densely sweeping K is generally not feasible for attribution methods, as each queried synthesized
image requires retraining a different set of K images. However, in the plots, we report more leave-
K-out models for random baselines, sweeping through K = 500, 1000, 2000, 3000, 4000, and then
5000 to the full dataset size by increments of 2000. We use the densely swept random baselines as
a reference to provide better intuition of each method’s performance. For example, in Figure 12,
removing 500 images (just 0.42% of the dataset) using our method is equivalent to removing 57.5k
random images (48.6% of the dataset) vs. 55.8k images (47.1%) and 44.3k images (37.5%) images
for the best-performing baselines, D-TRAK and DINO.

Ablation studies. We perform the following ablation studies and select hyperparameters for best
performance in each test case:
• SGD (1 step): 1 SGD step, step size 0.001

• SGD (10 steps): 10 SGD steps, step size 0.0001

• Full weight: 1 Newton steps, step size 0.0005

• Attention: 1 Newton steps, step size 0.005

• Cross-attention: 1 Newton steps, step size 0.005

• Cross-attention KV: 1 Newton steps, step size 0.01 (This is our final method)

The SGD step refers to the baseline of directly maximizing synthesized image loss without EWC loss
regularization, as described in Section 4.

We also compare different subsets of weights to optimize and report plots for loss change, deviation
measured by MSE, and deviation measured by CLIP similarity in Figure 15, 16, 17, respectively.

Effectiveness in unlearning synthesized images. Our attribution method relies on unlearning
synthesized images, making it crucial to have an unlearning algorithm that effectively removes these
images without forgetting other concepts. We analyze the performance of our unlearning algorithm
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Target Images (to forget) Related Images (to retain) Other Images (to retain)

MSE (↑) CLIP (↓) MSE (↓) CLIP (↑) MSE (↓) CLIP (↑)

K=500 0.054±0.004 0.72±0.012 0.039±0.0003 0.86±0.001 0.041±0.0003 0.79±0.001
K=1000 0.058±0.004 0.68±0.014 0.041±0.0003 0.86±0.001 0.041±0.0003 0.79±0.001
K=4000 0.060±0.004 0.61±0.014 0.046±0.0004 0.83±0.001 0.041±0.0003 0.79±0.001

Table 4: Does leave-K-out models forget other images? We verify that leave-K-model forgets
concepts specific to the target query. We report deviations (MSE, CLIP) from the target image, related
images that are similar to the target, and other images of unrelated concepts. We find that target
images deviate more than related and other images, while other images stay almost the same. Related
images’s errors increase with larger K, but they are much smaller than target images’ deviations.

Original
Model

Leave-K-out
Model

Target Related images Other images

Figure 8: Does leave-K-out models forget other images? We show that leave-K-out model forgets
the specific target (left), while retaining its generation on related images (middle) and images of other
concepts (right).

itself and ablate our design choices. We construct experiments by unlearning a target synthesized
image and evaluating:
• Unlearning the target image: We measure the deviation of the regenerated image from the

original model’s output—the greater the deviation, the better.
• Retaining other concepts: We generate 99 images using different text prompts and evaluate their

deviations from the original model’s output—the smaller the deviation, the better.

We measure these deviations using mean square error (MSE) and CLIP similarity. We evaluate across
40 target images, with text prompts sampled from the MSCOCO validation set. We compare to the
following ablations:
• SGD refers to swapping our method’s Newton update steps (Eq. 5 ) to the naive baseline, where

we run SGD steps to maximize the target loss without EWC regularization.
• Full weight refers to running Newton update steps on all of the weights instead of Cross Attn KV.

Table 3, along with Figure 7, shows the comparison. Both our regularization and weight subset
optimization help unlearn the target image more effectively, without forgetting other concepts.

Does leave-K-out models forget other images? In Sec. 5, we show that leave-K-out models forget
how to generate target synthesized image queries. Here we ask whether these models forget unrelated
images, too. We study how much leave-K-out model’s generation deviates from those of the original
model in three categories:
• Target images: the attributed synthesized image. Leave-K-out models should forget these—the

greater the deviation, the better.
• Related images: images synthesized by captions similar to the target prompt. We obtain the most

similar 100 captions from the MSCOCO val set using CLIP’s text encoder. Leave-K-out models
should not forget all of them—the smaller the deviation, the better.

• Other images: images of unrelated concepts. Prompts are 99 different captions selected from the
MSCOCO val set. Leave-K-out models should not forget these—the smaller the deviation, the
better.
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∆L(ẑ, θ) ↑ (x10−3) ∆Gθ(ϵ, c) (MSE) ↑ (x10−2) ∆Gθ(ϵ, c) (CLIP) ↓ (x10−1)
Method Loss K=500 K=1000 K=4000 K=500 K=1000 K=4000 K=500 K=1000 K=4000

TRAK ||ϵθ(xt, t)− ϵ||2 5.2±0.14 5.8±0.16 7.1±0.16 4.7±0.21 4.7±0.24 4.7±0.20 7.6±0.09 7.6±0.09 7.5±0.09

D-TRAK ||ϵθ(xt, t)||2 5.4±0.16 6.6±0.22 9.6±0.33 5.9±0.24 6.4±0.25 7.8±0.30 7.3±0.10 7.1±0.09 6.4±0.09

Ours ||ϵθ(xt, t)− ϵ||2 5.6±0.16 6.7±0.22 9.8±0.32 5.1±0.21 5.7±0.24 6.1±0.22 7.3±0.09 7.0±0.09 6.4±0.10

Ours (D-TRAK) ||ϵθ(xt, t)||2 4.4±0.14 5.1±0.20 7.6±0.36 4.7±0.23 4.9±0.24 6.0±0.28 7.6±0.09 7.4±0.09 6.3±0.09

Table 5: Choice of loss function. We study different choices of loss. While D-TRAK [14] empirically
showed that changing the diffusion loss to a square loss increases performance drastically for influence
function, we find that this loss change does not grant performance gain for our formulation. We report
∆L(ẑ, θ) and ∆Gθ(ϵ, c) as in Table 1.

0.0 0.2 0.4 0.6 0.8 1.0
Object-Centric Models (Recall@10)

0.0

0.2

0.4

0.6

0.8

1.0

Ar
tis

t-S
ty

le
 M

od
el

s (
Re

ca
ll@

10
)

Ours
Ours (no V*)
1-step
Full weight update
SGD

0.0 0.2 0.4 0.6 0.8 1.0
Object-Centric Models (mAP)

0.0

0.2

0.4

0.6

0.8

1.0

Ar
tis

t-S
ty

le
 M

od
el

s (
m

AP
) Ours

Ours (no V*)
1-step
Full weight update
SGD

Figure 9: Ablation studies for Customized Model Benchmark. We report evaluation on the
Customized Model Benchmark in the same fashion as in Figure 6. We find that training with multiple
steps, updating a selected subset of weights, and regularizing unlearning via Fisher information is
crucial to this task. Additionally, we test a version where we apply our algorithm without the special
token V∗. While it reduces performance, it still performs well in overall.

In Fig 8, we find that the leave-K-out model “forgets” the query bus image specifically while retaining
other buses and other concepts. In Table 4, we quantitatively report deviations using mean square
error (MSE) and CLIP similarity, where we evaluate 40 pairs of target images and leave-K-out models.
We observe that target images have larger MSE and lower CLIP similarity than related images and
other images. Also, as the number of removed influential images (K) increases, the target image
error increases rapidly while other images stay almost the same. Interestingly, related images’ errors
increase with larger K, but the errors are still much smaller than those of target images. As K
increases, the group of influential images can start affecting other related concepts.

Applying the same loss function changes as D-TRAK. As mentioned in Sec. 5.1, D-TRAK
yields a significant performance gain by changing the loss function in TRAK from a denoising loss
(E[∥ϵθ(xt, c, t) − ϵ∥2]) to a square loss (E[∥ϵθ(xt, c, t)∥2]). In Table 5, we find that applying the
same loss change to our method leads to worse performance.

Additional results. We provide more attribution results in Figure 10 and more results on leave-K-
out models in Figure 11.

C.2 Customized Model Benchmark

Ablation studies. We perform the following ablation studies and select hyperparameters for best
performance in each test case:
• Cross-attention KV (100 steps): 100 Newton steps, step size 0.1 (denoted as Ours in Figure 9)
• Cross-attention KV (1 step): 1 Newton step, step size 10
• Full weight (100 steps): 100 Newton steps, step size 5× 10−5

• Cross-attention KV, SGD step (100 steps): 100 SGD step, step size 0.01

Again, the SGD step refers to the baseline of directly maximizing synthesized image loss without
EWC loss regularization, as described in Section 4.

We report the result of our ablation studies in Figure 9. Our findings indicate that for this test case,
selecting a small subset of weights (i.e., cross-attention KV) combined with multiple unlearning
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steps (100 steps) is crucial for effective attribution. We hypothesize that stronger regularization is
necessary for unlearning in larger-scale models, and that such models benefit more from numerous
smaller unlearning steps rather than fewer, larger steps to achieve a better optimization.

Customized models in this benchmark associate the exemplar with a special token V∗, which is
also used for generating synthesized images. Our method involves forgetting the synthesized image
associated with its text prompt, so by default, we tested it with V∗ included. Meanwhile, we
also evaluated our method without V∗ in the prompts. Figure 6 shows that removing V∗ reduces
performance, but the method still performs well overall.

D Efficiency Comparison with Other Methods

We compare our method’s efficiency with other methods. Below, we briefly overview each method:
• Our unlearning method: we obtain a model that unlearns the synthesized image query and

checks the loss increases for each training image after unlearning.
• TRAK, JourneyTRAK: precompute randomly-projected loss gradients for each training image.

Given a synthesized image query, the authors first obtain its random-projected loss gradient and
then match it with the training gradients using the influence function. For good performance,
both methods require running influence function on multiple pre-trained models (e.g., 20 for
MSCOCO).

• D-TRAK: The runtime complexity is similar to that of TRAK, but it is running the influence
function on a single pre-trained model.

• Feature similarity: standard image retrieval pipeline. Precompute features from the training set.
Given a synthesized image query, we compute feature similarity for the entire database.

We compare the efficiency of each method.

Feature similarity is the most run-time efficient since obtaining features is faster than obtaining
losses or gradients from a generative model. However, feature similarity does not leverage knowledge
of the generative model. Our method outperforms various feature similarity methods (Table 1).

Our method is more efficient than TRAK/JourneyTRAK/D-TRAK in precomputation. Our
method’s precomputation is much more efficient runtime and storage-wise compared to TRAK,
JourneyTRAK, and D-TRAK. Our method only requires computing and storing loss values of
training images from a single model. On the other hand, TRAK-based methods require pre-training
extra models (e.g., 20) from scratch, and precomputing/storing loss gradients of training images from
those models.

Our method is less efficient when estimating attribution score. TRAK-based methods obtain
attribution scores by taking a dot product between synthesized image gradient and the stored training
gradient features. The methods require calculating and averaging such dot product scores from the 20
pretrained models. On the other hand, as acknowledged in our limitations (Sec. 6), though our model
unlearns efficiently (e.g., only 1-step update for MSCOCO), getting our attribution score involves
estimating the loss on the training set, which is less efficient than dot product search. Tradeoff-wise,
our method has a low storage requirement at the cost of higher runtime.

Our main objective is to push the envelope on the difficult challenges of attribution performance.
Improving computation efficiency of attribution is a challenge shared across the community [16, 29],
and we leave it to future work.
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Figure 10: Additional attribution results for MSCOCO models. This is an extension of Figure 2
in the main paper. Our method identifies images with similar poses and visual attributions to the
query image. Importantly, in Figure 11, we verify that leaving these images out of training corrupts
the ability of the model to synthesize the queried images.
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Figure 11: Additional leave-K-out model results for MSCOCO models. This is an extension
of Figure 3 in the main paper, showing the results from removing top-K influential images from
different algorithms, retraining, and attempting to regenerate a synthesized sample. The influential
images for these examples are shown in Figure 10. Our method consistently destroys the synthesized
examples, verifying that our method is identifying the critical influential images.
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Figure 12: Evaluating loss changes in leave-K-out models. Given a synthesized image ẑ, we train
leave-K-out models for each of the attribution methods and track ∆L(ẑ, θ), the increase in loss
change. (Top) We plot DDPM loss change versus K. The loss change becomes more significant with
a larger K value, and our method (brown) yields the largest loss change for every K, indicating our
method more successfully identifies the influential images. The purple curve represents models where
random images are removed, serving as a reference. We show error bars representing 1 standard error
in this plot (which are small and negligible). (Bottom) For each method, we show the equivalent
number of random images needed to achieve a loss change.
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Figure 13: Deviation of generated output in leave-K-out models, in mean square error (MSE).
We report the deviation of generated output in the same fashion as in Figure 12. The higher the MSE,
the better since more deviation indicates that the K images removed are more influential.

24



500 1000 4000 10000 Full dataset
K images removed

0.4

0.5

0.6

0.7

0.8
CL

IP
 R

ec
on

st
ru

ct
io

n 
Er

ro
r CLIP error

random
Pixel

CLIP Text
DINO v2

CLIP
CLIP (AbC)

DINO
DINO (AbC)

DataInf
TRAK

JourneyTRAK
D-TRAK

Ours

Pixel CLIP Text DINO v2 CLIP CLIP (AbC) DINO DINO (AbC) DataInf TRAK JourneyTRAK D-TRAK Ours
0

25000

50000

75000

100000
Full dataset

# 
of

 ra
nd

om
 im

ag
es

 re
m

ov
ed After removing K images and retraining, the retrained model is equivalent to removing how many random images?

k=500
k=1000
k=4000

Figure 14: Deviation of generated output in leave-K-out models, in CLIP similarity. We report
the deviation of generated output in the same fashion as in Figure 12. A lower CLIP similarity in
leave-K-out models indicates a better attribution algorithm.
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Figure 15: Ablation studies for attributing MSCOCO models. We report the change in synthesized
image loss in leave-K-out models in the same fashion as in Figure 12 in the main paper. We compare
four different sets of weights to unlearn (full, attention layers, cross-attention layers, and cross-
attention W k, W v), and we find that cross-attention W k, W v outperforms other configurations. We
also evaluate a naive variation where we apply SGD to maximize the synthesized image’s loss, and
we find that updating with 1 steps or 10 steps both perform only at chance (random baseline).
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Figure 16: Ablation studies for attributing MSCOCO models. We report the deviation of generated
output in leave-K-out models in mean square error (MSE) in the same fashion as in Figure 13. We
find that the trend of each ablation follows that of Figure 15.
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Figure 17: Ablation studies for attributing MSCOCO models. We report the deviation of generated
output in leave-K-out models in CLIP similarity in the same fashion as in Figure 14. We find that the
trend of each ablation follows that of Figure 15.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: In the abstract and introduction, the claims are made to reflect the paper’s
contributions and scope accurately.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Section 6
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We provide the derivation of our method, assumptions, and proofs in Section 4
and Appendix A.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide all the information for reproducing our main results in the main
paper (Section 5) and the Appendix (Section B). We will also release the code upon publica-
tion.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: We will release them upon publication.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provided these details in the main paper (Section 5) and Appendix (Sec-
tion B).
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We report 1-standard-error error bars in Figure 12, 6, 13, 14, 15, 16, 17, 9. We
state that we are reporting error bars representing 1 standard error in the captions.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

29

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We report compute resources for our experiments in Appendix B.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We fully conform with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss societal impacts in Section 6.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We conduct our experiments on existing models and data. Our work does not
require releasing data or models.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: In Appendix B
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We will release the code upon publication. No assets are provided for this
submission.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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