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Abstract

Safety is a fundamental challenge in reinforcement learning (RL), particularly in
real-world applications such as autonomous driving, robotics, and healthcare. To
address this, Constrained Markov Decision Processes (CMDPs) are commonly
used to enforce safety constraints while optimizing performance. However, ex-
isting methods often suffer from significant safety violations or require a high
sample complexity to generate near-optimal policies. We address two settings: re-
laxed feasibility, where small violations are allowed, and strict feasibility, where
no violation is allowed. We propose a model-based primal-dual algorithm that
balances regret and bounded constraint violations, drawing on techniques from
online RL and constrained optimization. For relaxed feasibility, we prove that
our algorithm returns an e-optimal policy with e-bounded violation with arbitrar-
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ily high probability, requiring 9] ( ) learning episodes, matching the lower

bound for unconstrained MDPs. For strict feasibility, we prove that our algorithm

returns an e-optimal policy with zero violation with arbitrarily high probability,

requiring 9] (Sg‘;‘g5) learning episodes, where ( is the problem-dependent Slater

constant characterizing the size of the feasible region. This result matches the
lower bound for learning CMDPs with access to a generative model. Our results
demonstrate that learning CMDPs in an online setting is as easy as learning with a
generative model and is no more challenging than learning unconstrained MDPs
when small violations are allowed.

1 Introduction

Safety is a fundamental concern in reinforcement learning (RL), especially in real-world applica-
tions such as autonomous driving [I], healthcare [?], and industrial automation [B]. Constrained
Markov Decision Processes (CMDPs) [@] are widely used to ensure safety by incorporating safe
constraints and safe policies into the decision-making process. These frameworks allow for opti-
mizing performance while limiting risky actions in safety-critical environments, such as preventing
collisions in autonomous vehicles or ensuring correct treatment in healthcare. However, during the
course of training, many RL methods can suffer from significant safety violations [5, 6], particularly
when exploring new states or actions. This is highly problematic in real-world systems where even
temporary unsafe actions can result in accidents, equipment damage, or hazardous conditions. For
instance, in autonomous driving [[Z], safety violations during training might lead to collisions or dan-
gerous maneuvers, while in robotics [E], such violations could cause physical harm to equipment
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or workers. As a result, it is crucial to design methods that guarantee bounded safety constraint
violations, ensuring that any violations during training remain within acceptable limits, thereby pre-
venting catastrophic outcomes while maintaining safety throughout the learning process.

Tabular episodic MDPs, one of the most fundamental settings in RL, have been extensively stud-
ied, with various methods proposed to solve them [E, [0, I, 12, 13, 14, I5]. Many algorithms
have been shown to achieve minimax optimal regret O(v'SAH3K) and [15] provided a method to
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achieve the minimax optimal sample complexity 9] ( ) Extending to CMDPs, prior works

[6, T6, 2, I8, 19, 20, 21, 22, 23, 24] have proposed methods in various settings that either achieve
sublinear regret or return near-optimal algorithms. However, lower bounds and algorithms with
provable minimax optimal upper bounds still remain unexplored in most of these works. Two pri-
mary feasibility settings in CMDPs are relaxed feasibility and strict feasibility [I8, 20, 21, D3].
In the relaxed feasibility setting, algorithms may return approximately optimal policies that allow
small constraint violations. In contrast, in the strict feasibility setting, the learned policies must be
near-optimal while ensuring zero constraint violations. The formal formulations for both settings
are defined in section B. [I¥] proposed a model-based algorithm that achieves minimax sample com-
plexity in both regimes, but relied on the assumption of a generative model that grants the learner
random access to any state-action queries. However, in many real-world scenarios such as robotics
and autonomous driving, the learning agent has to collect data online through sequential interactions
with the environment. How or whether a minimax optimal sample complexity can be achieved in
the online setting, which generalizes the random access setting and is inherently more challenging
[25], remains unknown. This raises the following question:

Can we design safe online reinforcement learning (RL) algorithms for both relaxed and strict fea-
sibility settings that achieve near-optimal sample efficiency in large-scale state spaces and long
horizons while guaranteeing approximate reward optimality with arbitrarily high probability?

In this paper, we affirmatively answer this question by proposing a model-based primal-dual algo-
rithm. Our contributions are summarized as follows:

* We propose a model-based primal-dual algorithm with doubling batch updates. In each
episode, a policy is derived by mixing policies from multiple iterations of primal-dual up-
dates in a constrained model represented in its Lagrangian form. This policy is then used
to gather data to update the empirical transition model. The doubling batch update tech-
nique ensures a lazy update of the empirical transition model, allowing us to derive tighter
theoretical bounds.

* For the relaxed feasibility setting, we prove that our algorithm returns an e-optimal policy

with at most € constraint violation after O (sg{ ) of online learning episodes, where

S and A is the number of states and actions, H is the horizon. This sample complexity
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matches the lower bound for unconstrained MDPs: () ( ) [T, showing that learning

CMDPs in the relaxed feasibility setting is as easy as learning unconstrained MDPs.

* For the strict feasibility setting, we prove that our algorithm returns an -optimal zero-

violation policy after 9] (Sa‘ggs) of online learning episodes, where ( is the problem-

dependent Slater constant characterizing the size of the feasible region. This sample com-
plexity matches the lower bound for infinite-horizon discounted CMDPs with access to a

generative model: ) ((175)7?52(2> [R], showing that learning CMDPs with online access

is as easy as learning CMDPs with random access.

Notation. We introduce a set of notation to be used throughout. For any two vectors z,y € R?
with the same dimension d, we use xy to abbreviate the inner product z 'y, e.g PsonVy 1 =
> Psan(s) Vi, (s). For any integer S > 0, any probability vector p € A(g) and another
vector v = [v], ;4. we denote by V(p,v) := (p,v?) — ({p,v))? the associated variance, where

v? = [02

i] |<i<g Tepresents element-wise square of v.



2 Related Work

Constrained Markov Decision Process (CMDP) The Constrained Markov Decision Process
(CMDP) [4] is a key model for addressing safety concerns in reinforcement learning (RL). Many
existing works on CMDPs employ a primal-dual approach to achieve sublinear regret while main-
taining bounded constraint violations [[[8, U6, 7, U8, 9, B(]. Another widely-used method is adapt-
ing policy gradient algorithms [B1, B2, 33, B4]. Furthermore, [6] introduces a more stringent metric
for hard constraint violation, where only positive constraint violations are accumulated. Their ap-
proach achieves sublinear regret, constraint violations and hard constraint violation. Recently, [B5]
extended this idea to a linear setting, obtaining similar results. In practical applications, ensuring
strict adherence to safety constraints without violations often requires system-specific assumptions.
For instance, [B6] assumes regularity in the safety functions, while [B7] presumes knowledge of a
safe action for each state. Additionally, [[T6, T7] assume the existence of a known safe policy and its
true constraint value, achieving improved regret bounds and constraint violations compared to [B].
Building on the assumption of a known safe policy and its true constraint value, our work proposes
a primal-dual low-switching algorithm, leveraging advanced techniques from standard MDPs. This
approach not only improves the regret bound but also maintains a constant constraint violation. [I¥]
solved the infinite-horizon discounted tabular CMDPs in the random access setting. Our work ex-
tends their results to tabular CMDPs in the online setting, which serve as a crucial benchmark for
safe RL that provides a structured environment for theoretical analysis and algorithmic validation.
Further extension to function approximation or multiple constraints is out of the scope of this paper
and an interesting topic for future research.

Episodic unconstrained MDPs  [BX] first provided an upper bound of O(v/ S2AK H D?). [B9, 1]

established lower bounds of Q(vV SAH3K) for regret and Q(SAH?/e?) for sample complexity.
[40] introduced a posterior sampling approach for RL, achieving minimax-optimal regret bounds of
O(VSAHK) under certain conditions. [H] further achieved a minimax optimal regret for a model-
based algorithm, and [21] developed similar results for a model-free Q-learning method. Many
methods have achieved near-optimal upper bounds [I2, [[3, T4]. Recently, [15] achieved minimax
optimal regret, sample complexity, and burn-in cost, yet such methods are rarely explored in CMDPs.
To our knowledge, this work is the first to incorporate state-of-the-art techniques for unconstrained
MDPs into CMDPs, achieving minimax optimal performance in online constrained RL.

3 Problem Setup

We consider a finite-horizon non-stationary constrained Markov Decision Process (MDP) defined
by the tuple M = (S, A, H, P,r,c,b), where S is the state space, A is the action space, and H is
the horizon length. The unknown transition probability at each time step is denoted by P , 5, where
P 4 1(s") represents the probability of transitioning to state s’ from state s after taking action a at
time step h. The reward function r, : S x A — [0, 1] quantifies the immediate reward the agent
receives for taking action a in state s at time step h. Similarly, the cost function ¢;, : S x A — [0, 1]
represents safety violations incurred for the same action. We assume that both the reward and
cost functions are known to the agent, though the same results can be easily extended to the case
where neither function is known. Finally, b € (0, H] is a predefined safety constraint that limits the
cumulative cost over the episode.

The agent interacts with the environment over K episodes, each consisting of H steps. At the start of
each episode k, the agent selects a randomized policy 7% = {w’,fb} n», Where at time step h the policy
wfi : S — A 4 prescribes a distribution over actions conditioned on the current state. The policy is
executed with the goal of maximizing the cumulative reward while ensuring that the cumulative cost
remains within the safety limit. The cumulative value at state s and time step h, with respect to any

function g : S x A — R, under policy 7, is defined as: V,{:g(s) =Ep, [Zih (S, At)’Sh = s},

representing the expected cumulative sum of ¢(S;, A;) from time step h to the end of the episode,
given that the process starts in state s at time h. The objective of CMDP is to solve the following
constrained optimization problem:

max V{",.(s1) st Vi (s1) < b, (1



where V/7,(s1) is the expected cumulative reward value, and V{".(s1) is the expected cumulative
cost value, constrained by the safety threshold b. The optimal policy 7* solving eq. (I) is defined as

7" =argmax V", (s1) st ViT.(s1) <b.

The corresponding expected reward and cost value are denoted by Vi*,(s1) and Vy*.(s1). For a

CMDP instance, we define the Slater constant { := max, b — V{".(s1). The Slater constant ¢
measures the size of the feasible region. We also define the policy that with the minimal cost value:
7y € argmax, b — V{.(s1).

We now define the regret and constraint violation over K episodes:

K K
Regret(K) ::Z(Vlr(sl) Vlr(sl)> and CV(K) = (Z (fof(s’f)—b)) )
+

k=1 k=1

We will provide upper bounds on both regret and constraint violation of our algorithm, but more
importantly, convert such bounds to our final sample complexity bounds. For a small suboptimality
error €, we define the two settings as follows:

Relaxed feasibility: The agent’s objective is to return a policy that with high probability achieves
an approximately optimal reward value, while violates the constraint by a small margin. Formally
the agent returns a policy 7 such that with high probability,

Vi (s1) 2 Vi (s1) —e, and V{7 (s1) <b+e. 3)

Strict feasibility: The agent’s objective is to return a policy that with high probability achieves
an approximately optimal reward value, and simultaneously achieves zero constraint violation. For-
mally the agent returns a policy 7 such that with high probability,

‘/1757"(51) > Vf:r(‘sl) —¢, and VlT,rc(Sl) <b. 4)

In the next section, we present our technical methodology to tackle both settings in online CMDPs.

4 Methodology

Before introducing our method, we examine the state-of-the-art algorithms in tabular online CMDPs,
and discuss why their methods fail to achieve near-optimal sample complexity.
One of the biggest challenges in analyzing model-based algorithms in unconstrained MDPs and

CMDPs is to decouple the correlation between the empirical model P and the estimate values V™"
Indeed, both [[[6] and [T'7] get the extra regret terms due to loose decoupling steps. In particular,

[T7] achieve a regret of O(vVS2AHOK /(b — °)), where ¢” is the value of a known safe policy. In
both their regret analysis, the authors bound the term fo: (s1) — fo: (s1) by

‘7177:(51) Vlr 51) ZE kP

<ZEkP

where the equality follows from value difference lemma and the inequality follows from Holder’s
inequality and V' < H. Then they invoke Bernstein’s inequality on the concentration bound of
P. This technique is also known to be used in unconstrained MDPs [47] and gives a regret of

O(V/S?AH*K), which is suboptimal compared to the lower bound 2(v/SAH3K). Following [27],
subsequent works [Y, [5] introduced different techniques to achieve near-optimal regret, but neither
method extends directly to CMDPs.

> (P a8 = P g (5)) Vhﬂil,r<s'>]

s/

Z é;‘L,(Lh,h( /) - P‘sfl,ah,h( /) H
S/

?

In the regret analysis of [9], the authors bound Vh ( k) — Vit (s ¥) by writing it in a recursive form.
One of the key steps is to bound the following term as:

D Tk * Tk P
(]Ds,a,h - Ps,a7}l> (V}Zr-&-lf - Vh-l—l,'r) Z ’P"‘ a, h 9 a, h( )‘ ’ (Vh-i-l,v?(sl) - Vh-{—l,r(sl)) ’



where the inequality follows from the optimism of ‘A/h“ ; and optimality of V" : ‘A/,f ;(s) > Vi(s) >

VhTf’; (s),Vh € [H],k € [K],s € S. This argument fails in CMDPs, because the optimal policy 7*
in CMDPs is not necessarily optimal for all h € [H].

The high-level idea of [[3] to decouple the correlation between P and V is that, when fixing a
“profile” that keeps track of visitation counts for all (s, a, h) tuples, I7h+1 is independent of ﬁh. A
union bound over all possible profiles then gives the desired regret bound. To avoid the number of
such profiles being exponential in K, the authors adopt the double batch updates explained later.
Although decoupling arises naturally in unconstrained MDPs through backward updates, it is not

the case in constrained MDPs. If the policy 7 is determined by enforcing the constraint IA/ITC < b,
then 7 and thus ‘A/}:’ " 1 will be inherently correlated to all ]3h’s.

To tackle these challenges, we use a model-based approach to address the CMDP problem defined in
eq. (). Adopting the doubling batch updates, we update our empirical transition matrix only when
the visitation count of any state-action pair doubles. To be specific, we denote Ny, (s,a) as the total
visitation count of state-action pair (s, a) in time step h, Ny (s, a, s") as the count of transitions from
(s,a) to s’ since the last update, and Nj,(s,a) = >, Nx(s,a,s’) as the visitation count of (s, a)
since the last update. We update an empirical transition matrix P whenever Ny, (s, a) for any (s, a)

doubles, such that 1337@7 n(s') = %:;)/) Note that we will only use the data collected after the

last update to calculate P. With P, we are able to formulate an empirical CMDP.

We adopt a UCB-style bonus for both reward and cost. For any reward function g and policy 7, we
define the bonus for a (s, a, h, k) tuple as

—~

po [ V(Psans Vil o) log(1/6")  Hlog(1/4")
hvg(s,a)—cl Nou(s,a) + ca No(5.0)

&)

where ¢; and ¢y are constant to be specified later and &' = §/(200SAH2K?) is related to the
confidence level §. For reward, we add this Bernstein-style bonus by, ,.(s,a) to r1,(s, a) for each
(s,a) to encourage exploration. We denote the optimistically biased reward estimate as 7, i.e.,
Th(s,a) = rp(s,a) + by (s, a). For safety cost, we subtract a Bernstein-style bonus by, (s, ) from
cn(s, a). We denote the optimistically biased cost estimate by ¢, i.e., ¢, (s, a) = ¢p(s,a) —bp (s, a).
By using the optimistically biased cost estimate we will underestimate the cumulative cost. To com-
pensate for this and strive to satisfy the safety constraint in the strict feasibility setting, we define a
pessimistic constraint constant b’ for each episode by subtracting a gap A from b, that is, b’ := b— A.
Whereas for the relaxed feasibility setting, since small violations are allowed, we define an optimistic
constraint constant b’ := b + 7. This non-negative optimistic shift 7 is also required to derive {-free
results for the relaxed feasibility setting. We will specify the value of A and 7 later.

We now introduce an empirical CMDP for each episode &, defined by ]\//Tk = (S, A H, ]3, T, b)),
and the corresponding optimization problem P*:

max ‘A/f;(sl) s.t. ‘A/ffg(sl) <. (6)

As discussed before, directly solving eq. (B) results in complex correlation of P and V'™, leading to
suboptimal results. Therefore, we employ a primal-dual approach, which transforms the constrained
optimization problem into a saddle-point problem. Let A > 0 be the dual variable associated with
the cost constraint. The equivalent saddle-point problem to eq. (B) is:

: v i /
min max Vi(s1) — A (Vl)g(sl) -b ) , )

and we denote (7%*, \¥*) as the optimal solutions to the saddle point problem eq. (7).

We solve the saddle-point problem eq. (@) iteratively, and for each iteration ¢ € [T'], we alternatively
update iterates of the primal variable 7} and the dual variable AY ;. The primal update is

7F = arg max ‘A/f}(sl) — Xf (fog(sl) - b’) = arg max ‘A/l’rﬁikc(sl), (8)



where the last equahty follows from lemma [3. By augmenting rewards with the Lagrange-wei ghted
costs, the policy ¥ can be solved with backward updates, allowing us to decouple Vh ", from P;L.
However, the value estimates V™ now depend on the dual variable Ak that takes continuous values.

To retain tractable union bounds in the analysis, we must restrict A to a discrete set. Specifically,
we update the dual variable by performing a single gradient descent step with step size . We
then discretize the values by rounding the gradient descent result to the nearest element in an e-net
A ={0,e1,2¢1,...,U}. The resulting dual update is

Nepy = Ra [Xe 40 (VT Gs0) )] ©

where R (A) = argmin, o [p — Al is a rounding function.

Algorithm 1: Model-based algorithm for online CMDP

Input: S, A, H, K,r,c,(,b',c; =460/9,co = 544/9,n = H\F’ T,e1,U.

Initialization : for all k € [K], Ak < 0, for all (s, a, s, h), set Nj,(s,a,s") 0,
Nhu(s,a,8") <=0, Np(s,a) < 0; for all m, set Vi (s) <= 0, V;"(s) < H.

for k=1, K do

fort=1,---,T do

Wf—argmax V’r ~(sh) — /\lec( )

>‘t+1 RA[/\k = - ijé (Slf))]
=T Zt LT
for h=1,---,Hdo
Observe sfl', take action af ~ 7 (+|s}), receive , cfl, observe s¥
(s,a,s") sh,ah,sthl
Ni(s,a) «+ Ny(s, a) + 1, Np(s,a,8") < Np(s,a,8")+1
if Nj,(s,a) € {1,2,4,--- 2% K} then
Np(s,a) + ZgNh(s,a,E’)
R@,a,h(g) — Nh,(Sa a, ’S\I)/Nh(sv (1)
TRIGGERED < TRUE
Np(s,a,-) <0
if TRIGGERED then
TRIGGERED < FALSE
Vii14(8) <0,V es
forh=H,H—1,---,1do
for (s,a) € S X Aand any 7 do
97}27;(5, a) = min{rp(s, C/L\) + bi::’ﬂ(& a)+ PsanVii 7 H}
Y}Zi?(s) = sea W(Q‘S)QZ}(& a) L
QF o(s,a) = max{cp(s,a) — bﬁiji’”(& a) + Psan Vil q 0 0}
Vhﬂ,-g(s) = ZaeA W(a|5)Qz,g(5a a)

= _ 1Kk
return T = > 7

Finally, we state our algorithm in algorithm 0. For each episode, we first execute 7" iterations of
primal and dual updates. The agent executes the mixture policy 7% and receives the reward, cost,
and the next state. We update the empirical model using the doubling technique as described before.
In the end, the algorithm outputs the mixture policy 7 that mixes all intermediate policies.

5 Main Results and Analysis

We first present the regret and constraint violation bounds of our algorithm and proofs, while we
leave intermediate lemmas and proofs used to support the main results in the appendix.



5.1 Regret and constraint violation results

Theorem 1 (Regret bound of algorithm [ for relaxed feasibility). Let b’ = b+ 7 in algorithm W for
some T > 0. With probability at least 1 — 0, the regret of algorithm 0 is

2p
Regret(K) = (VSAH3K+251HK\F+ H\F>
-

Proof. Recall the definition of regret: Regret(K) = S°K e (Vl (sF) =V, (51 )) Note that 7*

the optimal solution to the original CMDP optimization problem eq. (I), while for each episode 7*
is an approximation solution to the empirical CMDP optimization problem eq. (B). To cope with the
gap between the two policies, we introduce a proxy policy 7™ * defined as the optimal solution to
the following optimization problem

7% € argmax Vfrr(s]f), s.t. Vlﬂc(s’f) <V =b+r. (10)

We decompose the regret as

K K
Regret(K) =Y (Vi,(sf) = Vi (D) + 2 (Vi (sh) = Vi (D)
k= k=1
1K N B o
30 (VT (sh) = V(b)) + 3 (W (sh) = v sh))
k=1 k=1

and give the regret bound by bounding each term above. The first term is the error incurred by
replacing the original constraint constant b by a relaxed empirical constraint constant b’ = b + 7 for
each episode k. Note that by definition of 7*, we have Vﬁc(81) < b < b'. Thus by definition of 7™*
in eq. (), we have Vfr;* (s1) > Vi",.(s1). Hence, we bound the first term by 0: ZkK:1(Vfr(5]f) —
Vi (sh) <.

By definition of the proxy policy 7™* in eq. (I), and noting that 7 is a predetermined constant, we
see that 77* is a fixed policy that is independent of the online learning process. Thus we can apply

lemma [[A and bound the second term by 0: Zszl (Vfr; (s¥) — 171“;* (s’f)) <0.

The third term is the optimization error, and it is incurred because 7* is an approximation solution
generated by iterative primal-dual updates. We bound this term by using the primal update rules in

lemma [ and also by lemmas [ and 02, we have

K

S o UHK H2K
74 Vi (sh)) < 26/ HEVT + <26, HKVT +
> (Vi o) - Fip(ab) < 22 T S % vt

Finally, the last term in the regret decomposition is the model prediction error, consisting of the
errors caused by inaccurate empirical models and additional bonus terms. Worth mentioning, this
term is essentially similar to the entire regret in [[[5] as the algorithms share the similar exploration
bonus and update rules for transition models. We state in lemma B the bound with probability 1 — 6,

K
> (Vir(sh) = Vi (sh)) = O(VSAIPEK), (11
k=1

Putting everything together, we conclude our desired regret bound. O

Theorem 2 (Regret bound of algorithm [ for strict feasibility). Let b’ = b — A in algorithm 0 for
some A > 0. With probability at least 1 — 0, the regret of algorithm 0 is

H?’K

- A
— O/ 3 = V -
Regret(K) = O(VSAH3K + c HK 421 HKVT + (€~ AWT

).



Proof. The proof to theorem O follows the similar idea as the proof to theorem . Again, we intro-
duce a proxy policy 72* defined as the optimal solution to the following optimization problem

8% € arg max for(slf), s.t. Vfrc(s’f) <V =b-A. (12)
We decompose the regret as
K A K A
Regret(K) = > (7', (s5) = v " (sD)) + 0 (Vi T (s5) = V(D))
k=1 k=1
~ k K ~
(V) = Vb)) + 3 (Ve (sh) - v b))
k=1 k=1

and give the regret bound by bounding each term above. The first term is the error incurred by
replacing the original constraint constant b by a more restrictive empirical constraint constant b’ =
b — A for each episode k. We bound the first term in lemma :

us o A
> (Vi sh) ~ Vi sh) < THE (13)
k=1

For the second term, we use the similar argument as in the proof to theorem [. By definition of the
proxy policy 72* in eq. (I2), and noting that A is a predetermined constant, we see that 72* is a
fixed policy that is independent of the online learning process. Thus we can apply lemma I8 and

bound the second term by 0: Zszl (VfTTA (sh) — 171“; (s’f)) <0.

The last two terms can be bounded with the same argument as in the proof to theorem 0. Putting
everything together, we conclude the regret bound in the strict feasibility setting. O

Theorem 3 (Constraint violation bound of algorithm 0 for relaxed feasibility). Let b’ = b+ 7 in
algorithm 0 for some T > 0. With probability at least 1 — 6, the constraint violation of algorithm [
is

2e1HVT +UH/NT

CV(K) = O(VSAH3K + T

K+ Kr).

Proof. Recall the definition of constraint violation and we decompose it as follows:

K
CV(K) = (Z VI (sF) — b)
k=1 +
K k ~ kK K ~ K
) (Z (vistsh = rish) + 30 (Var b —¥) + 3 (v - b>) |
+

k=1 k=1 k=1
For the first term, by definition of optimistically biased estimates of rewards and cost, we note that
the analysis of bounding ), fo: (sh) — Vfg (sf)and >, Vf;(s’f) - Vl’f: (s¥) are analogous, and
mostly identical. Hence, by lemma B, we have
K

> (Vi () = Vre(sh)) < O(VSAHK), (14)

k=1
with probability at least 1 — SAHK'.
The second term is the optimization error in the primal-dual process. We calculate 7% as an approx-
imate solution to the empirical optimization problem defined in eq. (B). Thus, it is not necessarily
satisfied that Vfrg(s’l‘) < b'. We hence return to the analysis of the primal-dual framework, and
adapt techniques used in [26, T8]. By lemmas [T to [4, we have

K NS ok , 2, HVT + UH/VT
S (et ) < 35 (et ), < 2L DI

For the third term, we recall the definition of b, and we have Zle (t/ — b) = K. Finally, putting
everything together, we have the desired upper bound on constraint violation. O



Theorem 4 (Constraint violation bound of algorithm 0 for strict feasibility). Ler b = b — A for
some A > 0. With probability at least 1 — 6, the constraint violation of algorithm 0 is

~ 2eHVT + UH/VT
CV(K) = O(VSAH®K + T a) K K.

Proof. We decompose the violation similarly as in the proof to theorem B and note that the first two
terms can be bounded using the same argument. Then, recall ¥’ = b — A, and we immediately have
the upper bound on constraint violation for strict feasibility. O

5.2 Sample complexity bounds
We present the sample complexity bounds of algorithm M. We derive these bounds by converting
them from the regret and constraint violation upper bounds presented above.

Theorem 5 (Sample complexity of algorithm [ for relaxed feasibility). For a fixed € € (0, H] and
6 € (0.1), with K = O (S42), 7 = 0 (1), U = 0(2), 21 = O(f), and 7 = §

2)
algorithm W returns a policy T that satisfies eq. (B) with probability 1 — 6.

Proof. Note that 7 = 4 SO, " is a mixture policy, and we have

K
* g 1 * - Regret(K)
Vi (s1) = Vi, (s1) = K (Vl,r(sl) - Vi, (51)> = K
k

and

K
Vie(s1) — kZ(VuSl —b> CVI({K)-
)

By setting K = 0 (5‘253) ,e1=0 (fl—i), and 7 = 5, with proper
coefficients we have V", (s1) — Vl,r(81) Vir (51) —b<e. O

l,c

Theorem B shows the sample complexity of algorithm [ is 9] (S éf 3) in the relaxed feasibility

SAHS)
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setting. For unconstrained MDPs with online access, [ILT] provided a lower bound of €2 (

for e-optimal policy identification. We thus conclude that learning online CMDPs in the relaxed
feasibility setting is as easy as learning unconstrained MDPs.

Theorem 6 (Sample complexity of algorithm [ for strict feasibility). For a fixed ¢ € ( H -
€

q
andde( )wztthO(i‘ééﬁ) T = O<<42),U O(m) £ = ( ) and
A= 2H’ algorithm 0 returns a policy T that satisfies eq. (B) with probability 1 —

Proof. The proof is mostly the same as the proof to theorem B:
. ok Regret(K)
Vl,r(sl) Vl 7 81 K Z (Vl r 81 Vl,r (81)) = Ta
and
1o/ CV(K)
Vi) ~b= 37 (Ve (s1) =) < ==
By setting K = O(S%Q),T:O(C?;),U:O( (Isza)) 81—0( ) and A = QCE,
with proper coefficients, we have Vi*, (s1) — V/,.(s1) < &, and V{7 (s1) — b < 0. O



Theorem B shows the sample complexity of algorithm [ is 0] (5;2155 ) in the strict feasibility setting.

With access to a generative model, [[R] provided a lower bound of ((1—3)7?5242‘) for infinite-

horizon discounted CMDPs, which translates to 2 (SE §g5> for episodic CMDPs. Note that this
lower bound can be readily applied to learning with online access: Suppose there exists an online
algorithm &7 achieving better sample complexity than the lower bound for the random access setting.
Since trajectories generated in the online setting can be simulated with a generative model, we
can easily construct a sampling scheme with the generative model using ./ as a subroutine. This
contradicts the lower bound. We thus conclude that in the strict feasibility setting, learning CMDPs
with online access is as easy as learning CMDPs with random access.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The contributions and scope of this paper are included in both the abstract
and the introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of this work are discussed in the related work.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: For all main results of this paper, the proof sketch is provided in the main
paper, and the complete proof and auxiliary lemmas are included in the appendix, numbered
and referenced.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

» The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

» The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper conform in every respect with the
NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: This paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

Declaration of LLLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLN)
for what should or should not be described.
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A Regret Analysis

Lemma 1. Let 72" be defined as in eq. (), then
K

A A
> (Vi sh) - Vi b)) < THE

k=1

Proof. Recall the definition

m, = argmax b — V{ (s1),
and { =b— Vfrg (s1). For each episode k, we define a fixed policy 72 = (1 — %)Tf + 7r , and
its value function satisfies

N A A A A
Vi (s1) = (1 - C)Vlc(sl)+<1/“(sl)§( C)b+c(b—§):b—A.
Then,
K *
Zvlfr(sllc) Vlﬂ-ry <Slf)
k=1
K
S ZVITT(SIIC) Vlﬂ-r (Slf)
k=1
al A A
=SV (sh) - ((1 - DIV )+ SV (s’f)>
k=1
K A
= Z*(Vf}(sl) Vi (sh))
perild
S%HK

where the first inequality is due to the definition of 72, i.e., for any policy 7, s.t. Vi(s1) < =
b— A, Vfr,A (s1) > V{",.(s1), and the second inequality follows from V7*,(s1) < H. O

Lemma 2. Let 7% be the mixture policy in algorithm b, 7™* and w>* be defined as in egs. ()
and (), then

(e Dt UH
Z(Vv~( 1) - VF(Sl))<251Hf+ﬁ

and
UH

i(‘?lwﬁ(slf) Vlr(sl))<2€1H\F+\/T

Proof. For any primal-dual iteration ¢ € [T,
A

Gl kY SETTA (kN o« TR (kY KRS [k
Vf,r~ (s7) = A Vf,rg (s7) < V:?(Sl) -\ ij; (s7)-

T

Taking average over 7T iterations,

T
TZ(VM () = MV () < 7 D (FEGsh) — M7 ).

~

T
N PN Sk 1 N
AV, (sh) < Vi (st D NV (). (15)
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Further, we notice that
S (16)

Thus, for any episode k,

where the first inequality follows from eq. (I3), the second inequality follows from eq. (If), and the
last inequality follows from lemma [4 by letting A = 0 The proof for 77 * is analogous and is thus
omitted. O

Lemma 3.

~ K ~_k ~_k
5+ (5 el ) - Do)
acA
~ ~_k
< ru(siyap) + 0 (s, ak) + Pl i Viliam+ 60
~ k k
< ’I"h(SZ, ah) + bk(s}wa’h) + (Psk afl h PS,th)ViZTJrl,F—’— (Psiﬂaﬁ, ]l{s )szr+1,77

i1l
+ szr+1,'r'(5§+1) + o,
where
k k(alsF O™ ( sk At (kK
o = (Z 7 alsh) 0T (5%, @) — OF (st ah)>
acA

is a zero-mean random variable conditional on *. Then by summing over H time steps and tele-
scoping, we have

k

H
% k(ok Dk O
V% (s7) < Z n(shyan) + 05 (s, ap) + (Pge o 5, = Psan)Vilia 7

(Ps’fb,ahh ]l{s +1})Vh+1?+z¢h
h=1
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The term we want to bound is now decomposed as
K K H

K H K H
> (W sh = v (sh) < D bhshoah) + X0 S (Pl o~ Peas) Vi s+ > Y 6k

k=1 k=1h=1 k=1h=1

1 h=1 k=1 \h=1

We apply lemmas 8, B and [ to B, and conlude that with probability 1 — 4,

Z (V“ s) Vlr(sl)) =0 (\/5AH3Klog5 SAfK> .

k=1

Lemma 4. Wirth probability at least 1 — 3SAHK,

K H
ZZb (sk,af) < O(VSAH3K).

k=1h=1

Proof. By definition of bonus bh . (s r. ak), we have

gt

K V(Ph o Vit ) 10g 1
Z 27 b };7012 460 Z sﬁ,aﬁ];h kthlk, 0 I % Z fZlOkg 57 -
9 N, (sh,ah) 9 ™y N (sh,a

k=1h=1 k,h

Applying the Cauchy-Schwarz inequality and lemma [, we obtain

k,ﬂ'k 460 log - -
;hz::lbh,r (s]ﬁ,aﬁ) S? ZNk (shfah ZV<Pk kh’Vh:I T)
544 H logy 1
o 2 N Ghal)

460

k,h

s

1088 1
+ 7SAH2 (logy K) log 5

Then by lemma [T, we have the desured result.

Lemma 5.

K H
. g _
> Z(Pfﬁ,az,h — Poan)Vif1 7 < O(VSAHPK).

k=1h=1

Proof. First we notice that 7* is a mixture policy of 7* = & =T #F, then we have

~ ~ok
k 4
(Psfl,a’fb,h - P sa,h Vh+1 T : : z : sk.ak h 9 a, h z :Vh+1 T

k=1h=1 k=1h=1
1 T K H k
=722 > (Pl s~ Pran) Vi
T sh,ah, sah h+1,7"
t=1 k=1h=1

<7 2SAH (log2 < ) V( sk ak h7Vh7r+’~1 7

k=1h=1

K H H
DRSPS L)+ 3 (zm

ok
Vl,r(

Note that given a total profile Z € C and a dual variable sequence A € A, ‘7;?11,? is determined by

)

~(1F I* I*
{Ps(ﬂai,};l;lz’)’T]S,s,a,h’)(s’a)7cf(Lls,a,h’) s.a

(s, )}
h<h'<H,(s,a,k)€S x Ax K]
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and ||‘A/h7r +k1 #|loo < H. Thus we can invoke lemma B and also by lemma [, we have

K H
DD (Pl o= Poan)Viar < O(VSAIPK),
k=lh=1
O
Lemma 6. Ler us first specify the types of vectors { X}, s.q}. For each total profile T € C, consider
any set {Xp 1}, )< Obeying: for each 1 < h < H,

* X417 is given by a deterministic function of I, a dual variable X € A, and

~(1* I* I*
{Pj,aiﬁ’ﬁ/ ) ) ,,ﬂ}(l,svavh’) (Sa CL)7 CSL/S’&YM ) (87 a) } 5
h<h'’<H,(s,a,k)ESXAX[K]

* | X|loo < H for each vector X € X, 1;

» X}, 7 is a set of no more than K + 1 non-negative vectors in RS, and contains the all-zero
vector 0.

Suppose that K > SAH log, K, and construct a set {Xy 1}, .}, - for each T € C satisfying the
above properties. Then with probability at least 1 — ¢,

Z <f)s(7li7h - Ps,a,haXh+1,s,a> S Z max {<ﬁ§27h - Ps,a,haXh+1,s,a> 70}
s,a,h€SxX AX[H] s,a,h€SX AX[H]

8 AH
<\|3= > V(Peans Xni1,s.0) (6SAH logl K) + 5= (6SAH log3 K)

s,a,h

holds simultaneously for all T € C, all dual variable sequences, all 2 < | < logy K + 1, and all
sequences {Xh757a}(s’a7h)€$XAX[H] obeying Xp, 5.4 € Xny1,7,V(s,a,h) € S x Ax [H].

Proof. This proof is adapted from the proof to lemma 6 in [I5]. Let us begin by considering any
fixed total profile Z € C, any fixed integer [ obeying 2 < [ < log, K + 1, and any given feasible

sequence {thsva}(s,a,h)GSX.AX (H]" Recall that (1) ﬁs(l()lh is computed based on the [-th batch of data

comprising 2!~2 independent samples; and (i) each X}, 1 ¢, is given by a deterministic function
of Z and the empirical models for steps A’ € [h + 1, H]. Consequently, lemma IR tells us that: with
probability at least 1 — §’, one has

Z <ﬁs(,lt)z,h - PS,a,ha Xh+1,s,a>

s,a,h

3log,(SAHK) 4H 3log,(SAHK)
o' + ol—2 log Y

8
S F Z \Y% (Ps,a,ha Xthl,s,a) 10g

s,ah

where we view the left-hand side as a martingale sequence from h = H back to b = 1. Moreover,
given that each X}, 5 , has at most K + 1 different choices (since we assume |X;, 7| < K + 1
), there are no more than (K + 1)%4# < (2K)54H possible choices of the feasible sequence
{Xh-rsva}(s,a,h)ESX.AX (1 In addition, it has been shown in Lemma 5 of [[J] that there are no more
than (4SAH K)?54H log, K possibilities of the total profile Z. Taking the union bound over all
these choices and replacing &’ with §'/ ((4SAHK)*54H Jog, K (2K )" log, K|A|KT), we can
demonstrate that with probability at least 1 — §’,

> <]35(l()lh = Psan; Xh+1,s,a>

s,a,h

8 4H
<\|y= Z V (Psahy Xnt1,5,0) (6SAH logs K) + T (6SAH logj K)

s,a,h
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holds simultaneously for all Z € C, all dual variable sequences, all 2 < [ < log, K + 1, and all
feasible sequences {thsva}(s.a.h)GSxAx[H]' Finally, recalling our assumption 0 € &},41 7, we see

that for every total profile Z and its associated feasible sequence { X}, 5.4 }

Z max {<ﬁs(2’h - Ps,a,h7Xh+l,s,a> 70} S Z <P3(l¢)l h Ps,a7h7)?h+1,s7a> | jzh-i—LS,a € Xh+1717v(87 a, h)

s,a,h s,a,h
holds true. Consequently, the uniform upper bound on the right-hand side continues to be a valid
upper bound on Zs,a 5, Max {<]3(l) — P an, Xh+1’s,a> , 0}. This concludes the proof. O

s,ah

Lemma 7. With probability at least 1 — 46’ log(K H),

K H
> ¢k <O(VH3K).

k=1h=1

Proof. Note that ¢f = (ZaeA wk(a\sﬁ)ég;(s’fb, a) — Q\g;(sﬁ, aﬁ)) is a zero-mean random vari-
able conditional on 7* and is upper bounded by constant H. By lemma [, we have

K H K H 1 1
Z Z oF <2v2,| Y > " Var(¢f) log 5 T3Hlog <
—1h=1 k=1 h=1
3 1 1
< 24/2KH log§+3H10g§
with probability at least 1 — 46" log(K H). O

Lemma 8. With probability atleast1 — SAH?K?§/,

~ K PO —
Z sﬁ,ah -1 k )VhTT+1,F < O( HZK)
k=1h=1
Proof. We note that conditional on state-action palr (sk,ar), the vectors P, kak b and 15'ﬁ+1 are both
independent of the value function estimate Vh 1,7 Also, the vector 1 » has the mean of Psﬁ ak b

=5k . .
Hence, (P o5, — 1 k+1)VhTr+1_7~: is a zero-mean random variable bounded by H from above, and

we thus apply lemma ¥ and have

K H
Aﬂ_k 1
Z Z sp.ap.h 15ﬁ+1)Vh+1’? < 2\/5 Z ZV (PS;” afsho h+1 r) log N +3H log = &

k=1h=1 k=1h=1

with probability at least 1 — SAH2?K?24’. By lemma [0, we obtain our lemma. O
Lemma 9. With probability at least 1 — 46’ log(K H),

Z (Z sk, ak) fo(s’f)) < 6(\/H2K).

k=1

Proof. Note that conditional on 7%, Ej, :== S>1_ 7y (sk,af) — Vi, (s}) is a zero-mean random
variable upper bounded by constant /7. By lemma [[8 we have

K
DB

k=1

K

1 1

< 2v2,|) " Var(E)log 5 TaHlog <
k=1

1 1
< 21/2KH210g§ —|—3H10g§,

with probability at least 1 — 46’ log(K H ), where the last inequality holds because |Ey| < H. [
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Lemma 10. With probability at least 1 — 6SAHK ',

K H
SNV (Ph i Vittr) < OUH?K + VK + SAH?),

k=1h=1

K H
IR (Psicyah)h, VI ) < O(H?K + VHSK + SAH®).

=1h=1

=

Proof. This proof is modified from the proof to lemma 11 in [[5], and we show here the parts where
the proofs differ. First we write by direct calculation

K H )
Dk 0
SNV (Ph e Virrrr) = ZZ << o (T1”) = (P o Vi) )
k=1h=1 k=1h=1
K H
= k k k O 2
N Z Z <Psh ajqh Psh’“h’h’ Vthl r > + <PS;§ af.h 3h+17 (Vh+1,F) >
k=1h=1 k=1h=1
K H K H )
2.2 2 (Pl Vi)
k=1h=2 k=1h=1
K H K H
k k ~ .k 9
= Z Z <Psh7ah7h Pot atno Vh“ r > + Z Z <Psh abn — Lsk (Vit17) >
k=1h k=1h=1

n
M= L
M=

. o o ~ &
(VhTfF(Sh) <Ps]C ak hvVhﬂ+1aF>) (Vf:?-(slfi) - <Psk ajh? Vhﬂ+1”~'>) '

B
Il
—
>
I
—

and since the value function estimates are bounded by H,

k koo\2
<Y (Pl Pl %) + ZZ< o~ Lok, (W)

k=1h=1

—|—2HZZIH&X{VhT Sh) < el;b,ah,havh—&-l r> O}

k=1h=1

Mm

K
Dk Tk 2
<Ps,’i,ah,h PSZ af,h Vh+1 7 > + Z < sk ak b lsﬁ (Vh+1,F) >

-
Mm

k=1h=1 k=1h=1
+28 30> mas { Vi (sh) — Qi r(sh, af) + Qir(shy af) = (Pug g Vit ), 0}
k=1h=1
By definition of update rule of @ functions, we have
K H K H .
k k 2
< <Psh ,af h Ps, ,akf ho Vh+1 G > + Z Z < sF.ak h 15;2 1’ (Vhﬂ"rlff) >
k=1h=1 k=1h=1
H
erh (sF,af) +2H22bkﬂ aﬁ)—i—QHZZmax{f,’j,O},
k=1h=1 k=1h=1 k=1h=1

where &8 = Vh”T (sk) - Qh T(sh, a,]j) Y acA Wk(a|sﬁ)@;:;(8’fb, a)— A’,fbl}(sﬁ7 a¥) is a zero-mean
random variable conditional on 7* bounded by H. By the results of lemma 10 and 11 in [15], we
finally bound

K H
V(P ., Vi) < O(H?K + VHOK + SAH®).
s¥.ak h +

k=1h=1
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Similarly we can show that with probability atleast 1 — 3SAHKY',

S5 (Pt Biins) = 3 (B () - 3 (Rgapantin))’

k=1h=1 k=1h=1 k=1h=1
K H K H K H 5
=> <Ps;‘;,aﬁ,h_1s;‘;+ (Vi) >+ZZ Vi (sh)) ZZ«Psg,ag,thﬁl» )
k=1h=1 k=1h=2 k=1h=1
and we invoke the similar argument as above,
K H ) K H
SN (P — Lo (V)" +28 0 max {ViF () = (P g Vi) .0}
k=1h=1 k=1h=1
K H ) K H
k k(oK ) k
S ZZ <Ps§,a’fb,h - 1s§+13 (Vh+1) >+2szmax{vh ( ) <Ps a’C hth+1> ,0}
k=1h=1 k=1h=1
K H
+2HZZ {<Ps§,ah,h Psﬁ,ah h7Vh+1>v0}
k=1h=1
K H 2 K H K H
<303 (P~ L (E0)") #2033 o)+ 20 ST o)
k=1h=1 k=1h=1 k=1h=1
K H
P2y (et 0) 23S ma (P~ P Vi) 0}
k=1h=1 k=1h=1

By the results of lemma 10 and 11 in [[5], we finally bound

S 3w (Ps}k”ah WV ) < O(H’K + VHK + SAH®).

B Primal-dual Optimization Analysis

Lemma 11. For the relaxed feasibility setting, let b’ = b+ T, for some T > 0, we have

/):k,* S E
i
For the strict feasibility setting, let b’ = b — A, for some A € (0, (), we have

k*<
TN

Proof. Writing the empirical CMDP in eq. (B) in its Lagrangian form,
Ve (sF) = maxmin Vra(sh) — 4 (Vir(st) )

,T

Using the linear programming formulat10n of CMDPs in terms of the state-occupancy measures L,
we know that both the objective and the constraint are linear functions of y, and strong duality holds
w.r.t. p. Since p and 7 have a one-to-one mapping, we can switch the min and the max, implying,

Ve () = minmax Prs(sh) — A (Vi(sh) — v')

T

Since AF* is the optimal dual variable for the empirical CMDP in eq. (B) and recall 7} €
argmax, b — V{",(s1), we have

VT (sh) = maxlesl) A’“*(w b -v)
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Note that 7} is a fixed policy and by lemma [A we have Vlﬂg (s¥) — ‘71 g (s¥) > 0. Recall that

ot

¢ =b—V/¢(s1), and we have

~

> Ve (sF) 4+ A5 (0 = b) +0).

For the relaxed feasibility setting, we let ¥’ = b + 7 for some 7 > 0. Then we have

Sk, S
VI (sE) = Vie(st)  H

Xk,* < —
- T4+ T

IN

Note that the shift 7 > 0 is introduced to get rid of ¢ in the results of the relaxed feasibility setting.
For the strict feasibility setting, let ' = b — A for some A € (0, (), we have

AT
VI - VEeh
—A+¢ N

Xk,* S

Lemma 12. Let U > Ak and for any T s.t.
P o~ ~=
VI (s8) = Vs) + U (V) - v) < B,

we have
B

(‘71%5(5]9 - b/)+ < U ke

Proof. Define v(7y) = max,T{VI’T7 (sk) | VI ".(s§) < b — v} and note that by definition, v(0)

\A/f;* (s¥), and that v is a decreasing function for its argument. Then, for any policy 7 s.t. ‘A/l’jg( sky <
b’ — -y, we have

VITH(sh) = No* (VT (sF) = V) < max ViTe(st) — N (VT (1) — )
S oak,x o~ * /\%k,*
= Vi (s7) = A (VT (s1) = b)
= 1; (s¥) = v(0) (by strong duality)
This further implies
p(0) = N7y = Vip(sh) = N (Vg(s]) — ) = Ay
= VIT(s7) = A" (Vig(s1) = (0 = 7))
Since this holds for any policy = s.t. affg(slf) < b — ~, we have
v(0) = Ny > max{ VIT(st) | Vre(sh) <0/ =} =v(),
and thus R
Nty < 0(0) = v(7).
Now we choose 7 = (‘7% (s5) = b) 4,

U =Xl = X7 + UL
< (0) - v(3) + U
= VI (%) — VT(sh) + UIAL + Va(sh) — v(®)
= U (sh) = Via(sh) + U(VT(s5) — )1+ Vin(sh) — v(3)
< B+ Vi (sh) — v(3).
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Now let us bound v(7):
v(7) = max{Vi(s}) | Vp(s}) < 0 + (Ve(sh) = )4}

> max{‘//\'fg(s’f) \ XAffg(sk ) < ff (s¥)}  (tightening the constraint)

> 1%?(5]16)
Finally,
e . B
U—- NP7 < B = (W (s)) = b)4 < U e
O
Lemma 13

Vi (o) = Vs (sh) + 4 (e (sh) - v) < i N (0= VrEsh).

Proof. For any episode k and any time step ¢ in the primal-dual iterations, the primal update ensures
that for any policy ,

~

Ve (sh) = NE(VTE (s4) = 1) = Va(sh) — ME(V(s5) — 1),

Let 7 be 7%*, and rearrange:

Sk

V7 (sk) — Ve (k) < AR(VEL () = Tt (s5)).

Note that 7%* is the solution to the empirical CMDP in eq. (), thus ‘A/f: (s¥) < V', and we have

AAk * ~=k ~ ~=k k

VI (s1) = VIR (1) S APV — Vi (7))

Take average over 7' iterations,

T Z (V" (sh) - kD) < ;XT:Xf (v -7t sh).

To use lemma [4, we rewrite as

Note that V’r (31) is constant throughout 7" primal-dual iterations, and 7" is a mixture policy, then

~~k ~

PEE )~ T 0 (T ) ) = £ 3008 (1 7 o).

O

Lemma 14. Recall we set n = HL\/T For any episode k, any \ € [0,U], and primal and dual

updates in eqs. (B) and (8), we have

P (=) (v - 7o) < 2T+ O

Proof. In this proof, for the simplicity of notations, we will only focus on primal-dual iterations in
an arbitrary episode k € [K], and thus we will drop all dependency on &k when the context is clear.
The dual update is given by

A1 = Ralh — (b — ‘712(51))]
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Particularly, we denote
N1 = Poan[he =0’ = Vit (s1))].
First, we shall look at |\, — A|:
[Air1 = Al = [RaMia] = Al = [RAM ] = My + Apr — Al
< RN 1] = Mga |+ A = Al
< et [Ag — Al
Take square on both sides,
Mipt = AP < ef 4+ 26101 = Al + Py — AP
<e2 426U+ [Ny, — AP
< et + 261U + [N — (b — Vit (s1)) — A2
= el 425U + [\ = AP =200 — V(1) v = N) + 02V = V(1))
<+ 260U + A — A2 = 20 — V7i(s1)) O\ — A) + 2 H2.

Now we have

2 425U +2H? [ — A2 — [Aegr — A]2
+ .
2n 2n

(e = N = Ve (s1)) <

By taking average over T’ iterations and telescoping, we have

1 EINR o OR, &‘% + 261U+’I72H2 ‘/\1 — )\|2 — |/\T+1 — /\I2
7 ;ut =N = V(1)) < o + 2T
< E% +2€1U+’I72H2 n ‘)\1 — )\|2
2n 2nT
< el +2aU+9w*H> | U
2n 2nT
BN
- 2 2nT
UH
= 2€1H\/T+ \/T

C Useful Lemmas

Lemma 15 (Primal update). We re-state the primal update in eq. (B):

7F = arg max ‘717:-;(81) — 2k (f/fg(sl) - b’) = arg max ‘71

T
)

PNk (s1)-
Proof. Note the estimate value functions XAffg of any reward-like function g : S x A — R is given
by:

H
Vf:.g(s) = Eﬁ,ﬂ [Z g(ShAt)‘Sl =S

t=1
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Then we have

%f:a@nmxﬁg@g—Xfﬁﬁga)—y)

Ry,

M=

H
Z Stht |51 =51
t=1

=argmaxEs _
- ,

;(St,At”Sl = 81] — t

t=1

M=

= arg max ]Elg’ﬂ_

Il
N

(F — AFe)(Si, Ay)|S1 = ]

t

—argmaxV’r e (s1),

where the second-to-last equality follows from the linearity of expectation and reward-like functions,
and the last equality follows from the definition of estimate value functions. O

Lemma 16 (Optimism). With probability at least 1 — 20, for any fixed policy =, reward function g
and s € S, h € [H], we have

~

Vhﬁg(s) > Vhﬂ:g(s) > hﬂg(s)

Proof. First, we define the following function

20 [V(p,v)log &+ 400 H log %
f(p,v,n) == (p,v) + max ¢ — (p,v)log 5 A ¥
3 n 9 n

for any vector p € A®, any non-negative vector v € R obeying ||v||.c < H, and any positive
integer n. We claim that

f(p,v,n) is non-decreasing in each entry of v. (17)

To justify this claim, consider any 1 < s < .S, and let us freeze p, n and all but the s-th entries of v.
It then suffices to observe that (i) f is a continuous function, and (ii) except for at most two possible

v) 1o, L O, L .

choices of v(s) that obey 23—0 Vi, ZLI 85 — % Hlng 4~ one can use the properties of p and v to
calculate

of (p,v,n) (s) + 20]l 20 [V(p,v)log % S 400 Hlog% p(s)(v(s) — (p, v))\/log %

o(s) pis 3 3 n -9 n nV(p,v)
1 .20 1 2 log L _
()41 { V(oo log & > D log 5,} DHgY  p(n(e(s) = (o)
3 nV(p,v)log %

> min {p(s) er(S)WaP(S)}

> plsymin { UG =00 1

thus establishing the claim. We now proceed to the proof of lemma [A. Consider any (h, k, s, a),
and we divide into two cases.

Case 1: NJ(s,a) < 2. In this case, the following trivial bounds arise directly from the value function
initiation: R ~
QZ,@(Sa a’) =H> QZ,Q(S, a’) >0= Qg,g(su a)a

Vira(s) = H > VT (s) > 0= V[T (s).

3

>
@

)

~

Case 2: NJ(s,a) > 2. Suppose now that @Z+1,§ 2 Qhy1g = @iy
‘A/hﬂﬂg > Vi, 2 17,2;1’9. If @Zyg(s,a) = H, then th(s a) > th(s a) holds trivially, and

which also implies that
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hence it suffices to look at the case with @Zg(s, a) < H. According to the update rule, it holds that

Q\Z,ﬁ(& CL)

D i 1
v (Psk,a,hv Vh+1,’g> log 5 Hlog %

= 5 + <ﬁ5 a 7‘7ﬂ N>
9n(s,a) ah Vhirg) 61 NE(s,a) +02N;]f(s7a)
18
> gn(s.a) + 48H log & Ly (ﬁk P N )) (18)
S, a e a— ~ S,a
Z gn\$, 3N}]L€(5,(l) s,a,hy Vh+1,g0*Yh \°s
48H log & =i . )
> gn(s,a) + W +f (Ps,a,fm Vili1g Ni (s, a))

for any (s, a), where the last inequality results from the claim (eq. (I4)) and the hypothesis ‘7[ g 2
Vi, - Moreover, applying Lemma 19, we have

v (Psk,a,fw fo+1,g) log % 14H log %

P [(Phan = Poans Vitirg )| > 2

NF(s,a) 3N} (s,a)
2V (ﬁk o Vi )Ingsi 7H log &
~ s,a,h’ s ’ g <7
<P ’<P’f — Py an, Vi >‘> J 0 <26,
> s,a,h ,ahs Vhil,g N]lf(s, a) 1 3N}IZ€(S, a) 1 >
This implies that with probability at least 1 — 24’,
f (Pskia,hv Vhﬂ+1,gu Nf’f(sv a’)) = <P5’a»h7 szr+1,g> + <Psk,a,h - Ps,a,h, V}?+1,g>
~ - 1
I v (Psk,a,h7 Vh+1,g) 1Og s 400 Hlog %
max ¢ — y ——
3 NF(s,a) 9 NF(s,a)
> <Ps,a7ha V}Zr+1,g> .
Substitution into eq. (IR) gives: with probability at least 1 — 24”,
QZ@(S,G) > gh(sa a) + <P8,a,h7 Vhﬂ+17g> = Qg,g(sv a)'
The proof for QF , > @Z , is analogous and we leave out here. O

Lemma 17. Recall the definition of NF(sk, a¥) in algorithm W. It holds that:

K H )
<2SAH log, K.
2 & N ) 1)

Proof. In view of the doubling batch update rule, it is easily seen that: for any given (s, a, h),
K
1
1{(s,a) = (sF,af)} <2log, K,
kX::l max{NJ(sF,af), 1} { }
since each (s, a, h) is associated with at most log, K epochs. Summing over (s, a, h) completes the
proof. O

Lemma 18 (Freedmans inequality). Let (M,,),>0 be a martingale such that My = 0 and |M,, —
M, —1| < ¢ (Yn > 1) hold for some quantity ¢ > 0. Define

Var, = ZE (M — My—1)?|Fr—1]
k=1
Sor everyn > 0, where Fy, is the o-algebra generated by (M, . . ., My,). Then for any integern > 1
and any €, > 0, one has

1 1 1 nc?
P ||M,| > 2V2 Varn10g3+2 610g3+2clog5 <2(logy | — | +1])0.
€
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