Under review as a conference paper at ICLR 2025

NEURAL DUELING BANDITS:
PRINCIPLED PREFERENCE-BASED OPTIMIZATION WITH
NON-LINEAR REWARD FUNCTION

Anonymous authors
Paper under double-blind review

ABSTRACT

Contextual dueling bandit is used to model the bandit problems, where a learner’s
goal is to find the best arm for a given context using observed noisy preference
feedback over the selected arms for the past contexts. However, existing algorithms
assume the reward function is linear, which can be complex and non-linear in
many real-life applications like online recommendations or ranking web search
results. To overcome this challenge, we use a neural network to estimate the reward
function using preference feedback for the previously selected arms. We propose
upper confidence bound- and Thompson sampling-based algorithms with sub-linear
regret guarantees that efficiently select arms in each round. We also extend our
theoretical results to contextual bandit problems with binary feedback, which is
in itself a non-trivial contribution. Experimental results on the problem instances
derived from synthetic datasets corroborate our theoretical results.

1 INTRODUCTION

Contextual dueling bandits (or preference-based bandits) (Sahal 2021; Bengs et al., 2022} |L1 et al.|
2024) is a sequential decision-making framework that is widely used to model the contextual bandit
problems (Li et al., 2010; (Chu et al.| 2011} | Krause & Ong}, |2011; [Zhou et al., 2020; [Zhang et al.,
2021)) in which a learner’s goal is to find an optimal arm by sequentially selecting a pair of arms (also
refers as a duel) and then observing noisy preference feedback (i.e., one arm is preferred over another)
for the selected arms. Contextual dueling bandits has many real-life applications, such as online
recommendation, ranking web search, fine-tuning large language models, and rating two restaurants
or movies, especially in the applications where it is easier to observe preference between two options
(arms) than knowing the absolute reward for the selected option (arm). The preference feedback
between two arm is often assumed to follow the Bradley-Terry-Luce (BTL) model (Hunter, 2004;
Lucel 2005} |Saha, [2021} Bengs et al., [2022; L1 et al.| | 2024) in which the probability of preferring an
arm is proportional to the exponential of its reward.

Since the number of contexts (e.g., users of online platforms) and arms (e.g., movies/search results
to recommend) can be very large (or infinite), the reward of an arm is assumed to be parameterized
by an unknown function, e.g., a linear function (Saha, 2021} Bengs et al., 2022; |Li et al.| [2024).
However, the reward function may not always be linear in practice. To overcome this challenge,
this paper parameterizes the reward function via a non-linear function, which needs to be estimated
using the available preference feedback for selected arms. To achieve this, we can estimate the
non-linear function by using either a Gaussian processes (Williams & Rasmussen, 2006; |Srinivas
et al., [2010;|Chowdhury & Gopalan, [2017) or a neural network (Zhou et al.||2020; Zhang et al., [2021)).
However, due to the limited expressive power of the Gaussian processes, it fails when optimizing
highly complex functions. In contrast, neural networks (NNs) possess strong expressive power and
can model highly complex functions (Dai et al., 2023 Lin et al., 2023).

In this paper, we first introduce the problem setting of neural dueling bandits, in which we use a
neural network to model the unknown reward function in contextual dueling bandits. As compared to
the existing work on neural contextual bandits (Zhou et al., [2020; Zhang et al.,|2021), we have to use

'For more than two arms, the preferences are assumed to follow the Plackett-Luce model (Saha, 2021}
Soufiani et al., 2014).
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cross-entropy loss as an objective function for training the neural network to estimate the unknown
non-linear reward function due to the preference feedback (i.e., 0/1). We next propose two neural
dueling bandit algorithms based on, respectively, upper confidence bound (UCB) (Auer et al., 2002}
Li et al., 2010; |Chu et al.| |2011; |Abbasi-Yadkori et al.| 2011} |Li et al., [2017;|Zhou et al ., [2020) and
Thompson sampling (TS) (Krause & Ong} 2011} |Agrawal & Goyal, [2013a3b; Chowdhury & Gopalan,
2017; [Zhang et all 2021) (more details are in Section[3.2)). Note that the existing contextual dueling
bandit works (Saha} 2021} |[Bengs et al.|[2022; [Li et al.| | 2024) use different ways to select the pair of
arms (more details are given in Appendix [C.2), hence leading to different arm-selection strategies as
compared to our work. Due to the differences in arm-selection strategy and reward function (which is
non-linear and estimated using NNs), our regret analysis is also completely different.

Furthermore, existing neural contextual bandit works use root mean square error (RMSE) as an
objective function for training the neural networks due to the assumption of real-valued reward or
feedback. Therefore, their key results, especially the confidence ellipsoid, only hold for RMSE and
can not be straightforwardly extended to our setting, which uses cross-entropy loss. Nevertheless,
we derive an upper bound on the estimation error (i.e., represented as a confidence ellipsoid) of the
difference between the reward values of any pair of arms (Theorem|[I)) predicted by the trained neural
network, which is valid as long as the neural network is sufficiently wide. This result provides a
theoretical assurance of the quality of our trained neural network using the preference feedback to
minimize the cross-entropy loss. Based on the theoretical guarantee on the estimation error, we derive
upper bounds on the cumulative regret of both of our algorithms (Theorem 2]and Theorem [3), which
are sub-linear under some mild conditions. Our regret upper bounds lead to several interesting and
novel insights (more details are given in Section [3.3).

As a special case, we extend our results to neural contextual bandit problems with binary feedback
in Appendix [D| which is itself of independent interest. Interestingly, our theoretical results also
provide novel theoretical insights regarding the reinforcement learning with human feedback (RLHF)
algorithm (Appendix [E). Specifically, our Theorem [I| naturally provides a theoretical guarantee on
the quality of the learned reward model in terms of its accuracy in estimating the reward differences
between pairs of responses. Finally, we empirically validate the different performance aspects of our
proposed algorithms in Section [5|using problem instances derived from synthetic datasets.

2 PROBLEM SETTING

Contextual dueling bandits. We consider a contextual dueling bandit problem in which a learner
selects two arms (also refers as a duel) for a given context and observes preference feedback over
selected arms. The learner’s goal is to find the best arm for each context. Our problem differs from
standard contextual bandits in which a learner selects a single arm and observes an absolute numerical
reward for that arm. Let C C R% be the context set and A C R% be finite arm set, where d, > 1
and d, > 1. At the beginning of round ¢, the environment generates a context ¢; € C and the learner
selects two arms (i.e., a; 1, and a; 2) from the finite arm set .A. After selecting two arms, the learner
observes stochastic preference feedback y, for the selected arms, where y; = 1 implies the arm a; 1
is preferred over arm a; » and y; = 0 otherwise. We assume that the preference feedback depends
on an unknown non-linear reward function f : C x A — R. For brevity, we denote the set of all
context-arm feature vectors in the round ¢ by &;. We also use X to denote the set of all feature
vectors: X; C X, Vt and ¢ , to represent the context-arm feature vector for context ¢; and an arm a.

Stochastic preference model. We assume the preference has a Bernoulli distribution that follows
the Bradley-Terry-Luce (BTL) model (Hunter, 2004} |Luce, [2005), which is commonly used in the
dueling bandits (Sahal [2021} Bengs et al., 2022} [Li et al.| 2024). Under the BTL preference model,
the probability that the first selected arm (x; 1) is preferred over the second selected arm (4 ) for
the the given context ¢; and latent reward function f is given by

exp (f(w¢,1)) B . e
exp (f(xe,1)) +exp (f(ze2)) = p(f(zen) — f(ze2)) .

where x4 1 > 2 denotes that z, 1 is preferred over o, p1(x) = 1/(1+e~7) is the sigmoid function
and f(z;) is the latent reward of the i-th selected arm. Our results hold for other preference models
like the Thurstone-Mosteller model and Exponential Noise as long as the stochastic transitivity holds
(Bengs et al.l [2022)). To generalize our results across preference models, we make the following
assumptions on function g (also known as a link function (Li et al.| 2017; Bengs et al., [2022))):

P{ai1 = xio} =P{ys = Lz, 2z 0} =
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Assumption 1. o Ky =inf, prex f(f(x) — f(2)) > 0 for all pairs of context-arm.

o The link function p : R — [0, 1] is continuously differentiable and Lipschitz with constant
L,,. For sigmoid function, L,, < 1/4.

Performance measure. After selecting two arms, denoted by x;; and x; 2, in round ¢, the
learner incurs an instantaneous regret. There are two common notions of instantaneous regret
in the dueling bandits setting (Sahal 2021} [Bengs et al.l 2022; |Li et al.l 2024), i.e., average
instantaneous regret: ¢ = f(a7) — (f(x1) + f(ze,2)) /2, and weak instantaneous regret:
ri = f(ay) — max {f(z1), f(z,2)}, where 2 = argmax,cx, f(x) denotes the best arm for a
given context that maximizes the value of the underlying reward function. After observing preference
feedback for T pairs of arms, the cumulative regret (or regret, in short) of a sequential policy is
given by RT. = Zthl r7, where 7 = {a,w}. Note that RY. < R%.. Any good policy should have
sub-linear regret, i.e., limp_, o, R7./T = 0. A policy with a sub-linear regret implies that the policy
will eventually find the best arm and recommend only the best arm in the duel for the given contexts.

3 NEURAL DUELING BANDITS

Having a good reward function estimator is the key for any contextual bandit algorithm to achieve
good performance, i.e., smaller regret. As the underlying reward function is complex and non-linear,
we use fully connected neural networks (Zhou et al.| |2020; |Zhang et al.| |2021) to estimate the reward
function only using the preference feedback. Using this estimated reward function, we propose two
algorithms based on the UCB and TS with sub-linear regret guarantees.

3.1 REWARD FUNCTION ESTIMATION USING NEURAL NETWORK

To estimate the unknown reward function f, we use a fully connected neural network (NN) with depth
L > 2, the width of hidden layer m, and ReLU activations as done in Zhou et al.| (2020) and |Zhang
et al.|(2021). Let h(z; 0) represent the output of a full-connected neural network with parameters
for context-arm feature vector x, which is defined as follows:

h(x;0) = W .ReLU (W ,_1ReLU (- - - ReLU (W 1z))),

where ReLU(z) = max{z,0}, W, € R™*4 W, € R™*™ for2 <[ < L, W € R™*, We
denote the parameters of NN by § = (vec (W) ;---vec (W'r)), where vec (A) converts a M x N
matrix A into a M N-dimensional vector. We use m to denote the width of every layer of the NN, use
p to represent the total number of NN parameters, i.e., p = dm +m?(L — 1) + m, and use g(z; ) to
denote the gradient of h(x; 6) with respect to 6.

The arms selected by the learner for context received in round s is denoted by =, 1, x5 2 € X and the
observed stochastic preference feedback is denoted by y; = 1(zs1 > x52), which is equal to 1 if
the arm x, ; is preferred over the arm x4 » and O otherwise. At the beginning of round ¢, we use the

current history of observations {(zs 1, 5,2, ys)}i;ll to train the neural network (NN) using gradient
descent to minimize the following loss function:

t—1
£:0) =~ 3" [lom (-1 [rra1:6) — hrai ) | + 5010~ 60l3, ()

Here 6, represents the initial parameters of the NN, and we initialize 6, following the standard
practice of neural bandits (Zhou et al., 2020} Zhang et al.| [2021) (refer to Algorithm 1 inZhang et al.
(2021)) for details). Here, minimizing the first term in the loss function (i.e., the term involving the
summation from ¢ — 1 terms) corresponds to the maximum log likelihood estimate (MLE) of the
parameters 6. Next, we develop algorithms that use the trained NN with parameter 0; to select the
best arms (duel) for each context.

3.2 NEURAL DUELING BANDIT ALGORITHMS

With the trained NN as an estimate for the unknown reward function, the learner has to decide
which two arms (or duel) must be selected for the subsequent contexts. We use UCB- and TS-based
algorithms that handle the exploration-exploitation trade-off efficiently.
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UCB-based algorithm. Using upper confidence bound for dealing with the exploration-exploitation
trade-off is common in many sequential decision-making problems (Bengs et al.| 2022; Zhou et al.,
2020; [Auer et al., 2002). We propose a UCB-based algorithm named [NDB-UCB| which works as
follows: At the beginning of the round ¢, the algorithm trains the NN using available observations.
After receiving the context, it selects the first arm greedily (i.e., by maximizing the output of the
trained NN with parameter 6,) as follows:

Ty = arg géa;é h(x;6y). 2)

Next, the second arm x; » is selected optimistically, i.e., by maximizing the UCB value:

NDB-UCB Algorithm for Neural Dueling Bandit based on Upper Confidence Bound

Tuning parameters: 6 € (0,1), A > 0, and m > 0
2. fort=1,...,7T do
3:  Train the NN using {(zs 1, %5 2, ys)}i;ll by minimizing the loss function defined in Eq.

4:  Receive a context and A&} denotes the corresponding context-arm feature vectors
5:  Select z;; = arg maxgcx, h(z;6;) as given in Eq. )
6:  Select x5 = argmaxgex, [h(x;0;) + vror—1(x, x¢1)] (as given in Eq. (3))
7: Observe preference feedback y; = 1z, | +s, ,}
8: end for
x40 = argmax [h(x; 0;) + vro_1(z, x4 1)), 3)
TEX:

where v = (Br + B\/AJk, +1)y/ku/X in which B = -1\ /d + 21log(1/5) and d is the effective

a0

dimension. We define the effective dimension in Section (see Eq. @)). We define

2 (z1,x ii L 1) — (a9
oi_q (21, 22) m(w( ) — p(x2))

am

2

3

-1
Vica

where Vi = 22:1 ‘Pl(xS)@/(xs)T% + ﬁl Here, ¢'(zs) = ¢(xs1) — o(@s,2) = g(2s,15600) —
g(xs.2;00) and g(x;0¢)/+/m is used as the random features approximation for context-arm feature
vector z. Intuitively, after the first arm , 1 is selected, a larger o7_, (x,x; 1) indicates that x is very
different from x; 1 given the information of the previously selected pairs of arms. Hence, the second
term in Eq. (3]) encourages the second selected arm to be different from the first arm.

TS-based algorithm. Thompson sampling (Li et al.,[2024; |Agrawal & Goyall 2013b) selects an
arm according to its probability of being the best. Many works (Li et al., |2024} (Chowdhury &
Gopalan, [2017; |Agrawal & Goyal,|2013b; (Chapelle & Li, [2011)) have shown that TS is empirically
superior than to its counterpart UCB-based bandit algorithms. Therefore, in addition, we also propose
another algorithm based on TS named NDB-TS, which works similarly to except that the
second arm x;  is selected differently. To select the second arm x4 o, for every arm x € X}, it firstly

samples a reward ry(z) ~ N (h(z;6;) — h(¢,1;6;), v30?_1 (%, 24,1)) and then selects the second
arm as ;o = arg max,¢ y,7¢(z).

3.3 REGRET ANALYSIS

Let K denote the finite number of available arms in each round, H denote the NTK matrix for all
T x K context-arm feature vectors in the 7" rounds, and b = (f(z1),..., f(2%)). The NTK matrix
H definition is adapted to our setting from Definition 4.1 of Zhou et al.|(2020). We denote the j-th
element of the vector x by x;. We now introduce the assumptions needed for our regret analysis, all
of which are standard assumptions in neural bandits|Zhou et al.|(2020); |[Zhang et al.| (2021)).

Assumption 2. Without loss of generality, we assume that

flz)| < 1,Vx € X, t € [T),

e there exists \g > 0 s.t. H = A\oI, and

* all context-arm feature vectors satisfy ||x|, = 1 and xj = x;4.q/2, YV € X4, Vt € [T

* the reward function is bounded:
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The last assumption in Assumption [2|above, together with the way we initialize 6y (i.e., following
standard practice in neural bandits Zhou et al.|(2020); Zhang et al.[(2021)), ensures that h(z;6y) =
0,Vx € X}, Vt € [T]. The assumption of 2; = ;. 4/, is a mild assumption and commonly used
in the neural bandits literature Zhou et al.|(2020); Zhang et al.|(2021). This assumption is just for
convenience in regret analysis: for any context x, ||x|| = 1, we can always construct a new context
2’ = (x",2")" /\/2 that satisfies this assumption Zhou et al. (2020).

Let H = 2521 Z(i,j)ecg zi(s)zk(s) " . in which 2i(s) = @(xs,:) — (zs,;) and C§* denotes

all pairwise combinations of K arms. We now define the effective dimension as follows:

d= log det (H—;H/ + I) . 4)

Compared to the previous works on neural bandits, our definition of d features extra dependencies
on k,. Moreover, our H’ contains T' x K x (K — 1) contexts, which is more than the T' x K
contexts of |[Zhou et al.| (2020) and|Zhang et al.| (2021 ) Hence, our d is expected to be larger than
their standard effective dimension. It follows from the Determinant-Trace Inequality (Lemma 10 of
Abbasi- Yadkori et al.| (2011)), the determinant of a covariance matrix in directly proportional to the
number of feature vectors. In our setting, the effective dimension d is log det (%’H’ + I) and H’
contains T' X K x (K — 1) contexts (i.e., feature vectors), which is more than the 7" x K contexts
in the standard neural bandits. Therefore, the effective dimension d in the neural dueling bandits is
larger than that of the standard neural bandits.

Note that placing an assumption on d above is analogous to the assumption on the eigenvalue of the
matrix M, in the work on linear dueling bandits Bengs et al.|(2022). For example, in order for our

final regret bound to be sub-linear, we only need to assume that d= o(v/T), which is analogous to
the assumption from Bengs et al.| (2022): ZtT:TH A_l/Q(Mt) < cVT.

We use the above fact to prove our following result, which is equivalent to the confidence ellipsoid
results used in the existing bandit algorithms (Li et al.,[2017)).

Theorem 1. Let 6 € (0,1), E’mt = C’gmfl/‘s\/log mL> (%)4/3 for some absolute constant Co > 0.
As long asm > poly(T, L, K,1/k,, L, 1/ Ao, 1/X,10g(1/0)), then with probability of at least 1 — 6,

|[f(@) = f(@)] = [h(x:00) = h(2;00)] | < vrow_a(z,2) + 2€7, 4,
forallz,x' € Xt € [T].

The detailed proof of Theorem|I]and all other missing proofs are given in the Appendix. Note that
as long as the width m of the NN is large enough (i.e., if the conditions on m in (§)) are satisfied),
we have that €7, , = O(1/T'). Theorem |l|ensures that when using our trained NN £ to estimate the
latent reward function f, the estimation error of the reward difference between any pair of arms is
upper-bounded. Of note, it is reasonable that our confidence ellipsoid in Theorem [I]is in terms of the
difference between reward values, because the only observations we receive are pairwise comparisons.
Now, we state the regret upper bounds of our proposed algorithms.

Theorem 2 (NDB-UCB). Let A\ > x,, B be a constant such that V2hTH-1h < B, and ¢y > 0
be an absolute constant such that L |p(z) — @(x')”é < c¢p,Vx,2’ € Xyt € [T]. Form >
poly(T, L, K,1/k,, L, 1/ Ao, 1/X,10g(1/9)), then with probability of at least 1 — §, we have

Rr< g (ﬂT‘FB\/z‘Fl) \/T2cod +1=0 <<\/&+B 2) \/ﬁ).

K p

The detailed requirements on the width m of the NN are given by Eq. (8) in Appendix[A]

% The effective dimension in [Zhou et al.| (2020) and Zhang et al.| (2021) is defined using H: d =
logdet (H/X+ 1) /log(1+TK/)). However, it is of the same order (up to log factors) as log det (ﬁ/z\ + I),

with H = "7 5™ g(24,1:600)g(5,4;00) T /m (see Lemma B.7 of Zhang et al.| (2021)).
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Theorem 3 (NDB-TS). Let ¢y and co be two constants. Under the same conditions as those in
Theorem 2} then with probability of at least 1 — 6, we have

mT:a'((ﬁw A)m)

Note that in terms of asymptotic dependencies (ignoring the log factors), our UCB- and TS- algorithms
have the same growth rates. The upper regret bounds also hold for weak cumulative regret as it is
upper-bounded by average cumulative regret.

When we assume that the effective dimension d = 6(+/T) (which is analogous to the assumption on
the minimum eigenvalue from Bengs et al.[(2022))), then the regret upper bounds for both NDB-UCB
and NDB-TS are sub-linear. The dependence of our regret bounds on é and L, (i.e., the parameters
of the link function defined in Assumption I are consistent with the previous works on generalized
linear bandits (Li et al.;|2017) and linear dueling bandits Bengs et al.|(2022).

Compared with the regret upper bounds of NeuralUCB [Zhou et al.| (2020) and NeuralTS [Zhang
et al|(2021), the effective dimension d in Theoremﬂ 2| and Theorem[—l 3[are expected to be larger than
the effective dimension d’ from [Zhou et al. (2020); Zhang et al.[ (2021} because our d results from

the summation of a significantly larger number of contexts. Therefore, our regret upper bounds
(Theorem@] and Theorem@ are expected to be worse than that of Zhou et al|(2020); Zhang et al.

(2021): O(d’ VT T'). This downside can be attributed to the difficulty of our neural dueling bandits
setting, in which we can only access preference feedback.

3.4 PROOF SKETCH

In this section, we give a brief proof sketch of our regret analysis in Section[3.3]

3.4.1 SKETCH OF PROOF FOR THEOREM[I]

We start by presenting an outline for the proof of our Theorem[I] To begin with, by applying the
theory of the NTK (Jacot et al., 2018]) to our NN for reward estimation (Section @, we show that as
long as the NN is wide enough, its output can be approximated by a linear function (see Appendix [A.T]
for details). More specifically, for a pair of arms x and z’, the difference between their predicted
latent reward values h(x; 0;) — h(a’; 0;) can be approximated by the difference between the linear
approximations of the NN:

Lemma 1. Lere), = £ Com~1/6\/logmL>? (%) 4/3 where Cy > 0 is an absolute constant. Then
[{o(z) — @(z'),0; — 00) — (h(z;0;) — h(z;60;))] < 2€mt, vt € [T],z,2' € X,.

Of note, the approximation error ¢7,, , becomes smaller as the width m of the NN is increased.

Proof of the Confidence Ellipsoid. Next, we derive the confidence ellipsoid for our algorithms,
which is formalized by Lemma [6] (see its detailed proof in Appendix [A.2). Lemma [6]allows us to
derive the following inequality, which shows that for a pair of arms z and «’, the difference between
their latent reward values f(z) — f(2') can be approximated by the difference between their predicted

values by the linearized NN:
H Br + B A +1],6)
T - )
v = i

Importantly, Eq. (3) guarantees that our trained NN with parameters 6, (after linearization) is an
accurate approximation of the latent reward function f in terms of pairwise differences. This crucial
theoretical guarantee is achieved thanks to our carefully designed loss function Eq. (I)). Specifically,
a key step in the proof of our confidence ellipsoid (i.e., Lemmal) is the following equality:

|f (@)= f (@) = (e(x) —e(a), 0= 0)| < — ()

14

E hws1;0:) — h(2s,250¢)) — ys) (9(26,150:) — g(25,2;6:)) + A0 — 0g) =0, (6)
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which is achieved by obtaining the NN parameters 6; by minimizing our loss function Eq. (I)). This is,
in fact, analogous to using maximum likelihood to estimate the unknown vector 6 in the linear reward
function in linear dueling bandits (Bengs et al., 2022)) and linear bandits with binary feedback (L1
et al,[2017). In addition, another important step in the proof of Lemma[6]is the recognition that the
observation noise ¢; = y; — pu(f(2,1) — f(x4,2)) is conditionally 1-sub-Gaussian (more details can
be found in the proof of Lemma|[8]in Appendix [A.2)). After the proof of the confidence ellipsoid as
described above, we then combine Eq. (3) and Lemmal [I|to derive an upper bound on the difference
between f(z) — f(z') and h(z;6;) — h(z’; 6;), which completes the proof of Theorem 1}

3.4.2 SKETCH OF PROOF FOR THEOREM [2] AND THEOREM [3]

To obtain a regret upper bound for the [NDB-UCB] algorithm (i.e., to prove Theorem [2), we
firstly use Theorem [I| to derive an upper bound on the average instantaneous regret ry =

f(xy) — (f(zeq) + f(2e,2)) /2 (see the detailed proof in Appendix [A.3):

3 A K
ri < 3 <5T +B —+ 1) \/ 7“%4(%,17%,2) + 37,4 (7
14

Our strategies to select the two arms x;; and z; o (i.e., Eq. @ and Eq. @) are essential for
deriving the upper bound in Eq. (7). Subsequently, we follow similar steps to the analysis of the
kernelized bandit algorithms (e.g., GP-UCB (Srinivas et al., 2010)) to obtain an upper bound on
ZL 01—1(x¢,1, T¢,2) in terms of d. This then provides us with an upper bound on the average regret

RE = Zle r¢ (as well as the weak regret R since Ry < RT) and hence completes the proof
of Theorem[2} The proof of Theorem [3]for the NDB-TS algorithm is also based on Theorem [T]and
largely follows from the analysis of the GP-TS algorithm (Chowdhury & Gopalan,|2017). However,
non-trivial modifications need to be made in order to incorporate our strategies to select the two
arms x4 1 and ;2. The detailed regret analysis for Theorem [2] and Theorem @ can be found in

Appendix and Appendix [B] respectively.

4 FURTHER IMPLICATIONS OF OUR ALGORITHMS AND THEORY

Our results to learn the latent non-linear reward function using preference feedback is not only limited
to dueling bandits, but it can be adapted to other settings as discussed in the following sections.

4.1 NEURAL CONTEXTUAL BANDITS WITH BINARY FEEDBACK

In many real-world applications, the learner can only observe binary feedback, e.g., whether a user
clicks in an online recommendation system or whether a treatment is effective in clinical trials, and
these problems are commonly modeled as contextual GLM bandits (Filippi et al., 20105 |Li et al.,[2017}
Faury et al.,2020), which assume the probability of success (i.e., 1) is proportional to exponential of
its reward that is a linear function of action-context features. However, in many real-life applications,
the reward can be a non-linear function of action-context features, which can modeled using a
suitable neural network. We refer to this problem as neural contextual bandits with binary feedback.
Therefore, our results can be extended to the neural contextual bandit problem, where the learner
only receives binary feedback for the selected arms, which depends on the non-linear reward function.
This adaption is not straightforward as the learner selects only one arm and observes binary feedback
(success or failure) for the selected action. This difference leads to different arm selection strategies
as only one needs to be selected in neural contextual bandits, and different loss functions must be
optimized to train the neural network to estimate the unknown reward functions. The main challenge
is to derive the confidence ellipsoid result, which is a crucial component for proving the regret bounds.
While some ideas are common, the derivations differ due to the underlying differences in the problem
settings. We have given more details of the neural contextual bandit with binary feedback problem
and our regret bounds of algorithms proposed for this setting in Appendix

4.2 REINFORCEMENT LEARNING FROM HUMAN FEEDBACK

Our algorithms and theoretical results can also provide insights on the celebrated reinforcement
learning with human feedback (RLHF) algorithm (Chaudhari et al., [2024)), which has been the most
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widely used method for aligning large language models (LLMs). Firstly, our Theorem 1 provides
a theoretical guarantee on the quality of the learned reward model during RLHF. This is because
Theorem 1 serves as an upper bound on the estimation error of the estimated reward differences
between any pair of prompts. Secondly, our proposed algorithms can be used to improve the quality
of the human preference dataset for RLHF. That is when collecting the dataset for RLHF, we can let
the LLM generate a large number of responses, from which we can use our algorithms for neural
dueling bandits to select two responses (corresponding to two arms) to be shown to the user for
preference feedback. More details can be found in Appendix [E]

5 EXPERIMENTS

To corroborate our theoretical results, we empirically demonstrate the performance of our algorithms
on different synthetic reward functions. We adopt the following two synthetic functions from earlier
work on neural bandits (Zhou et al.,2020; Zhang et al.,[2021; Dai et al, 2023): f(x) = 1()(:£T0)2
(Square) and f(x) = cos(3z ') (Cosine). We repeat all our experiments 20 times and show the
average and weak cumulative regret with a 95% confidence interval (represented by the vertical line
on each curve) Due to space constraints, additional results are given in the Appendix [C]

To demonstrate the different performance aspects of our proposed algorithms, we have used different
synthetic rewards functions, mainly, f(x) = 10(x " §)? (Square) and f(x) = cos(3z " §). The details
of our experiments are as follows: We use a d-dimensional space to generate the sample features
of each context-arm pair. We denote the context-arm feature vector for context c; and arm a by z¢,

where ¢ = (m?’l, co,xd d) , V't > 1. The value of i-the element of z{ vector is sampled uniformly

at random from (—1, 1). Note that the number of arms remains the same across the rounds, i.e., K.
We then select a d-dimensional vector § by sampling uniformly at random from (—1,1)%. In all our
experiments, the binary preference feedback about x; being preferred over x5 (or binary feedback in
Appendix D)) is sampled from a Bernoulli distribution with parameter p = p (f (1) — f(22))).

In all our experiments, we use NN with 2 hidden layers with width 50, A = 1.0, § = 0.05, d = 5,
K =5, and fixed value of v = v = 1.0. For having a fair comparison, We choose the value of v
after doing a hyperparameter search over set {10.0, 5.0, 1.0,0.1,0.01, 0.001, 0.0} for linear baselines,
i.e., LinDB-UCB and LinDB-TS. As shown in Fig.[I] the average cumulative regret is minimum for
v = 1.0. Note that we did not perform any hyperparameter search for NDB-UCB and NDB-TS,
whose performance can be further improved by doing the hyperparameter search.
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Figure 1: Average cumulative regret of LinDB-UCB and LinDB-TS vs. different values of v for
Square reward function (i.e., 10(z " 0)2).

As supported by the neural tangent kernel (NTK) theory, we can substitute the initial gradient g(x; 6)
for the original feature vector x as g(x; 6y ) represents the random Fourier features for the NTK Jacot
et al. (2018). In this paper, we use the feature vectors g(z; 6;) instead of g(x; 6) and recompute all
g(x; 0;) in each round for all past context-arm pairs. Additionally, compared to NTK theory, we have
designed our algorithm to be more practical by adhering to the common practices in neural bandits
Zhou et al.| (2020); Zhang et al.| (2021). Specifically, in the loss function for training our NN (as
defined in Eq. ), we replaced the theoretical regularization parameter %m)\ 16 — 6o ||§ (where m is

the width of the NN) with the simpler A H6||§ Similarly, for the random features of the NTK, we
replaced the theoretical \/% g(x; 0:) with g(x; 0;). We retrain the NN after every 20 rounds and set
the number of gradient steps to 50 in all our experiments.



Under review as a conference paper at ICLR 2025

Regret comparison with baselines. We compare regret (average/weak of our proposed algorithms
with three baselines: LinDB-UCB (adapted from (Saha} 2021))), LinDB-TS, and CoLSTIM (Bengs
et al., 2022). LinDB-UCB and LinDB-TS can be treated as variants of NDB-UCB and NDB-TS,
respectively, in which a linear function approximates the reward function. As expected, NDB-UCB
and NDB-TS outperform all linear baselines as these algorithms cannot estimate the non-linear reward
function and hence incur linear regret. For a fair comparison, we used the best hyperparameters of
LinDB-UCB and LinDB-TS (see Fig.|1) for NDB-UCB and NDB-TS. We observe the same trend
for different non-linear reward functions (see Fig. [5|and Fig.[6]in Appendix [C) and also for neural
contextual bandit with binary feedback (see Fig.[7)in Appendix D).
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Figure 2: Comparisons of cumulative regret (average and weak) of different dueling bandits algorithms
for non-linear reward functions: Square (10(x " #)?) and Cosine (cos(3z0)).

Varying dimension and arms vs. regret Increasing the number of arms (KX') and the dimension
of the context-arm feature vectors (d) makes the problem more difficult. To see how increasing
K and d affects the regret of our proposed algorithms, we vary the K = {5, 10, 15,20, 25} and
d = {5, 10,15, 20, 25} while keeping the other problem parameters constant. As expected, the regret
of NDB-UCB increases with increase in K and d as shown in Fig.[3] We also observe the same
behavior for NDB-TS as shown Fig.[d All missing figures from this section are in the Appendix [C]
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Figure 3: Cumulative regret (average and weak) of NDB-UCB vs. different number of arms (/) and
dimension of the context-arm feature vector (d) for Square reward function (i.e., 10(z " 6)?).
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Figure 4: Cumulative regret (average and weak) of NDB-TS vs. different number of arms (X') and
dimension of the context-arm feature vector (d) for Square reward function (i.e., 10(x " 6)?).

Practical challenges. Applying algorithms in scenarios requiring fast online interactions can be
challenging for two reasons: updating the neural network (NN) and the arm-selection strategy. To
address the first challenge, we can use a batched version of our algorithm, where the NN is updated
only after a fixed interval. To address the second challenge, we can use an ¢;-greedy method for
selecting arms when computing optimistic values using UCB or TS is not computationally feasible.

Computational resources used for all experiments. All the experiments are run on a server with
AMD EPYC 7543 32-Core Processor, 256GB RAM, and 8 GeForce RTX 3080.
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6 RELATED WORK

We now review the relevant work, especially in dueling bandits and contextual bandits, to our problem.

Finite-Armed Dueling Bandits. Learning from pairwise or K-wise comparisons has been
thoroughly explored in the literature. In the context of finite-armed dueling bandits, the learner
only observes a pairwise preference between two selected arms, and the goal is to find the best arm
(Yue & Joachims| [2009; 2011} [Yue et al.,2012). In dueling bandit literature, different criteria (e.g.,
Borda winner, Condorcet winner, Copeland winner, or von Neumann winner) are used to find the best
arm while focusing on minimizing the regret only using preference feedback (Zoghi et al.||2014bj
Ailon et al., 2014} Zoghi et al.| 2014a; Komiyama et al.,|2015; |Gajane et al.,|[2015;|Saha & Gopalan,
2018;2019afb; |[Saha & Ghoshall, 2022; Zhu et al.| [2023)). We refer the readers to (Bengs et al., [2021)
for a detailed survey on various works covering different settings of dueling bandits.

Contextual Bandits. Many real-life applications in online recommendation, advertising, web search,
and e-commerce can be modeled as contextual bandits (Slivkins, [2019; [Lattimore & Szepesvari,
2020). In the contextual bandit setting, a learner receives a context (information before selecting an
arm), selects an action for that context, and then receives a reward for the selected action. To deal with
the large (or infinite) number of context-action pairs, the mean reward of each action is assumed to be
parameterized by an unknown function of action-context features, e.g., linear (L1 et al.,|2010; |Chu
et al.;,|2011; Abbasi- Yadkori et al.| 2011} |Agrawal & Goyal, [2013b), GLM (Filippi et al.,2010; Li
et al.l 2017;|Jun et al.;|2017), and non-linear (Valko et al.,|2013}/Chowdhury & Gopalanl 2017} Zhou
et al.,[2020; Zhang et al.,2021). We adopt the simplest neural contextual bandit algorithms for dealing
with non-linear rewards, i.e., NeuralUCB (Zhou et al.|[2020)) and NeuralTS (Zhang et al.,[2021) to
our setting, as also done in earlier works (Dai et al., 2023} |[Lin et al., 2023)). Since NeuralUCB or
NeuralTS primarily influences the arm selection strategy, we can incorporate any variants of these
algorithms by making appropriate modifications to Assumption 2]and Theorem[I] These adoptions
can be challenging because of our setting solely relies on pairwise comparisons.

Contextual Dueling Bandits. The closest work to ours is contextual dueling bandits (Sahal 2021}
Saha & Krishnamurthyl [2022; Bengs et al., 2022} |Di et al.|, |2023} [Li et al., [2024). Specifically,|Saha
(2021); [Saha & Krishnamurthy| (2022} proposed algorithms for contextual linear dueling bandits
with pairwise and subset-wise preference feedback and established lower bounds for contextual
preference bandits using a logistic link function. Whereas Bengs et al.|(2022) generalized the setting
to the contextual linear stochastic transitivity model, |D1 et al.|(2023)) considered the variance-aware
algorithm, and |Li et al.| (2024) proposed an algorithm based on Feel-Good Thompson Sampling
(Zhangl| [2022)). However, there are two key differences: non-linear reward function and arm-selection
strategy. Existing work only considers the linear reward function, which may not be practical in
many real-life applications. Our work fills this gap in the literature and generalizes the existing
setting by considering the non-linear reward function in contextual dueling bandits. Furthermore,
the existing works use different ways to select the pair of arms, leading to different arm-selection
strategies than ours. Due to the differences in arm-selection strategy and non-linear reward function
(which is estimated using an NN), our regret analysis is completely different than existing works.

7 CONCLUSION

Due to their prevalence in many real-life applications, from online recommendations to ranking
web search results, we consider contextual dueling bandit problems that can have a complex and
non-linear reward function. We used a neural network to estimate this reward function using
preference feedback observed for the previously selected arms. We proposed upper confidence bound-
and Thompson sampling-based algorithms with sub-linear regret guarantees for contextual dueling
bandits. Experimental results using synthetic functions corroborate our theoretical results. Our
algorithms and theoretical results can also provide insights into the celebrated reinforcement learning
with human feedback (RLHF) algorithm, such as a theoretical guarantee on the quality of the learned
reward model. We also extend our results to contextual bandit problems with binary feedback, which
is in itself a non-trivial contribution. A limitation of our work is that we currently do not account
for problems where multiple arms are selected simultaneously (multi-way preference), which is an
interesting future direction. Another future topic is to apply our algorithms to important real-world
problems involving preference or binary feedback, e.g., LLM alignment using human feedback.

10
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8 ETHICS STATEMENT

The contributions of our work are primarily theoretical. Therefore, we do not foresee any immediate
negative societal impact in the short term. Regarding our longer-term impacts, as discussed in
Appendix [E] our algorithms can be potentially adopted to improve online RLHF. On the positive side,
our work can lead to better and more efficient alignment of LLMs through improved online RLHF,
which could benefit society. On the other hand, the potential negative societal impacts arising from
RLHF may also apply to our work. On the other hand, potential mitigation measures to prevent the
misuse of RLHF would also help safeguard the potential misuse of our algorithms.
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A THEORETICAL ANALYSIS FOR NDB-UCB!
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Then, H = (H®) 4 x())/2 is called the neural tangent kernel (NTK) matrix on the set of

context-arm feature vectors {z(,) } 1%

Next, we first list the specific conditions we need for the width m of the NN:
m > CT*K*LS log(T?*K?L/8)/ 5,
m(logm)™3 > C’/i;?’TSLQl/\%,
m(logm) ™ > Cm;?’TMLQl)\_HLﬁ,
m(logm)™3 > CT™ L8\ 78,

®)

for some absolute constant C' > 0. To ease exposition, we express these conditions above as
m > poly(T, L, K, 1/, L. 1/ Ao, 1/A,log(1/6)).

To simplify exposition, we use an error probability of § for all probabilistic statements. Our final
results hold naturally by taking a union bound over all required §’s. The lemma below shows that the
ground-truth utility function f can be expressed as a linear function.

Lemma 2 (Lemma B.3 of Zhang et al.|(2021)). As long as the width m of the NN is wide enough:
m > CoT*K* L8 log(T*K?L/5) /A,
then with probability of at least 1 — 6, there exits a 0 such that
f(z) = (g(x:60),07 — 0o), vm |0y — boll, < V2hTH 'h < B.
forall x € X;,Vt € [T).

Let ys = 1(zs1 > s2), then we can write P(ys =1) = p(h(xs,1;0) — h(xs2;0)) and
P(ys =0) =1 — p(h(zs,1;0) — h(ws,2:0)) = p (h(ws5,2;0) — h(ws,150)).

A.1 THEORETICAL GUARANTEE ABOUT THE NEURAL NETWORK

The following lemma gives an upper bound on the distance between 6; and 6:

Lemma 3. We have that ||6; — 6|, < 24/ -5, Vt € [T].
Proof. As pu(-) € [0, 1], then using Eq. (1) gives us

1
5)\ 16 — Bol3 < Le(6:) < L4(6o)

1

t—1
= Z {]lxt,lmt,z log pt (h(s,1500) — h(zs2;600)) +
s=1

1
(1= Loy i) 08 p ({25 00) = hlws1:00)) | + 52 10 — Boll3

14
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t—1
(@ 1
= 75 Z |:]]‘zt,1>‘$t,2 logu (0) + (1 - ]]-If,,1>-rf,,2) logﬂ (0)]
s=1
=
=—— log 0.5
1
< —t(—log0.5)
m
() ¢
< —.
m
Step (a) follow because h(z;6y) = 0,Vx € X,t € [T] which is ensured by Assumption[2] step (b)
follows because — log 0.5 < 1. Therefore, we have that ||6; — 6|, < 1/2-5 < 2,/-5. O

Now, Lemma 3| allows us to obtain the following lemmas regarding the gradients of the NN.

Lemma4. Let 7 = 2\/%. Then for absolute constants C's, Cy > 0, with probability of at least
1-9,
lg(; 61), < CsVmL,

1/3
llg(z;60) — g(a;60;)]5 < Clx/mlongl/?’LW2 = Clml/?’\/logm (;) L7/2,

forallxz € Xy, t € [T

Proof. 1t can be easily verified that our 7 = 2,/ % satisfies the requirement on 7 specified in

Lemmas B.5 and B.6 from [Zhang et al.[(2021)). Therefore, the results from Lemmas B.5 and B.6 from
Zhang et al. (2021) are applicable for 6, because our Lemma 3| guarantees that ||0; — fol|, < 7. [

In addition, Lemmas B.4 from |Zhou et al.[(2020) allows us to obtain the following lemma, which
shows that the output of the NN can be approximated by its linearization.

mA

constant Cy > 0, with probability of at least 1 — §,

4/3
[h(w;00) = (6 = 60, 9(w; 60))| < Cor*/*L*\/mlogm = Com™/%\/logmL? (i) =Emo

forallx € X, t € [T)].

Lemma 5. Let 7 £ 2,/ Let g], , & Com™'/%\/logmL? (%)4/3. Then for some absolute

An immediate consequence of Lemma[3]is the following lemma.

Lemma 1. Let E;n,t £ C’gmfl/ﬁx/log mL3 (%)4/3 where Cy > 0 is an absolute constant. Then

[{o(z) — @(z'), 0, — 00) — (h(z;0;) — h(x;0,))] < 2€) vt € [T],z,2' € X,.

m,t’

Proof. By re-arranging the left-hand side and then using Lemma 5] we get
[{o(x) = ("), 00 = Oo) — (h(w;0:) — h(z'; 61))]
= [{p(2), 0 — Oo) — h(x;0,) + h(z";0,) — (p(2”), 01 — O0o)]
< [p(@), 0: — Oo) — h(w; 00)] + |R(2";0¢) — (p(2),0: — b))

4/3
< 2C’2m_1/6\/ log mL? (f\)

o /
- 2€7n,t'

15
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A.2 PROOF OF CONFIDENCE ELLIPSOID

In our next proofs, we denote ¢, 2 g(z51;00) — g(ws.2;60), @, £ g(xs1;0:) — g(ws.2;6:), and
hst = h(zs1;0;) — h(2s.2;0;). Recall that p is the total number of parameters of the NN. We next
prove the confidence ellipsoid for our algorithm, including Lemma|6]and Theorem [T| below.

Lemma 6. Let 7 = %\/JJr 2log(1/0). Assuming that the conditions on m from Eq. are
Ve
satisfied. With probability of at least 1 — §, we have that

A
Vim0 =0y, §5T+BHFT+1, vt € [T).
m

A.2.1 PROOF OF LEMMA [

For any 0 € IRP, define

(140 = 00,600) = 1 ({07 = 60, 6) |+ A0 = 00). ©)

We start by decomposing |0y — ||y, | in terms of G in the following lemma.

Lemma 7. Choose \ > 0 such that \/k,, > 1. Define V;_; = Zi 11 @sw’Ti + —I.

S m

A B

1
107 =0y, < - IGe Oy +1 [ s

Proof. Let X' € (0,1). Forany 0,0y, € RP, setting 07 = A0y, +(1—\')0; and using mean-value
theorem, we get:

t—1

1. T
Gulby;) — Gulbyy) = [Z au«ef — 0, 6Dele! ]+, | (O —0py)

Note that Gt( r)=A0r — 90) Let f; be the estimate of f at the beginning of the iteration ¢ and
fr.s = (0 — 0o, ¢’,). Now using the equation above,

1Ge(8:) = AO5 = 00)lIy, 1 = [1Ge(0) = Ge(B)]17,

("@MV; 1(9f_9t)) t— 1"%Vt 1(0f — 0r)
= K2(07 - 0) Vi VA Vi (8 — 6))
= 105 = 013, -
This allows us to show that

1 1 1
18 = Oully,_, < — 1Ge(6) = Mbs = 80l < — IGu(B) -y + — IAOr = B0)lly
Iz ‘ Iz ‘ Iz ‘
(10)

in which we have made use of the triangle inequality.

16
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Note that we choose A such that ’\
A ZJ. Recall that Lemmatells us that ||6; — 6|, <

\/m

> 1. This allows us to show that V1 = —I and hence

which tells us that

1 A
= _ =2 _aNT
o A0 = 00)lly,- e \/(9f 0o)

V2165 — 6o)

S A Oy —60)7
< V Hef _HOHQ
<

- n,”/Fn

Plugging Eq. (TT)) into Eq. (T0) completes the proof.

Recall that we denote y, = p(f(xs1) —

(9f —bo)
(11)

f(xs,2)) + €5, in which y; is a binary observation and €, can

be seen as the observation noise. Next, we derive an upper bound on the first term from Lemma([7}

1 1
— ||Gt(9t)”v:1 == Z {M(<9t =00, %5)) — ({0 — 6o, <P;>)}<Pls + A(0: — o)
Ky e Ry ||m yot
=— Z (ft.s) = 1 (f(@s,1) = f(2s,2)))9% + A6r — Oo)
o V.ol
- = Z (Frs) = (s — £5)) & + A0, — B0)
Ky VoL
t—1
= — Z (frs) — 253803 + A6 — o)
Ku s=1 (e 11
=
< _
= K}H Z ft S 805 + )\(et 90) o m z_:&\S(ps o
Vica s=1 Vica
12)

Next, we derive an upper bound on the first term in Eq. (IZ). To simplify exposition, we define

L

As

s=1 s=

17

t—1

% > (u(ft,s) - M(’lex))‘z’s-

(13)
1
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Now the first term in Eq. (T2) can be decomposed as:

=
g

1 fe,s) — ys) (I 00)‘ ‘V,l

s=1 t—1

-
|
—

ufs) = s) (e + 8= 8) + A0 = 00)| _,

t—1

3=

[
3~

+~
Il
— =

W frs) — ys)@; + A0y — 0p) + Al’

—1

s=1 t—1
1 t—1 N ~ N
= E Z N(ft,s) + .U(hs,t) - :u(hs,t) - ys)‘;@; + >\(0t - 90) + Al’ - (14)
s=1 t—1
1 t—1 " N
=[5 (wlos) = 90 ) B+ MO = 00) + A2+ 4| _,
m s=1 t—1
(;) ‘Ag + Al) .

t—1

< ||A2||Vt:11 + HAlHVt:l1

K K
< 7”||A2H2+\/7“||A1H2~

Note that step (a) above follows because

t—1

1 -
o I(M(hs,t) - ys)%@/s + (6, — 6p)

_ 1 z_: (M(h(mm; 0:) — h(xs,2;0¢)) — ys)(g<xs,1§ 0:) — g(x5,2:6:)) + A0 — o)

m

= 0’
(15)

which is ensured by the way in which we train our NN (see Eq. (€)). Next, we derive an upper bound
on the norm of A;. To begin with, we have that

ot — @illo = llg(xs,1500) — g(@s,2:00) — 926,13 0¢) + 95,2501,
< lg(zs,1360) — g(zs,1:00) || + [|g(25,2:00) — 95,25 0],

o\ /3
< QClml/?’\/logm ()\> L7/2,

in which the last inequality follows from Lemma[] Now the norm of A; can be bounded as:

18
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t—1

1 _
1Al = || =3 (o) = 0s) (4 - 21)
s=1 2
1 t—1
S - Z H (/J(ft,s) - ys) (90;; - S,E/s) ‘
m P 2
1 t—1
=— > |u(fes) — sl = &l
e : a9
1 t—1
< > lgl = @lls
s=1
<

= A\ 1/3
—Z?Clml/?’\/logm () L7?
m = A

=m~ 3\ logmt*/32C, \7VBLT2.

Next, we proceed to bound the norm of Ay. Let A € (0,1), and let az s = N fr s + (1 — N )hg .
Following the mean-value theorem, we have for some X’ that

p(frs) — N(ES,t) = (fts — Es,t)ﬂ(at,5)~

Note that fi(at,s) < L, which follows from our Assumption This allows us to show that

(fr6) = mlha )| = |(frs = hsa)it(ars)]
= |ft,s - hs,t”,a(at,s)‘

S L;L|ft,s

— iyl

= Lu[(0: — 00, 9(ws,1:00)) — (0r — b0, 925,25 600)) — (h(2s1;0:) — h(2s2;6;))]
< Ly, (|{0: — 00, 9(w5,1:600)) — h(ws,1564)| + |h(ws,256) — (B — 0o, g(w5,2:60))])

4/3
t
< L, x 2 x Com™Y%\/logmL3 <)\>
£\ /3
= QLMCmel/G\/log mL? ()\)

in which we have used Lemma [3 in the last inequality. Also, Lemma [ allows us to show that

1ally = llg(s,1562) —

9(@s,2:00)lly < Nlg(s,1500)lly + l9(2s,2: 01y < 2C3vVmL.

Now we can derive an upper bound on the norm of A,:

|42l

= _ B
= E 82:; (/L(ft7s) — ,U(hs,t))@s ,
= _
< o SZ:; H (U(ft,s) - M(hs,t))(zg 9
= _ N (a7
= — > _lulfes) = nhan) 1815
s=1
t—1
<

1 ¢ 4/3
— > 2L,Com Y%\ /logmL? (A) x 2C3vV'mL
s=1

< 4L, CoC3m ™23 \/logmt™/3L7/2\=4/3,
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Lastly, plugging Eq. (T6) and Eq. (T7) into Eq. (T4)), we can derive an upper bound on the first term
in Eq. (T2):

11 &
— 72(“’(.]%,8) — Ys)¢s + N0 — o)
K/P« m — V—1
<1 23 ogmt P 2C AL (18)
o

1
VEuA

Next, plugging equation Eq. (I8) into equation Eq. (I2), and plugging the results into Lemmal[7] we
have that

4LHCQC’3m_2/3 v/ log mtT/BLT2N\TA/3,

105 — ully,
t—1
1 1 A B 1
<—= 1D esth—= 4/ ==+ m =23 log mt*/320, A"V LT/2
Kuy/m = : \/mHV_1 Ky v/m VEuA
t—1

1
————4L,CoCsm ™3\ logmtT/PLT/2ATY/3,

VKA

Here we define

A 1
Emit = By — + ﬁmfl/ﬁx/log mt320 N\ VELT2 4
eV (19)
1
74LMC'203m_1/6\/10g mtT/BLT2\TA/3,

VEuA

It is easy to verify that as long as the conditions on mn from Eq. (8) are satisfied (i.e., the width m of
the NN is large enough), we have that €, ; < B, /% + 1.

This allows us to show that

Vim0 =0y, , < —

+ Em,t

t—1
> e
S¥'s
s=1 m V71
t—1

A
+By/—+1
V:l am

1

IA
|

t—1

> e
o m
Finally, in the next lemma, we derive an upper bound on the first term in Eq. (20).

Lemma 8. Let B & - d+2 log(1/6). With probability of at least 1 — 6, we have that

Ku

1
— < Br.
am

t—1 1
D e
s=1 m

-1
Visa

Proof. To begin with, we derive an upper bound on the log determinant of the matrix V;, £
PR ALY N Ly %I. Here we use CX to denote all possible pairwise combinations of the indices
of K arms. Here we denote 2(s) £ p(2s.:) — p(xs ;). Also recall we have defined in the main text

20
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that H' 2 Y7 > (i.jyeck 25(s)25(s) T 1. Now the determinant of V; can be upper-bounded as

t
1 A
det(V;) = det <Z (x51) —(xs,2)) (p(xs,1) — @(1372))T — + I)
— mo Ry
A 1A
< det (Z (2s.1) — P(252)) ((@s1) — P(@s2)) " —+ ’%I>
B (21
< det Z Z zz(s)zl(s)Tl + iI
= = J J m K,
s=1(i,j)eCci
A
= det (H' + I) .
am
Recall that in our algorithm, we have set V; = K%Ip. This leads to
det (H’ + %I)
lo b < log—————* 2
det Vy — det V
~log (A/k)P det ("£H' +1) (22)
(A/Kp)P

= log det (H—/\“H’ + I) )

We use ¢, to denote the observation noise in iteration s € [T]: ys = p(f(zs1) — f(xs2)) + €.
Let F;_1 denote the sigma algebra generated by history {(zs 1, s 2, 5S)S€[t71] ,Ty1, Tyt Here we
justify that the sequence of noise {€;}s=1,... r is conditionally 1-sub-Gaussian conditioned on F;_;.

Note that the observation ¥, is equal to 1 if x; ; is preferred over x; » and O otherwise. Therefore, the
noise ¢; can be expressed as

£ = { L= p(f(@e1) = flze2), wp. pu(f(zen) — fla2))
_M(f(xt,l) - f(ivt,z)), w.p. 1— M(f(ﬂﬁt,l) - f(xm)),
It can be easily seen that €, is F;-measurable. Next, if can be easily verified that that conditioned on
Fi—1 (i.e., given x4 1 and x¢ 2), we have that E [¢;| F;_1] = 0. Also note that the absolute value of ¢,
is bounded: |e¢| < 1. Therefore, we can infer that ; is conditionally 1-sub-Gaussian, i.e.,
2 2

E [exp(Aet)|Fy] < exp ()\ g

), VA € R.

with o = 1.

Next, making use of the 1-sub-sub-Gaussianity of the sequence of noise {&;} and Theorem 1 from
/Abbasi-Yadkori et al.| (2011)), we can show that with probability of at least 1 — 4,

t—1
detVt_1>
€l —— <y/log | ——— ) +2log(1/d
> e ¢g(de% &(1/0)
< \/logdet (%“H’ +I) +21og(1/4)

<\/d+ 2log(1/6),

in which we have made use of the definition of the effective dimension d = log det (5+H' +1).
This completes the proof.

-1
Visa

Finally, we plug Lemmal|8]into equation Eq. (20) to complete the proof of Lemma [6}

A
vm |0y =0y, §5T+B\/:+1, vt e [T).
i
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A.2.2 PROOF OF THEOREM/[I]

Theorem 1. Let 6 € (0,1), €7, , = Com~/6\/logmL? (%)4/3 for some absolute constant Cy > 0.
As long asm > poly(T, L, K,1/k,, L, 1/ Ao, 1/X,10g(1/0)), then with probability of at least 1 — 6,

[[f (@) = f@@")] = [h(x;00) — D(2":00)] | < vroei(a,a') + 27,
forallz,z' € Xt € [T].

Proof. Denote ¢(x) = g(x;6p). Recall that Lemma 2] tells us that f(x) = (g(z;60),07 — ) =
(p(x),0f — 0p) for all z € X, t € [T]. To begin with, for all z, 2’ € A}, t € [T] we have that

() = F(&") = {p(x) — p(a’), 00 — bo)|

[{e(z) — @(a"), 05 = 0o) — (p(x) — p(a’), 0 — bo)|
[{e(z) — p(a), 05 — 01))]

(

| ﬁw(ﬂﬁ) (@), v/ (05 — )

<[ ) - ot -

V6= il

Vi

A
ﬂT + B — + 1 )
vt Ku

in which we have used Lemma 6]in the last inequality. Now making use of the equation above and
Lemmal(l} we have that

[f (@) = (@) = (h(; 60) —
= [f(x) = f(z

h(z';
") = {plx) = o(a), 0 — bo)

+{p(x) — @), ) (h(; 60) — h(2';61))]
+

< |(f(2) = (@) = (p(z) — o(z ) —0o)|
[{o(x) = p(a"), 0, > (h(x;0:) — h(z";64))]
SH\/%(@(@ ) /BT‘FB\/? ) + 26, -
o
This completes the proof of Theorem T} O

A.3 REGRET ANALYSIS

Now we can analyze the instantaneous regret. To begin with, we have

2ry = fag) — fl@en) + faf) — fze2)

(a)
< (p(xy) — ‘P(%,l% 0, — 6o) +

1 *
= (6(e) — o(a1) (ﬁT+B A/ml)

—1
Visa

(o) — ple2), 00— Oo) + Hjﬁ (olen) — o) (8048 Amer1)

Vi
<BT + By/ ANk + 1>
+ (p(z) — @(we,1), 00 — Oo) + (p(xe1) — ¢(21,2), 0 — Oo)

<ﬁT—|—B )\/Hu—l— 1)

—1
t—1

— (pla?) — plon). 00 — b0} + | = (olad) = ol

- H\/lﬁ (p(a7) = e(@e1) + @(@e1) = @(21,2)) vt
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-1
t—1

(ﬁT + By/ Ak, + 1)
V-1

t—1

< 2ptat) ~ ol b = 00) +2 | = (oled) - ol (Br+ By/Nms+1)

T {onn) — plaea) 00— 00) + H\/lm (o) — plee2)

(b) 1
< 2t 1) = 20Cori80) + 4+ 2| = (ola) — plan)

(5T + By/ MKy + 1>
Vvt

t—1

1
+ (w13 0r) — h(we2;0:) + 265, + || —= (p(ar1) — o(z12)) Br + By\/ ANk + 1
T llvm vioh
(c) 1
< 90 ai00) ~ 201100 + 2| (otona) — gl (04 By Vw1
vm Vith
1
+ h(we,1500) — h(we,2;01) 4 627, 4 + || —= (p(21,1) — (21,2)) Br + By\/A/ku+1
Vm ki
1
= h(z1,2;0) — h(@,150) + 3 || —= (p(x1,1) — o(21,2)) Br + By\[N K + 1) +6ep,
vm v
(d) 1 ,
< 3 BT +B )‘/HM +1 ﬁ (@(Z‘t,l) - 90(33@2)) Vt:ll + 6€m,t'
Step (a) follows from Eq. (23), step (b) results from Lemma
step  (c¢) follows from the way in which x5 1is selected: Tt2 =

arg maxc x, <h(m; ;) + Hﬁ (p(z) — cp(mt,l))‘ - (ﬂT + B\/g+ 1)), and step (d)

follows from the way in which x; 1 is selected: ;1 = argmaxgecx, h(x;6;).

A

Now denote o7 ,(xs1,Tt2) i Of note, o7 1(z¢1,%t2)

2

1
A (plenn) = el@a))|| -
t—1
can be interpreted as the Gaussian process posterior variance with the kernel defined as

k((z1,22), (21,2%)) = (75 (p(21) — @(22)), (5 ((2]) — ¢(}))), and with a noise variance
of % It is easy to see that the kernel is positive semi-definite and is hence a valid kernel. Following

the derivations of the Gaussian process posterior variance, it is easy to verify that

oFa(,02) < (p(01) — 9(@2) (o) — $(i2))

Jtetenn) e

2

2

1
= lo(ze1) — @lae2)ll3 < co,

in which we have denoted ¢y > 0 as an absolute constant such that X ||o(z) — (2’ )||§ <
co,Vx, 2" € X, t € [T]. Note that this is similar to the standard assumption in the literature
that the value of the NTK is upper-bounded by a constant (Kassraie & Krause}, [2022)). Therefore, this
implies that 07, (4.1, %+2)/co < 1 for some constant ¢y > 1. Recall that we choose A such that
A/t > 1. Note that for any « € [0, 1], we have that o/2 < log(1 + «). With these, we have that

1 <>\> w <log |1+ <>‘> w
2 Ku Co am Co

A\
< log <1 + </£> 0752_1(5[51&,17(515,2)) )
m

A K
o7 (w01, 242) < 200: log (1 + 7“0371(%,175%,2)) . 24
m

which leads to
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Following the analysis of |(Chowdhury & Gopalan|(2017) and using the chain rule of conditional
information gain, we can show that

Zlog (1 + —crs 1(Zs1, s 2)) = log det (I + %Kt) )

in which K is a ¢ x ¢ matrix in which every element is K, [, j] = L (¢o(z1) —@(2i2)) T (p(2)1) —
¢(7j2)). Define the p x t matrix J, = [ﬁ (o(wi1) — ¢(xi2)))i=1...+ Then we have that
K; = J/ J;. This allows us to show that

t
Zlog (1 + %0371(33571,305,2)) = logdet (I + %Kt)
s=1

— log det (I + @JjJt)

= logdet (I + thJt )

(25)
t
. 1
= log det (I + % Z (w5,1) — 0(2s5,2)) (0(T51) — SD(JUs,2))T m
s=1
< logdet (% )
=d

in which we have followed the same line of analysis as Eq. (ZI) and Eq. (22) in the second last
inequality.

Combining the results from Eq. (24) and Eq. (23], we have that
th (@1, 202) < QCO*ZIOg ( + 701& (@1, 2 2))
Fu =1

S QCOA(F{.
Ku

Finally, we can derive an upper bound on the cumulative regret:

) T A Ky
= < = B 1
Ry 2 rt_;2<3<ﬁT+ ’/m+ )y/ )\Ut 1(@e,1,24,2) + 6el,, >

1
T
3 [ A [k
< 5 (ﬂT—i-B m-ﬁ-l) %gat,l(mt,l,xt,g)—i—GTs;n’T
3 [ A [K
<2<ﬂT+B [{+1> —K TZO't 1.’L't1,fEt2)+6TEmT
3 A
<—-|Br+By—+1 T2co—d+6T5mT
2 om m

3 [ A / ~
< 5 (BT + B /{—M + 1) T2cod + 6T€;H7T.

Recall thate;,, , = = Com~Y6\/logmL? ( ) /% It can be easily verified that as long as the conditions
on m spemﬁed in Eq. (§) are satisfied (1 e., as long as the NN is wide enough), we have that

6T¢;, 7 < 1. Recall that 87 = (ﬁ \/&) This allows us to simplify the regret upper bound to be

%T§3<BT+B\/5+1> \/T2COJ+16(<\I€/HE+B\/§> @).
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B THEORETICAL ANALYSIS FOR NDB-TS

Denote v 2 (BT + B\/ANku+ 1) VEu/A er & vp(1+ /2log(Kt2)), and 07, (21, 22) £

A

K

. Here we use F;_; to denote the filtration containing the history

2

Fr(e(@) —p@))|
t—1

of selected inputs and observations up to iteration £ — 1. To use Thompson sampling (TS) to

select the second arm x; o, firstly, for each arm x € X}, we sample a reward value 7 (z) from the
normal distribution N (h(; 6;) — h(z¢,150,), v407_1 (@, 2¢,1)). Then, we choose the second arm as
Tyo = argmax,¢ y, 7¢ ().
Lemma 9. Let § € (0,1). Define Ef(t) as the following event:

|[f(@) = fe,0)] = [P(;60) — A3 00)] | < vpowa(z, 201) + 20,

According to Theorem! we have that the event EY (t) holds with probability of at least 1 — .
Lemma 10. Define E'(t) as the following event

[7e(x) = [h(z;00) — h(we,1;00)] | < vry/2log(Kt?)oy—1 (2, 241)-
We have that P [E7t(t)| Fy_1] > 1 — 1/¢* for any possible filtration F;_.
Definition 1. In iteration t, define the set of saturated points as

Sy ={z € &y : A(x) > cop_1(w, m41) +4e, 4},
where A(z) = f(af) — f(z) and x} € argmax,cy, f(x).

Note that according to this definition, z} is always unsaturated.
Lemma 11. For any filtration F;_1, conditioned on the event E/S (t), we have thatVz € Q,

P (?t(x) + 2€'m’t > f(x) — f(xt71)|]:t_1) >p,

where p = 461/;.

Proof. Adding and subtracting % both sides of P (fi(x) > pm f(z)|Fe-1), we get

P {7 (2) +25mt>f( ) = f(@e1)|Fia}

IE”{ )+ 2eh, o — [h(@;0:) — h(we,1;600)] o f@) = f@en) = [h(@;00) = hlze1;00)] |}~t1}
vro¢— 1(213,51715,1) VTUt—l(I,It,l)
> IP’{ ) + 25m ¢ — [h(x;0;) — h(z¢,1; 0:)] > |f(x) = f(ze1) — [h(x;0) — h(ze1; 0] | |}-t1}
vro-1(v,241) vro1 (T, 1)
> IP’{ (w5 04) — h(z¢,1;0)] > |f(z) — f(l"t,l) — [h(x;0;) — h(we1;0,)] | — 26, ot IFoe 1}
VTUt 1@, 24,1) vrog (e, x41)
Z P{ I 9,5) h(l’tJ; Gt)] > 1]:,5_1}
vror1(z,741)

1
>
pu— 4 '\/77
in which the third inequality makes use of Lemma [J] (note that we have conditioned on the event
EJ(t) here), and the last inequality follows from the Gaussian anti-concentration inequality: P(z >

a) > exp(—a?)/(4y/ma) where z ~ N(0,1).

The next lemma proves a lower bound on the probability that the selected input z;  is unsaturated.

Lemma 12. For any filtration F;_1, conditioned on the event E7 (t), we have that,

P (22 € X\ S| Fim1) > p— 1/t
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Proof. To begin with, we have that
]P(Z‘mg c Xt \ St|ft_1) > P (?t(z;f) > ?t(x),Vz S St|Ft_1) . (26)

This inequality can be justified because the event on the right hand side implies the event on the left
hand side. Specifically, according to Definition |1} x} is always unsaturated. Therefore, because x; o
is selected by x; o = arg max, . y,7¢(x), we have that if 7 (x}) > 7¢(x),Va € Sy, then the selected
T 2 is guaranteed to be unsaturated. Now conditioning on both events E7(t) and E'¢(t), for all
r € S, we have that

mi(z) < f(@) = flwen) + o (z,200) + 267, 4
= f(x) = f(ze1) + cioi1 (2, me1) +4er, o — 260,
< f(@) = flaen) + Az) — 2e7, (27)
= f(x) = flzen) + f27) — fx) — 20,4

in which the first inequality follows from Lemma|g| and Lemma|[T0]and the second inequality makes
use of Definition |1} Next, separately considering the cases where the event £/¢() holds or not and
making use of Eq. (26) and Eq. (27), we have that

P(zt2 € X\ S| Fio1) > P (re(xy) > 7e(), Vo € St F-1)
2P@@ﬁ>f@ﬁ—ﬂ%ﬂ—&%ﬁﬂﬁyw%EuME1)
>p—1/t2,

in which the last inequality has made use of Lemma[I0[and Lemma|[T1] [

Next, we use the following lemma to derive an upper bound on the expected instantaneous regret.
Lemma 13. For any filtration F;_1, conditioned on the event E7 (t), we have that,

E[2r:|Fi—1] < %E (011 (ze,2, 201) | Fia] 4+ 187, + ;12
Proof. To begin with, define T; as the unsaturated input with the smallest o;_1 (z, z1 1):
Ty = argminge v\ 5,0t-1(7, ¥e,1).-
This definition gives us:
E [thl(l't,%wt,l)‘ftfl] >E [Ut71($t¢2, 1) | Fre1, e € X \ S¢| P (xe2 € X\ Si|Fi-1)
> 041 (Te, 200) (p — 1/1%),

in which the second inequality makes use of Lemma[T2] as well as the definition of Z;.

(28)

Next, conditioned on both events E/(¢) and E/¢(t), we can decompose the instantaneous regret as
2ry = f(xy) — f(@en) + f(27) — f(@e2)
= f(zp) = f(@e2) + f(@e2) = fl@en) + f(27) — f(@02) (29)
=2[f(zf) = f(@e2)] + fze2) — fze2).
Next, we separately analyze the two terms above. Firstly, we have that
fap) = flaee) = f(@7) = f(@e) + f(Te) — flae2)
= A@) + [f (@) — flwe)] — [f(@e2) — f(@ea)]
< A(Ty) + T(Te) + o1 (Ty, 1) + 26, — Toe(Te2) + cror_1 (T2, 201) + 265,
< A(T4) + 1011 (T, Te1) + o1 (T2, 1) + 45;71,t
< 011 (T, we1) + 45, 4 + 101 (To, w01) + crop—1 (@2, T01) + 4e, 4

< 2¢4001(Tp, w01) + c10p—1 (02, Te1) + 865, 4,
(30)
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in which the first inequality follows from Lemma[9|and Lemma[I0] the second inequality follows from
the way in which z; » is selected: ; » = arg max, ¢ y, 7 () which guarantees that 7 (T;) < 7(4,2).
The third inequality follows because Z; is unsaturated. Next, we analyze the second term from

Eq. 29).
f(@e2) = flzen) < hwe2;00) — M5 00) + vroe_1 (w2, T1) + 26,

S vror (T2, 1) + 260, (31
<o 1 (T, we1) + 28;17,,“
in which the first inequality follows from Lemma [J] the second inequality results from the way
in which x ; is selected: x;; = argmax,ecyx, h(x;60:), and the third inequality follows because
v < ¢; by definition. Now we can plug Eq. (30) and Eq. (1) into Eq. (29):

2ry <2 (20t0t71(ft793t,1) + o1 (a2, 1) + 85;11,15) + o1 (@2, T01) + 26;1,,5
_ , (32)
<deyor 1 (T, ve1) + 3c0r-1(Te2, T41) + 1865, 4

Next, by separately considering the cases where the event £t (¢) holds and otherwise, we are ready
to upper-bound the expected instantaneous regret:

4

E[Q?ﬂ}‘t,l] S ]E[4Ct0't,1(ft,xt’1) + ?)CtO't,l(.’Et’Q, l’t}l) + 185,/m’t‘]:1571] + ?
1 4
<E {4075015—1(%,2,%,1)])_1/# +3cioi—1 (@2, T01) + 18€/m,t|]'_t—1 + o)

4 4
= Ct < + 3> E [Ut—l(xt,%xt,l)‘ft—l] + 185:n,t + ")

p—1/t? t
23 4
< Ct?]E [ot—1(we,2, 201) | Fi1] 4+ 18¢y, , + P
in which the first inequality have made use of Eq. (32)), the second inequality results from Eq. (28),
and the last inequality follows because ﬁ <5/pand1<1/p. O
Next, we define the following stochastic process (Y; : ¢ = 0,...,T), which we prove is a

super-martingale in the subsequent lemma by making use of Lemma [[3]
Definition 2. Define Yy = 0, and forallt =1,...,T,

t
23c 2
Ty = TtH{Ef(t)}a X =Ty — Ttht—l(xt,z,xt,l) - 9€;n,f, - tgv and Y, = ;Xs-

Lemma 14. (Y; : ¢t =0,...,T) is a super-martingale with respect to the filtration Fy.

Proof. As X; =Y; —Y;_1, we have
E[Y; = Yi 1| Fio1] = E[X¢| Fioi]

23¢ 2
=E [Tt — Tpto'tfl(xt,%xt,l) - 95;71,15 - tQ|]:t1:|
23¢ 2
_E[R|F] - {sz@ (0r1 (2, 20.0) | Fos] + 9, + tQ}

<0.

When the event £ (t) holds, the last inequality follows from Lemma when E7 () is false, 7; = 0
and hence the inequality trivially holds. O

Lastly, we are ready to prove the upper bound on the cumulative regret of ou algorithm by applying
the Azuma-Hoeffding Inequality to the stochastic process defined above.
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Proof. To begin with, we derive an upper bound on |Y; — Y;_1|:

_ 23¢ 2
|Y: = Yio1| = | Xe| < |7e] + Tptgt—l(xt,%zt,l) + 9€/m,t + =

230,5
§2+7§my+%;¢+2

< % (4 + 12¢c9 + ggin,t) ’

where the second inequality follows because o;_1 (2,2, 1,1) < o, and the last inequality follows

since L > 1. Now we are ready to apply the Azuma-Hoeffding Inequality to (Y; : ¢t = 0,...,7T) with
an error probability of §:

T T 93¢, T T,
2: 224*%1%%%1+2p%m+§:§
t=1 t=1 t=1 t=1

T

2
+ 4| 2log(1/4) Z (; (4 + 12¢4c0 + 9E;n’t)>

t=1
T T

< 12cr Z Ut—l(xt,% xt,l) + 9T€’/I”I’L7T + 2 Z 1/t2
t=1 t=1

1
+ (p (4 +12cpco + 9&?;,1’T)> 2T log(1/96)

A~ 2 4+ 12crco + 92,
< 12cpy | T2e0-=d + 9T, ;- + % + e T /2T Tog(1/5).
Ky ’ p

The second inequality makes use of the fact that ¢; and 7, , are both monotonically increasing in

t. The last inequality follows because Zt 10t—1(Te1, e 2) < 4 /T2c0 d which we have shown

in the proof of the UCB algorithm, and Y;_, 1/t> < x2/6. Note that Appendix I holds with
probability > 1 — §. Also note that 7; = r; with probability of > 1 — § because the event E7 (t)
holds with probability of > 1 — § (Lemma @) Therefore, replacing § by §/2, the upper bound from

Appendixis an upper bound on R = Zthl r¢ with probability of 1 — 6.

Lastly, recall we have defined that vy = (ﬁT+B )\/Iiu-l-l) Ku/A, ¢ £
vr(l + 2log(K)). and fr = O(LVd).  This implies that e =

6<($\/§+ B‘”‘/“u) m) = 6( Hf/\—f—B). Also recall that as long as the

conditions on m specified in Eq. are satisfied (i.e., as long as the NN is wide enough), we can
ensure that 9T5’m7T < 1. Therefore, the final regret upper bound can be expressed as:

~ d | X\~ d
Ry = O — 4+ B JTXd+ — +B|VT
KuA Ky KuA

o ((-L ) rra :6<<ﬁ+3 A)Jﬁ)

KuA Ky Ky Ky

This completes the proof. As we can see, our TS algorithm enjoys the same asymptotic regret upper
bound as our UCB algorithm, ignoring the log factors.
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C ADDITIONAL EXPERIMENTS FOR SECTION
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Figure 5: Comparisons of cumulative regret (average and weak) of different dueling bandits algorithms
for different form of Square function, i.e., a(x " )%, where a = {10, 20, 30,40}.
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Figure 6: Comparisons of cumulative regret (average and weak) of different dueling bandits algorithms
for different form of Cosine function, i.e., cos(3x " @) and bcos(x " 0), where b = {3,5,10}.

C.1 COMPUTATIONAL EFFICIENCY AND SCALABILITY

To discuss the computational efficiency and scalability of our proposed algorithms, we consider the
following two key aspects:

Size of the neural network (NN): The primary computational complexity of our proposed algorithms
from the NN used to estimate the latent reward function. Let d be the dimension of the context-arm
feature vector (input dimension for the NN). Assume the NN has L hidden layers, each with m
neurons. Then, the inference cost from the input layer to the first hidden layer is O(dm), the inference
cost for hidden layers is O(Lm?), and the inference cost for the final layer is O(m). Therefore, the
overall inference cost for each context-arm pair is O (dm + Lm?+m). Note that p = dm+ Lm?+m
is the total number of NN parameters. The training time for the NN is O(EC Lm?), where E is
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the number of training epochs and C' is the number of context-arm pairs observations. Therefore,
choosing the appropriate size of NN for the given problem is very important, as having smaller NNs
may not accurately approximate the latent reward function, while larger NNs can incur significant
training and inference costs.

Number of contexts and arms: Let K be the number of arms and p be the total number of NN
parameters. Since we use the gradients with respect to the current estimate of NN as context-arm
features, the gradient computation cost for each context is O(Kdp), where d is the dimension of the
context-arm feature vector. The computational costs for computing reward estimate and confidence
terms are O(Kp) and O(Kp?), respectively. For selection arms, the computational cost for the first
arm is O(Kp + K'), which includes estimating the reward for each context-arm pair O(Kp) and
then selecting the arm with the highest estimated reward O (K ); and the computational cost for the
second arm is O(Kp + (K — 1)p?), i.e., computing estimated reward O(K p) and confidence terms
O((K — 1)p?) for all arm with respect to the first selected arm Thus, the overall computational cost
of our proposed algorithms for selecting a pair of arms for each context is O(Kdp + Kp?). Since
each context-arm pair is independent of others, each arm’s gradients, reward estimate, and optimistic
term can be computed in parallel. Consequently, the computational cost for selecting a pair of arms
for each context can reduced to O(dp + p?).

C.2 COMPARISION WITH EXISTING CONTEXTUAL DUELING BANDIT ALGORITHMS

proposed a contextual linear dueling bandits algorithm using a logistic link function with
pairwise and subset-wise preference feedback. Whereas (2022) generalized the setting to
the contextual linear stochastic transitivity model, and|Li et al.| proposed an algorithm based
on Feel-Good Thompson Sampling [2022)). These existing works only consider the linear
reward function, which may not be practical in many real-life applications. Our work fills this gap in
the literature and generalizes the existing setting by considering the non-linear reward function in
contextual dueling bandits. Furthermore, the arm-selection strategies are different, as and
(2024) select the most informative pair of arms, and [Bengs et al.|(2022) select the first arm
optimistically and select the second arm that beats the first arm optimistically. In contrast, we select
the first arm greedily to ensure the best-performing arm is always selected and then the second arm
optimistically to focus on exploration, making the arm-selection process computationally efficient as
our algorithms only need to compare K — 1 pairs instead of all possible pairs (i.e., O(K?)). Since
we use an NN-based reward estimator, our optimistic term calculations for the context-arm pairs
differ from the existing work. Therefore, our regret analysis uses techniques different from existing
algorithms for contextual dueling bandits.

C.3 WHAT IF FIRST AND SECOND ARM ARE SAME

Since our proposed algorithms have a sub-linear regret guarantee, they will eventually select the
best arm and recommend it in duels. This implies that for a given context, both the first and second
arms chosen may ultimately be the same, representing the best-performing arm. Therefore, the first
and second arms can be the same in our proposed algorithms. However, observations in which both
arms are the same do not provide any useful preference information for estimating the latent reward
function, as no comparison is being made. Including such observations for estimating latent reward
function would only contribute to noise and result in a constant loss. Thus, we have to exclude these
observations from the reward estimation.

D NEURAL CONTEXTUAL BANDITS WITH BINARY FEEDBACK

We extend our results to the neural contextual bandit problem in which a learner only observes
binary feedback for the selected arms (note that the learner only selects one arm in every iteration).
Observing binary feedback is very common in many real-life applications, e.g., click or not in online
recommendation and treatment working or not in clinical trials (Li et al.,2017; [Faury et al., [2020).

Contextual bandits with binary feedback. We consider a contextual bandit problem with binary
feedback. In this setting, we assume that the action set is denoted by A. Let X; C R¢ denote
the set of all context-arm feature vectors in the round ¢ and x; , represent the context-arm feature
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vector for context ¢; and an arm a € A. At the beginning of round ¢, the environment generates
context-arm feature vectors {x; q}qc4 and the learner selects an arm a,, whose corresponding
context-arm feature vector is given by x; ,. After selecting the arm, the learner observes a stochastic
binary feedback y; € {0,1} for the selected arm. We assume the binary feedback follows a
Bernoulli distribution, where the probability of 4y, = 1 for context-arm feature vector x; , is given by
P{y. = llzt,o} = 1 (f(21,q)), where p : R — [0, 1] is a continuously differentiable and Lipschitz
with constant L,,, e.g., logistic function, i.e., u(z) = 1/(1+e~%). The link function must also satisfy
Ky = infyex fo(f(x)) > 0 for all arms.

Performance measure. The learner’s goal is to select the best arm for each context, denoted
by &} = argmax,cy, f(z). Since the reward function f is unknown, the learner uses available
observations {Zs 4, Ys 2;11 to estimate the function f and then use the estimated function to select
the arm a; for context x,. After selecting the arm a;, the learner incurs an instantaneous regret,
re = pu(f(xF)) — p (f(ze,q)). For T contexts, the (cumulative) regret of a policy that selects action
a, for a context observed in round ¢ is given by Ry = Zthl Ty = ZtT=1 [ (f(xF) — pn(f(zea))]-
Any good policy should have sub-linear regret, i.e., limy_,o, 97 /T = 0. Having sub-linear regret
implies that the policy will eventually select the best arm for the given contexts.

D.1 REWARD FUNCTION ESTIMATION USING NEURAL NETWORK AND OUR ALGORITHMS

To estimate the unknown reward function f, we use a fully connected neural network (NN) with
parameters 6 as used in the Section[3] The context-arm feature vector selected by the learner in round
s is denoted by z, , € &, and the observed stochastic binary feedback is denoted by y,. At the
beginning of round ¢, we use the current history of observations {(z; 4, ys)}g;ll and use it to train
the neural network (NN) by minimizing the following loss function (using gradient descent):

A6 - 6oll3

g2 (33)

t—1
1
£0(0) = =— > [ 1og 1 (h(w0.030) + (1 =) log (1 — 1 (h(s.030))) | +
s=1
where 6 represents the initial parameters of the NN. With the trained NN, we use UCB- and TS-based
algorithms that handle the exploration-exploitation trade-off efficiently.

UCB-based algorithm. We propose a UCB-based algorithm named [NCBF-UCB] which works
as follows: At the beginning of the round ¢, it trains the NN using available observations. After
receiving a context, the algorithm selects the arm optimistically as follows:

Tt.a = Arg Max [h(z;04) + vror—1(2)], (34
2
where o (z) = 2 || 2520 || in which V; = S00_, g(w; 00)g(w;00) T L + 2L vr = (B +
t—1
B\/\/k, + 1)y/K,u /A in which r = n% dy + 2log(1/6) and d, is the effective dimension. We

define the effective dimension later in this section (see Eq. (33))), which is different from Eq. (4).

NCBF-UCB Algorithm for Neural Contextual Bandits with Binary Feedback based on UCB

Tuning parameters: § € (0,1) and A > 0
2: fort=1,...,Tdo
3:  Train the NN using {(z;q, yg)}ifl1 by minimizing the loss function defined in Eq.

4:  Receive a context and & denotes the corresponding context-arm feature vectors
5: Select 14, = arg maxyey, [h(x;0;) + vroy—_1(x)] (as given in Eq. (34))

6:  Observe preference feedback binary y,

7: end for

TS-based algorithm. We also propose TS-based algorithm named NCBF-TS, which is

similar to [NCBF-UCB| except to select the arm x,, it firstly samples a reward r;(z) ~
) vroi_(z)

N (h(x; 0; for every arm x € A; and then selects the arm ; , = arg max, ¢ y,7¢(x).
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Regret analysis. Let K denote the finite number of available arms. Our analysis here makes use
of the same assumptions as the analysis in Section 3] (i.e., Assumption [[|and Assumption [2). Let

H, = Estl Zfil g(xs,i;00)9(zs i; GO)T%. We now define the effective dimension as follows:

dy = log det (%Hb + I) : (35)

Compared to H' defined in Section [3.3] H,, contains only 7' x K contexts, which is less than the

T x K x (K — 1) contexts in H'. Therefore, our d}, is expected to be generally smaller than in the
neural dueling bandit feedback, as binary reward is more informative than preference feedback. A
key step in our proof is that minimizing the loss function Eq. (I)) allows us to achieve the following:

1 t—1
— > [ (h(@s,a:01)) — sl 9(sa500) + A(Br — ) = 0. (36)
s=1

m

We use the above fact to prove the following confidence ellipsoid result as done in linear reward
function (Li et al., 2017} Jun et al., 2017} [Faury et al.| 2020).

Theorem 4. Let § € (0,1), &}, , = Com™/%\/logmL3 (%)4/3 for some absolute constant Cy > 0.
As long asm > poly(T, L, K,1/k,, L,,1/Xo,1/X,10g(1/0)), then with probability of at least 1 — 6,
we have

|f(x) = h(z;0:)| < vrop1(z) + e,y

forallx € X, t € [T).

Similar to Theorem [T} as long as the NN is wide enough (i.e., if the conditions on m in Eq. (8) are
satisfied. More details are in Appendix[A)), we have that €7, , = O(1/T'). Also note that in contrast
to Theorem [I] whose confidence ellipsoid is in terms of reward differences, our confidence ellipsoid
in Theorem]is in terms of the value of the reward function. This is because in contrast to neural
dueling bandits (Section[3), here we get to collect an observation for every selected arm.

In the following results, we state the regret upper bounds of our proposed algorithms for neural
contextual bandits with binary feedback.

Theorem 5 (NCBF-UCB). Let A > k,, B be a constant such that vV2h™TH-'h < B, and

co > 0 be an absolute constant such that % ||g(xs7i;90)||§ < ¢, Vx € Xt € [T). Form >
poly(T,L,K,1/k,,L,,1/ o, 1/\ 10og(1/6)), then with probability of at least 1 — 6, we have

_ dy \ =
Rr =0 — 4+ B/ — Td,
Ky K

Theorem 6 (NCBF-TS). Under the conditions as those in Theorem 3| holds, then with probability of
at least 1 — 8, we have

» \/dy —
we=0| YL+ [N /rd,

Ky Ky

Note that in terms of asymptotic dependencies (ignoring the log factors), our UCB- and TS- algorithms
have similar growth rates. All missing proofs and additional details are in Appendix [D.2]

Comparison with Neural Bandits. The regret upper bounds of our NCBF-UCB and NCBF-TS
algorithms are worse than the regret of NeuralUCB Zhou et al.| (2020) and NeuralTS [Zhang et al.
(2021): O(db\/T ) (with k,, = 1) because of our extra dependency on «,, and Lu Specifically, note
that x,, < 1, therefore, the regret bounds in Theoremﬁ] and Theorem@ are increased as a result of the
dependency on «,,. In addition, the dependency on L, also places an extra requirement on the width

3Note that our effective dimension Eb is defined using H;, Eq. , while the effective dimension d’ inZhou

et al.| (2020) and |Zhang et al.[(2021) are defined using H. However, as we have discussed in Footnote J’ has
the same order of growth as log det (Hy /A + I). So, our regret upper bounds are comparable with those from
Zhou et al.|(2020) and |Zhang et al.|(2021).
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m of the NN. Therefore, our regret bounds are worse than that of standard neural bandit algorithms
that do not depend on x,, and L,,. This can be attributed to the additional difficulty of our problem
setting, i.e., we only have access to binary feedback, whereas standard neural bandits |[Zhou et al.
(2020); |[Zhang et al.| (2021)) can use continuous observations.

Also note that our regret upper bounds here (Theorem [5|and Theorem [6) are expected to be smaller
than those of neural dueling bandits (Theorem [2[ and Theorem , because d;, here is likely to be

smaller than d from Theorem [2|and Theorem [3| This may be attributed to the extra difficulty in the
feedback in neural dueling bandits, i.e., only pairwise comparisons are available.

D.2 THEORETICAL ANALYSIS

In this section, we show the proof of Theorem [5]and Theorem [6]for neural contextual bandits with
binary feedback (Appendix [D). We can largely reuse the proof from Appendix [A] and here we will
only highlight the changes we need to make to the proof in Appendix [A]

To begin with, in our analysis here, we adopt the same requirement on the width of the NN specified
in Eq. (8). First of all, Lemma [2]still holds in this case, which allows us to approximate the unknown
utility function f using a linear function. It is also easy to verify that Lemma [3]still holds. As a
consequence, Lemma 4{and Lemma E] both hold naturally.

D.2.1 PROOF OF CONFIDENCE ELLIPSOID

Similar to the our proof in Appendix[A.2} in iteration s, we denote ¢!, 2 g(x; 6p), &, 2 g(xs; 0:),
and h ¢ £ h(xs;0;). Here we show how the proof of Lemma |6 should be modified. For any
0¢ € RP, define

t—1
1
Gi07) 2 — " |1 ({bp = b0, 01)) = ({07 = 0, 21)) | L+ A0 =) (3D
s=1
Note that the definition of G; in Eq. is exactly the same as that in Eq. (9, except that here we use a
modified definition of ¢,. Note that here V; is defined as V; = 3" _, g(;00)g(ws;00) T L + 21 =

m
22:1 tpg@;T% + ﬁI. In addition, the definition of f; ; remains: f;, s = (8; — 6o, ¢}). With the

modified definitions of V;_1, we can easily show that Lemmaremains valid. Note that here the

binary observation can be expressed as y, = u(f(xs)) + €5, in which ¢ is the observation noise. It
is easy to verify that the decomposition in Eq. (IZ) remains valid.

Next, defining A; and A, in the same way as Eq. (T3), it is easy to verify that Eq. (T4) is still valid.
Note that during the proof of Eq. , we have made use of Eq. (36)), which allows us to ensure the
validity of L 22;11 (,u(ﬁsﬂg) —ys )@, + A0 — 0p) = 0inEq. |i This is ensured by the way we
train our neural network with the binary observations. Next, we derive an upper bound on the norm
of A;. To begin with, we have that

s = Eelly = llg(xs; o) — g(zs3 04l

Ot 1/3
< Cymt3\/logm </\> L2,

in which the inequality follows from Lemma] Then, the proof in Eq. can be reused to show
that

< m—2/3 \/@t‘*/?’Clél/?’/\_l/?’L?/?.

Al = H; S (6(fis) = ) (#h - 81)
2

s=1

Note that the upper bound above is smaller than that from Eq. (T6) by a factor of 2. Similarly, we can
follow the proof of Eq. to derive an upper bound on the norm of A,:

= B

> (8(fi0) = nhs)) 2.

| Agll, = < 2L,CyC3CY3m =23\ flogmt™/ 3 L7/2\=/3,

2
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in which the upper bound is also smaller than that from Eq. (I7) by a factor of 2. As a result, defining
€m,¢ in the same way as Eq. (@[) (except that the second and third terms in &, ; are reduced by a

factor of 2), we can show that Eq. 20) is still valid:
i&«p’— . (38)
s=1 ’ \/> y—1 Ku

Now we derive an upper bound on the first term in Eq. (38) in the next lemma, which is proved by
modifying the proof of Lemma

1
Vil = ol < —

Lemma 15. Let B = = +/dy + 2 log(1/48). With probability of at least 1 — 6, we have that

t—1 1
Zé‘s@éf
s=1

Proof. Note that in the main text, we have the following modified definitions: H;, =
Zle ek 9(si:00)9(ws,i300) T L, and dy, = logdet (% H, +1I).

To begin with, we derive an upper bound on the log determinant of the matrix V; =
22:1 9(24300)9(25;00) T L + 2. Now the determinant of V; can be upper-bounded as

1
det(V;) = det (Zg z4;00)9(xs;600) " — + 21)

< det (ZZ T30 xSl’HO)TrlrL+/<;);LI>

s=lieK
A
= det (Hb + I> .
Ky
Recall that in our algorithm, we have set V; = &I,}. This leads to

A
det V, . det (Hb + ’ZI)
Vo = 0 detVp
(A/ky)P det (S£H, + 1)
(A/ k)P
= log det (%Hb + I) .

log

= log

Next, following the same line of argument in the proof of Lemma [§|about the observation noise €, we
can easily show that in this case of neural contextual bandits with binary observation, the sequence of
noise {;} is also conditionally 1-sub-Gaussian.

Next, making use of the 1-sub-sub-Gaussianity of the sequence of noise {£,} and Theorem 1 from
Abbasi-Yadkori et al.| (2011}, we can show that with probability of at least 1 — 9,

det V,—
! < \/log <tl) +21og(1/4)
\/7 Vtill det VO
< \/log det (H—;Hb + I) + 2log(1/0)

< \/dy + 210g(1/5),

in which we have made use of the definition of the effective dimension 671, = log det (“—/\"Hb + I).
This completes the proof. 0
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Finally, plugging Lemma|[T3]into Eq. (38) allows us to show that Lemma|[6]remains valid:
[ A
\/m||9f—9tHVt71 <pr+B ?4-17 vVt € [T] 39)
14

Now we can prove the confidence ellipsoid in Theorem [}

Theorem 4. Let 6 € (0,1), &7, , = Com~Y/6\/logmL? (%)4/‘3 for some absolute constant Cy > 0.
Aslong asm > poly(T, L, K,1/k,, L,,1/Xo,1/X,10g(1/5)), then with probability of at least 1 — 6,
we have

|f(x) = h(x;0:)| < vroe1(x) + €y

forallx € X, t € [T)].

Proof. Denote ¢(x) = g(x;6p). Recall that Lemma [2]tells us that f(z) = (g(x;60),05 — 6o) =
(p(x), 07 — 0p) for all z € X, t € [T]. To begin with, for all x € X, t € [T] we have that

|f (@) = (p(2), 8: = bo)| = [(p(2), 07 — bo) — (p(2),0: — bo)|
= [(p(x), 05 = 01))]

- |<%¢(z),\/ﬁ(9f —01))]

40
< H\/lﬁp(m) - Vmll0r = Oclly, . w
< H\/lﬁsp(x) o <5T + B\/z-i- 1) )

in which we have used Lemma [§] (reproduced in Eq. (39)) in the last inequality. Now making use of
the equation above and Lemma|5| we have that

| f(x) = h(z;0,)]
= |f(z) = (p(x),0; — O0) + (p(z), 01 — o) — h(x;0:)]
<|f(@) = (p(x),0: — Oo)| + [(p(x), 0: — b0) — h(z;6,)]

A
Br+ By —+1|+el,,,
v, Fop ’

in which the last inequality follows from Eq. #0) and Lemma 3}

Jo

Recall that we have defined in the paper o7, (z) = 2

¥
1)y/Ku/A in which S = é\/cfb + 2log(1/0). This completes the proof of Theorem O

D.2.2 REGRET ANALYSIS

2
g(xff) ‘Vil,and vr = (Br + By\/A/k, +
t—1

Now we can analyze the instantaneous regret:
re = fag) — f(ar)
< h(@y;00) + vrori(a]) + €y — h(2e; 00) + o1 (ze) + €74
< h(wg;0;) +vpog—q () — W 0;) + vpog—1 () + 2E;n,t

= 2upoy_1(xe) + 267, ;.

Next, the subsequent analysis in Appendix follows by replacing oy—1 (1, %s,2) by or—1(x),

which allows us to show that
T

A ~
20752_1(331:) < ZCOH—db.

t=1 H
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Finally, we can derive an upper bound on the cumulative regret:

T

T

B = 3 €3 Qo) + 22

t=1

t=1

T T
S 2 Z VTO't,1(£L't) + 2 Z E;n,t
t=1 t=1

< 2up TZO’?fl(l't) + 2Te,, ¢

t=1

A\ ~
< 2upy[T2co—dy + 2T<,, 1.
P ,

w

Again it can be easily verified that as long as the conditions on m specified in Eq. (8) are satisfied (i.e.,

as long as the NN is wide enough), we have that 2T me < 1. Also recall that S = (5(

1
Ku

Vo).

and vy = (Br + B/ Ak, + 1)\ /Eu /A = 5(\/%7\/(’13, + B+ /Ku/A). This allows us to simplify

the regret upper bound to be

The proof for the Thompson sampling algorithm follows a similar spirit, which we omit here.

D.3 EXPERIMENTS FOR NEURAL GLM BANDITS

Cumulative Regret

- LinCBF-UCB
- LinCBF-TS
- NCBF-UCB
- NCBFTS

bhdd

I3 200

35000

t

20000

15000

10000

Cumulative Regre

5000

- LinCBF-UCB
- LinCBF-TS
- NCBF-UCB
- NCBFTS

- LinCBF-UCB
- LinCBFTS
- NCBF-UCB
NCBF-TS

RN

Cumulative Regret

- LinCBF-UCB
- LinCBF-TS
- NCBF-UCB
NCBF-TS.

2000

Cumulative Regret

40 600

Rounds

(2) 10(z " 9)?

I 200 %0 &0

Rounds

(b) 40(z " 6)?

%0 1000 3 20 &

Rounds

(c) cos(3z 7 0)

0 00 00 1000 ) 200 0 00

@
Rounds

(d) 10cos(z " 0)

00 1000

Figure 7: Comparing cumulative regret of GLM bandits algorithms for non-linear reward functions.
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(K) and dimension of the context-arm feature vector (d) for Square reward function (i.e., 10(z T )?).

36



Under review as a conference paper at ICLR 2025

E THEORETICAL INSIGHTS FOR REINFORCEMENT LEARNING WITH HUMAN
FEEDBACK

Our algorithms and theoretical results can also provide insights on the celebrated reinforcement
learning with human feedback (RLHF) algorithm (Chaudhari et al., 2024}, which has been the
most widely used method for the alignment of large language models (LLMs). In RLHF, we are
given a dataset of user preferences, in which every data point consists of a prompt and a pair of
responses generated by the LLM, as well as a binary observation indicating which response is
preferred by the user. Following our notations in Section 2} the action x; (resp. 2 2) corresponds
to the concatenation of the prompt and the first response (resp. second response). Of note, RLHF
is also based on the assumption that the user preference over a pair of responses is governed by the
BTL model (Section EI) That is, the binary observation y; is sampled from a Bernoulli distribution,
in which the probability that the first response is preferred over the second response is given by
P{zi1 > @2} = p(f(xe,1) — f(ze,2)). Here f is often referred to as the reward function, which is
equivalent to the latent utility function f in our setting (Section 2).

Typically, RLHF consists of two steps: (a) learning a reward model using the dataset of user
preferences and (b) fine-tuning the LLM to maximize the learned reward model using reinforcement
learning. In step (a), same as our algorithms, RLHF also uses an NN h (which takes as input the
embedding from a pre-trained LLM) o learn the reward model by minimizing the loss function (T).
The accuracy of the learned reward model is crucial for the success of RLHF (Chaudhari et al.| [2024).
Importantly, our Theorem|[I|provides a theoretical guarantee on the quality of the learned reward
model h, i.e., an upper bound on the estimation error of the estimated reward differences between
any pair of responses. Therefore, our Theorem [I| provides a theoretically principled measure of the
accuracy of the learned reward model in RLHF, which can potentially be used to evaluate the quality
of the learned reward model.

In addition, some recent works have proposed the paradigm of online/iterative RLHF (Bai et al.|
2022; Menick et al.| 2022;|Mehta et al., 2023; Ji et al.| 2024; Das et al.,[2024) to further improve the
alignment of LLMs. In online RLHF, the RLHF procedure is repeated multiple times. Specifically,
after an LLM is fine-tuned to maximize the learned reward model, it is then used to generate pairs of
responses to be used to query the user for preference feedback; then, the newly collected preference
data is added to the preference dataset to be used to train a new reward model, which is again used to
fine-tune the LLM. In this case, as the alignment of the LLM is improved after every round, the
newly generated responses by the improved LLM are expected to achieve progressively higher
reward values, which have been shown to lead to better alignment of LLMs (Bai et al., 2022; |Menickl
et al.| [2022; Mehta et al., 2023} Ji et al.| |2024; Das et al.|[2024). In every round, we can let the LLM
generate a large number of responses (i.e., the actions in our setting, see Section [Z), from which we
can use our algorithms to select two responses ;1 and ;o to be shown to the user for preference
feedback. In addition, our algorithm can also potentially be used to select the prompts shown to the
user, which correspond to the contexts in our problem setting (Section [2). Our theoretical results
guarantee that our algorithms can help select responses with high reward values (Theorem [2 and
Theorem [3). Therefore, our algorithms can be used to improve the efficiency of online RLHF'.
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