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Abstract

Counterfactual explanations provide individuals with cost-optimal recommenda-
tions to achieve their desired outcomes. However, when a significant number of
individuals seek similar state modifications, this individual-centric approach can
inadvertently create competition and introduce unforeseen costs. Additionally,
disregarding the underlying data distribution may lead to recommendations that
individuals perceive as unusual or impractical. To address these challenges, we
propose a novel framework that extends standard counterfactual explanations by
incorporating a population dynamics model. This framework penalizes deviations
from equilibrium after individuals follow the recommendations, effectively mitigat-
ing externalities caused by correlated changes across the population. By balancing
individual modification costs with their impact on others, our method ensures
more equitable and efficient outcomes. We show how this approach reframes the
counterfactual explanation problem from an individual-centric task to a collective
optimization problem. Augmenting our theoretical insights, we design and imple-
ment scalable algorithms for computing collective counterfactuals, showcasing
their effectiveness and advantages over existing recourse methods, particularly in
aligning with collective objectives.

1 Introduction

Algorithmic decisions are increasingly shaping various aspects of our lives, including our access to
opportunities and services Karimi et al. [2022]. For individuals negatively affected by an algorithmic
decision (e.g., loan denial), counterfactual explanations (CE) Wachter et al. [2017] provide actionable
insights by identifying minimal changes (e.g., increasing savings) needed to achieve a favorable
outcome (e.g., loan approval). Defining CE requires three elements:

1. A feature space X ⊆ Rd characterizes individuals and is equipped with a probability measure
P ∈ P(Rd), where P(Rd) represents the set of all probability measures on Rd.

2. A cost function c : X × X → R quantifies the effort to modify features x ∈ X to x′ ∈ X .
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3. A binary classifier h : X → Y ∈ {±1} assigns a decision to every x ∈ X . This partitions X into
undesirable X− = {x ∈ X : h(x) = −1} and desirable X + = {x ∈ X : h(x) = +1} subsets.
The respective probability distributions, P- and P+, are induced by restricting P to X− and X +.

For an individual x ∈ X− receiving an undesirable outcome, the counterfactual explanation CE(x)
provides the minimal-cost strategy to achieve the favorable label:

CE(x) = argmin
x′∈X +

{c(x, x′)} . (1)

The standard CE formulation assumes that individuals act in isolation, ignoring interactions between
individuals moving to the same destination in X +. However, real-world dynamics are far more
complex. While an individual benefits from transitioning from X− to X + by receiving a positive
decision, other factors can influence their overall utility. For instance, individuals moving to an
overcrowded region may face increased competition, leading to a decline in their utility. By solving
CE on a per-individual basis, the standard formulation overlooks these broader societal impacts,
failing to account for the collective consequences of explanations. This so-called externality resembles
the tragedy of the commons Gross and De Dreu [2019], as seen in navigation algorithms optimizing
routes independently.

In our work, we model competition by assuming a fixed, yet unknown, amount of resources is
available for individuals with a specific feature x. For instance, if x represents job-relevant attributes,
the resources at x correspond to the societal demand for the expertise associated with x. While
these resources are not directly observable, modeling population dynamics allows us to link them
to the population distribution at equilibrium. Assuming the population is in equilibrium before CE
generation, the current population density P+ serves as a strong predictor of the available resources.

Leveraging the connection between current population density and available resources, we propose
a framework called Collective Counterfactual Explanation (CCE). CCE accounts for the limited
resources at each x and generates explanations collectively. It guides individuals in a way that
the population, after receiving and partially following these explanations, reaches a state close to
equilibrium. This ensures that the externalities from increased competition are minimized, making
the generated explanations more reliable and beneficial for everyone.

Neglecting the underlying distribution P raises concerns about robustness to inaccurate cost estimates
or feasibility constraints. Social structures and unobserved costs may have already pushed individuals
out of low-density areas, rendering recommendations towards those regions ineffective. To address
this, recent work highlights data manifold closeness as a key requirement in CE Karimi et al. [2022],
Guidotti [2022], Verma et al. [2020]. As we discuss in Sec. 3, the CCE formulation naturally aligns
with this and related desiderata.

To illustrate these nuances, we use the Moons dataset Pedregosa et al. [2011] with a non-linear SVM
classifier and decision boundary L in Fig. 1. Standard CE methods, such as Wachter et al. [2017],
guide all applicants to the decision boundary L. While this approach is cost-effective, it neglects the
feature-space distribution P, potentially concentrating individuals in a low-resource region (left panel).
This issue is particularly pronounced for SVM classifiers, which emphasize the margin between L
and the nearest data points. In contrast, CCE generates a more natural distribution, balancing the
costs incurred by individuals with their impact on others (right panel).

Our Contributions. We leverage a population dynamics model from mean-field game theory to
incorporate competitive interactions between individuals into the CE formulation. Our framework,
Collective Counterfactual Explanations (CCE), penalizes deviations from equilibrium to minimize
unnecessary competition costs pursuant to the following recommendations. We propose a relaxed
version of CCE that reformulates the CE generation problem as an unbalanced optimal transport
(OT) problem. This reformulation enables us to draw on extensive techniques and tools from the OT
literature to address various challenges in CE. In sum, our main contributions are:

• Formalize the collective costs of CE using a model of population dynamics (Sec. 2.1).
• Propose the CCE framework that penalizes externalities from individual interactions (Sec. 2.2).
• Relax CCE to unbalanced OT and provide solution existence and consistency guarantees (Sec. 2.3).
• Design an efficient algorithm to solve CCE with the benefit of amortized inference (Sec. 2.4).
• Demonstrate the advantage of CCE over standard CE along various desiderata (Sec. 3).

2



-0.5

0.0

0.5

1.0

-1 0 1 2

-0.5

0.0

0.5

1.0

-1 0 1 2

Figure 1: Comparing CE methods with a non-linear SVM classifier. (Left) Wachter et al. [2017]
place all recommendations on the decision boundary L. (Right) In contrast, Collective CE moves
individuals to more populated areas, which are potentially more resource-rich.

• Extend CCE to a wide range of new settings and problems, including temporal recourse and
recourse based on an ordered family of classifiers (Sec. 4).

• Conduct numerical studies to support the theoretical results and the efficacy of our method (Sec. 5).

2 Collective Counterfactual Explanation (CCE)

In this section, we extend the standard CE framework to address resource scarcity and competition
arising from CE. The standard framework assumes individuals seek the minimum-cost action to
reach X +. Therefore, it considers the cost of change and the benefit of positive classification as the
only factors important for the individual. However, in practice, the benefits of positive classification
are not uniform; when individuals cluster at specific points in X +, congestion can reduce these
benefits.

We model congestion and reduced benefits by assigning a resource to each x ∈ X and denote the
resource distribution by S ∈ P(X ). If we ignore resource limitations, following CE may increase
demand beyond the resources available at some points. This inefficiency can lower overall utility or
force individuals to take further actions to establish a new equilibrium, which may undermine the
value of our recommendations over time.

An ideal collective CE should transport the population from one equilibrium to another. We assume
that individuals are in equilibrium before CE. Our goal is to generate CE that moves individuals to a
new equilibrium, under the assumption that a random subset of individuals fully comply with the
recommendations. Suppose there exists a function E : P(X )→ R that can measure the distance of a
distribution from equilibrium. Denote the distribution over X + after CE by PCE. Then, to ensure the
recommendations lead to a new equilibrium, we can include a penalty E(PCE) in the objective.

A key property of equilibrium enables us to design a function E that penalizes deviations from it.
While the resources at each x are not directly observable, mean-field game theory links the resource
and equilibrium distributions. Specifically, in Sec. 2.1, we show that P ∝ S under equilibrium.
Consequently, if CE results in an equilibrium, it should satisfy PCE ∝ S+, where S+ represents
the resource distribution over X +. To quantify deviations from equilibrium, we measure how far
dPCE
dP+

(known as Radon-Nikodym derivative) is from 1. In particular, we will define E(PCE) is as the
χ2-divergence between PCE and P+ which can capture the extent of deviation effectively.

Under mild assumptions (see Lemma 1), we can express CE as a mapping T from X− to X +. Let
M(X−,X +) denote the space of all such mappings. To describe the distribution of individuals who
were initially negatively classified and follow the CE, we use T#P-, the push-forward distribution by
the map T . With this terminology, the collective CE problem solves the following problem:
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Proposition 1 (Collective Counterfactual Explanation) Under the population dynamics described
in Sec. 2.1, and assuming a γ proportion of individuals in X− follow the explanations, CCE solves

argmin
T∈M(X -,X +)

{
E
x∼P-

[c(x, T (x))q]
1
q + ηλ2 Dχ2 (T#P- ∥P+)

}
, (2)

for q ∈ [1,∞) and a competition regularization η. Here, λ =
γp-

γp- + p+
, where p+ and p- are the

proportions of the population in X + and X−, respectively.

The solution to Eq. (2) may not always exist Royden and Fitzpatrick [2010]. To address this, we
introduce a relaxed version of CCE with existence and consistency guarantees in Sec. 2.3.

The rest of this section outlines the tools and details to derive CCE in Prop. 1. We begin by introducing
population dynamics and equilibrium (Sec. 2.1). Then, we provide a step-by-step derivation of CCE
(Sec. 2.2), and its relaxed version (Sec. 2.3). We conclude with algorithms to solve CCE (Sec. 2.4).

2.1 Population Dynamics and Equilibrium

Let U(·, t) ∈ P(X ) be the distribution of individuals over X at time t. To analyze U, we use a mean-
field game theoretic framework Lasry and Lions [2006], Carmona et al. [2018]. In this framework,
the utility of an individual at x depends on the density of resources S(x) as well as competition
which arises from the local population density U(x, t). This interplay between the attraction of
resources and the pressure of competition drives how the population redistributes itself over time.
Mathematically, the following PDE explains the evolution of the population:

∂U(x, t)
∂t

= ∇ ·
(
U(x, t)∇

(
βU(x, t)− αS(x)

))
. (3)

• Attraction: ∇S captures how individuals move in response to resource availabilities.
• Competition: ∇U captures how individuals spread out depending on the presence of each other.
• Together, g := ∇ (αS(x)− βU(x, t)) is the driving gradient. Individuals move along this gradient.

The parameters α > 0 and β > 0 determine the significance of resource attraction and competition.
• The term Ug is the flux of the population, which is proportional to both U and the driving gradient.

At equilibrium, the population equilibrium density U∗(x) satisfies∇
(
βU∗(x)− αS(x)

)
= 0 which

implies U∗(x) = α
β S(x) + C, for some constant C (refer to Appendix C for additional details).

2.2 Formal Derivation of CCE Formulation

In the first step, we reformulate the standard CE problem in Eq. (1) as an optimization over the space
of measurable functions. LetM(X−,X +) denote the space of all measurable functions mapping
from the subspace X− to X +. Using Lemma 1 (which we deferred to the appendix for brevity), we
reformulate CE as minimizing the cost function within the space of measurable maps onM(X−,X +).
Formally, for any q ∈ [1,∞), the CE in Eq. (1) is equivalent to

argmin
T∈M(X−,X +)

{
E
x∼P

[c(x, T (x))q]
1
q

}
. (4)

The second step is to incorporate an additional term in the objective to penalize deviations from
equilibrium. As shown in Sec. 2.1, equilibrium requires the distribution of individual features to
align with the resource distribution. Assuming the population starts at equilibrium and the resource
distribution remains unchanged after intervention, we can measure deviations from equilibrium
by comparing P+ and PCE, i.e., the distribution over X + before and after CE. A general measure
of φ-divergence can quantify this difference. We particularly use χ2-divergence corresponding to
φ(t) = (t− 1)2 as this will make the connection between CCE and optimal transport theory explicit.

The third and final element needed to derive CCE in Prop. 1 is a model of individual responses to CE.
We assume that a γ proportion of individuals in X− follow the CE to transition to X +. Let p+ and p-
represent the fractions of the population initially in X + and X−, respectively. Under this response
model, the distribution of individuals in X + after receiving CE is PCE = λT#P- + (1− λ)P+. This
completes the preliminaries to prove Prop. 1, and we leave other details to the appendix.
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2.3 Relaxation of CCE

Generally, there is no guarantee for the existence of a solution to the CCE problem in Eq. (2). A
common technique to get around this is to search for an optimal plan π ∈ P(X− ×X +) instead of
an optimal map. We refer the reader to Appendix B for additional context on optimal transport (OT)
theory. Using this technique, we relax Eq. (2) with

argmin
π∈P(X−×X +)

{
E

(x,y)∼π
[c(x, y)q]

1
q + ηλ2 Dχ2 (π2 ∥P+) s.t. π1 = P-

}
, (5)

Where π1 and π2 are two marginal densities corresponding to the first and second coordinates of π.
We formally prove the existence of a solution for this relaxed problem:

Proposition 2 (Existence of a Plan) WhenX ⊆ Rd, c : X×X → [0,∞) is a lower semicontinuous
cost function, η > 0, and q ≥ 1, the relaxed CCE in Eq. (5) has a solution π∗ ∈ P(X− ×X +).

To explicitly connect to OT and leverage its extensive tools, we introduce an additional relaxation to
Eq. (5): We replace the hard constraint π1 = P- with a penalty term λ1 Dψ(π1 ∥ P-) to define.

arg inf
π∈P(X−×X +)

{
E

(x,y)∼π
[c(x, y)q]

1
q + λ1 Dψ(π1 ∥ P-) + λ2 Dχ2(π2 ∥ P+)

}
. (6)

Here, λ2 := ηλ2 and λ1 are regularization parameters and the choice of q and Dψ are arbitrary. We
show that this relaxed version is, in fact, consistent in the following sense:

Proposition 3 Denote the solution to Eq. (5) by π∗ and the solution to its relaxed problem Eq. (6) by
πλ1 . As λ1 →∞, we have πλ1 → π∗.

2.4 Algorithms for CCE

We can build on extensive algorithmic tools from OT to design algorithmic solutions for CCE.
Choosing Dψ = DKL and q = 1 in Eq. (6), we present a projected-gradient method to solve CCE in
Algorithm 1 in the appendix. This algorithm has the following time complexity:

Proposition 4 (Complexity of Algorithm 1) Let m and n be the sizes of the discrete sets X− and
X +, respectively, and let T be the number of iterations in the for-loop (lines 3–8) of Algorithm 1. Then,
the overall time complexity of the gradient-based unbalanced optimal transport solver is O(T mn).

Resembling the well-known Sinkhorn algorithm Peyré et al. [2017], Séjourné et al. [2022], Pham
et al. [2020], we also present Algorithm 4, a fast gradient-based unbalanced OT solver for relaxed
CCE. We refer the reader to the appendix for further details.

3 Collective Counterfactual Explanation Aligns with Key Desiderata

In this section, we show that the CCE framework not only accounts for limited resources and
competition but satisfies key desiderata for a successful recourse highlighted in recent surveys Verma
et al. [2020], Karimi et al. [2022].

Data Manifold Closeness. To avoid outliers and ensure CE is credible, it is suggested that CE
remain close to the current data distribution Hamer et al. [2023], Movin et al. [2024]. This property,
known as data manifold closeness, preserves intrinsic feature correlations and leads to more realistic,
actionable recommendations. In CCE, penalizing deviations from equilibrium naturally enforces
similarity to the current distribution. CCE also allows control over the desired level of closeness to
the data manifold.

Security & Privacy. Each CE reveals that instances within a radius c(x,CE(x)) around x belong
to the negative class, making the decision boundary easy to identify. Thus, standard CE APIs pose
security risks by enabling low-cost construction of surrogate models Pawelczyk et al. [2023], Pentyala
et al. [2023], Yang et al. [2022], as shown in Fig. 2 (middle). In contrast, CCE issues collective
recommendations that account for equilibrium shifts, integrating diverse factors that intuitively
complicate boundary manipulation, as shown in Fig. 2 (right).
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Robustness & Individual Fairness. In real-world decision-making, robustness and individual
fairness require similar individuals to receive comparable recommendations Ehyaei et al. [2023b],
Guyomard et al. [2023], Artelt et al. [2021]. Building on Otto et al. [2021], we can see that under
mild conditions on the densities P-, P+, and a general class of costs, CCE defines a diffeomorphism.
Since the feature space X is typically compact, small feature changes result in small changes in CCE
recommendations. In contrast, standard CE may yield sharply different outputs near the decision
boundary, leading to unequal treatment of similar individuals.

Amortized Inference. The standard CE formulation requires solving an optimization problem
for each individual, which can be computationally expensive. Amortized inference addresses this
challenge by leveraging patterns learned from prior instances Verma et al. [2021], De Toni et al.
[2023], Majumdar and Valera [2024]. Our CCE formulation employs a map T or plan π to gen-
erate explanations. Leveraging the rich literature of OT, we can efficiently learn this map or plan
using numerical methods. Once learned, we can generate CE for any instance without additional
computation.

Actionability. Certain features, such as birthplace (an immutable attribute) or age (which follows
a naturally increasing trajectory), introduce additional constraints on the design of CE. Actionable
recourse requires that recommendations respect these constraints Ustun et al. [2019], Joshi et al.
[2019], Rawal and Lakkaraju [2020]. A common approach to handle such constraints is to assign
large penalties in the cost function. In CCE, alternatively, we encode these constraints as linear
constraints Zaev [2015] within the OT problem. This is feasible because Boolean functions—limits
of compact support continuous functions—can generally be formulated as linear constraints. The
following proposition formally establishes the existence of a valid CCE plan, assuming at least one
plan satisfies the specified linear constraints.

Proposition 5 (Actionable CCE Through Linear Constraints) Under conditions of Prop. 2, the
relaxed CCE problem with linear constraints has a solution if and only if the set ΓW := {π ∈
P(X - × X +) :

∫
wdπ = 0, w ∈ W} is not empty, where W is the closure of W , a subset of

continuous functions with compact support on the space X - ×X +.

4 Extensions of Collective Counterfactual Explanation

In Sec. 2, we reformulated CE as the problem of finding an optimal coupling between the distributions
P- and P+. This perspective offers a unified framework for addressing key challenges in CE that are
otherwise difficult to resolve under standard formulations. We outline two such challenges below.

4.1 Path-Guided Counterfactual Explanation

Path-guided CE extends standard CE by offering not just a final target point, but a sequence of
intermediate steps that guide an input toward a desired outcome. To achieve this, we can use
displacement interpolation in dynamic OT, where mass moves continuously over time from a source
distribution to a target distribution.
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Figure 2: (Left) An example CCE recommendation. (Center) The standard CE method poses a
higher risk of revealing the classifier boundary. (Right) Identification strategies are less effective in
uncovering the boundary with the more sophisticated design CCE method.
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Figure 3: (Left) The temporal map showing the flow of each point as it moves toward the recourse
target. (Right) The back-and-forth method was applied to estimate the CE map. By leveraging
displacement interpolation, the optimal flow is depicted across four time steps, showing the transition
of the negative region into the positive region using the Moons dataset.

To introduce a temporal dimension into CE, we define a time-indexed family of maps Tt(x), t ∈ [0, 1],
where each Tt : X → X describes the state of an input at time t. We seek the following:

• Initial condition: At t = 0, the distribution of transformed points (the push-forward of P- by T0)
should match or approximate the source distribution P-.

• Final condition: At t = 1, the distribution induced by T1 should match or approximate the target
distribution P+.

Let vt(x) be a velocity field that describes how each point moves at time t. Then, the path-guided CE
objective is

min
(Tt,vt)

∫ 1

0

∫
X
c
(
x, vt(x), t

)
dTt(x) dt+ λ1

∫ 1

0

Dχ2

(
(Tt)#P ∥ P

)
dt

+ λ2 Dψ
(
(T0)#P- ∥ P-

)
+ λ3 Dχ2

(
(T1)#P- ∥ P+

)
,

subject to the continuity equation: ∂Tt

∂t +∇ · (Tt vt) = 0. Here, c(x, vt(x), t) is the instantaneous
cost of moving point x with velocity vt(x) at time t.

To construct Tt(x), we assume that each point moves along a constant-speed geodesic in the feature
space X connecting its original position to its destination under T1. That is, Tt(x) interpolates
between x and T (x) such that T0(x) = x and T1(x) = T (x). According to results in Villani [2009],
such geodesics exist in optimal transport theory, and the time-evolving distribution is then given by
(Tt)#P-. For numerical implementation, we use the back-and-forth algorithm from Jacobs and Léger
[2020], which efficiently approximates dynamic OT paths. Their implementation is publicly available
1. As a demonstration, we apply path-guided CE to the moons dataset using discrete time steps. The
results are shown in Fig. 3, which assumes a high competition cost scenario.

4.2 Counterfactual Explanation for Ordered Classifier Families

In conventional CE, eligibility is often determined by a single classifier. In practice, however, such as
in loan applications, eligibility may vary with the requested loan amount. For example, a request for ℓ
might be denied, while a lower amount ℓ′ could be approved. This necessitates a family of classifiers
hℓ, ℓ ∈ L, where each hℓ : X → Y = {±1} makes decisions for loan amount ℓ. These classifiers
follow a natural ordering: ℓ1 ≤ ℓ2 =⇒ hℓ1(x) ≥ hℓ2(x), indicating that eligibility becomes less
likely as the loan amount increases.

1https://github.com/Math-Jacobs/bfm?tab=readme-ov-file)
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Figure 4: Comparison of modification and competition costs across 100 experiments with different
random seeds. Bar plots show average values, while error bars represent standard deviations. Our
method (red bar) achieves lower competition cost but not the lowest modification cost, as it moves
points toward higher-density regions. However, when considering the combined metric of modifica-
tion cost and competition efficiency, it outperforms baselines, achieving the best trade-off.

Given this structure, CE seeks a minimal modification x′ such that the individual qualifies for a loan
of amount at least ℓ:

CEℓ(x) = argmin
x′∈X

{c(x, x′) s.t. hℓ(x
′) = 1} .

This ensures x′ satisfies the eligibility criterion for ℓ with minimal cost.

As discussed in Sec. 2, CE can be reframed as an unbalanced OT problem. To extend this to ordered
classifiers, we consider the joint distribution P̃ over features and loan amounts (x, ℓ) ∈ X × L. For
simplicity, assume hℓ(x) = sign(f(x, ℓ)), where f : X × L → R is continuously differentiable
and strictly decreasing in ℓ, i.e., ∂f∂ℓ < 0. The decision boundary is the set L = {(x, ℓ) ∈ (X ,L) :
f(x, ℓ) = 0}. Given that∇f is non-zero everywhere, by the implicit function theorem [Lang, 2012,
§ 5], L forms a C1 n-dimensional manifold in the (n+ 1)-dimensional space X × L.

Define P̃- and P̃+ as the restrictions of P̃ to the subsets where f(x, ℓ) < 0 and f(x, ℓ) > 0, respectively.
The unbalanced CCE framework constructs a recourse map via OT that transports P̃- to P̃+ using the
cost c∗((x, ℓ), (x′, ℓ′)) = c(x, x′). To enforce that the resulting loan amount does not decrease, we
constrain the OT plan with 1ℓ′≥ℓ. By leveraging tools to solve OT with linear constraints, we can
then find efficient recourse maps tailored to ordered classifiers.

5 Numerical Studies

In this section, we numerically evaluate our proposed collective CE for algorithmic recourse by com-
paring it against six baseline approaches: Wachter Wachter et al. [2017], Growing Spheres Laugel
et al. [2017], CLUE Antorán et al. [2020], FOCUS Lucic et al. [2022], C-CHVAE Pawelczyk
et al. [2020], and ROAR Upadhyay et al. [2021]. We selected a diverse range of algorithms to
ensure a broad spectrum of CE methods. We implement baseline methods using the open-source
CARLA Pawelczyk et al. [2021] (Counterfactual And Recourse Library) framework in Python, which
offers standardized interfaces for generating counterfactual explanations and recourse interventions.
Our experimental code will be released after review. We conducted experiments on three real-world
datasets commonly used in the literature to evaluate recourse methods: AdultBecker and Kohavi
[1996], COMPASAngwin et al. [2016], and HELOCFICO [2018], as well as one synthetic dataset,
MoonsPedregosa et al. [2011], which is also frequently utilized in illustrating algorithmic recourse.
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Figure 5: (Left) The blue curve represents the percentage increase in modification cost of CCE
relative to standard CE as λ2 varies from 0.01 to 0.3. The red curve illustrates the competition cost
obtained by λ2Dχ2(T#P- ∥ P+). Both curves are supported with confidence intervals. As expected,
there is a trade-off between modification and competition cost measures. (Right) The result of CCE
on the Adult dataset with λ2 = 0.1.

We specifically employed the Moons dataset because it is two-dimensional, allowing us to explicitly
demonstrate the features and highlight the differences between our method and other baselines.

The real data are derived from the CARLA package and preprocessed for each dataset (for more
details, see Appendix F). We use only two continuous actionable features to determine the best
recourse. Each dataset is randomly split into training (80%) and test (20%) sets. Two non-linear
methods, Multilayer Perceptron or Random Forest (corresponding method), are trained on each dataset
to serve as predictive models for which we seek algorithmic recourse. Baseline hyperparameters are
tuned according to the guidelines in the CARLA documentation or prior literature (see Table 1). To
compute the CCE, we employed the algorithm in Sec. 2.4. We also use the ℓ2 Euclidean as a cost.

To construct P- and P+, we select or generate 1000 instances for each label, negative or positive, and
construct the sample sets D+ and D-. In each experiment, we run baseline methods and compute
the average modification cost, 1

n

∑n
i=1 c(xi,CE(xi)). Additionally, we compute λ2Dχ2(T#P- ∥ P+)

to measure the divergence between the transported distribution and the target distribution. In our
experiment, we put λ2 = 0.1. To evaluate the competition cost, we discretize the space into a grid
and determine the proportions pi and qi of samples corresponding to D+ and CE(D-) within each
grid cell. Finally, the competition cost is computed as λ2

∑n
i=1

(qi−pi)2
pi

. This approach allows for a
structured comparison of recourse effectiveness and cost across different methods.

We conducted 100 experiments, each with a different random seed, and computed both the mod-
ification and competition cost metrics for each run. In Fig. 4, the average results across all ex-
periments are represented by bar plots, while the standard deviation is illustrated using error bars.
As expected, our method demonstrates lower competition cost compared to others. However, its
modification cost is not the lowest, as it tends to move points toward higher-density regions. Nev-
ertheless, when considering the combined metric of modification cost plus competition efficiency
( 1
n

∑n
i=1 c(xi,CE(xi)) + λ2

∑n
i=1

(qi−pi)2
pi

), our method outperforms the baselines, offering the
most balanced trade-off.

Another simulation explores the role of λ2, the competition cost. We investigate the behavior of the
CCE modification and competition as λ2 varies within the range [0.01, 0.3]. As expected, and as
illustrated by the simulation in Fig. 5 left, there is a trade-off between modification and competition
costs. By tuning λ2 in real applications, we can adjust the relative weight of modification and
competition costs to achieve a more realistic recourse.

To find the temporal path for each recourse, as explained in Sec. 4.1, we employed the back-and-forth
method (see Appendix E.3) to determine the optimal temporal curve from the initial state to the
modified resource. We demonstrate the construction of path-guided CE for the moons dataset based
on discrete temporal steps. The results are illustrated in Fig. 3. In the right figure, the optimal flow
that transfers the negative samples into the positive area is depicted over four steps.

Finally, to observe the CCE recourse, after determining the optimal plan, we randomly select the best
state using a multinomial distribution based on the probabilities derived from the optimal plan matrix.
The results are presented for the Moons dataset in Fig. 1, the Adult dataset in the right panel of Fig. 5,
and the COMPAS and HELOC datasets in Fig. 6.
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6 Further Related Work

In Poyiadzi et al. [2020], Kanamori et al. [2020], population probability is encoded into the cost
function, guiding CE toward denser regions near the boundary L. While this helps mitigate outlier
recommendations, these methods remain individual-centric and prone to overcrowding. Moreover,
their integration of density lacks a principled foundation, appearing somewhat arbitrary.

Group counterfactual explanations improve interpretability and fairness by addressing multiple in-
stances simultaneously. Warren et al. [2023] developed an algorithm for high-coverage, model-faithful
explanations, enhancing user understanding. Wielopolski et al. [2024] introduced a gradient-based
method linking local, group, and global counterfactuals. Carrizosa et al. [2024b] proposed optimiza-
tion models minimizing perturbation costs with linking constraints. Lodi and Ramírez-Ayerbe [2024]
presented a column generation framework for sparse, scalable group explanations. Fragkathoulas
et al. [2024] developed a graph-based approach ensuring feasible, fair group counterfactuals via
subgroup formation.

In Tsirtsis and Gomez Rodriguez [2020], utility functions represent decision-makers’ objectives,
guiding the optimization of policies and CE to maximize desired outcomes in strategic settings.
Recently, Carrizosa et al. [2024a] introduced a notion of collective CE, focusing on optimizing
the modification cost for a group of instances rather than for individuals. This approach aims to
harmonize the behavior of CE within a group, thereby mitigating the occurrence of cost-outlier
CE. However, by overlooking the underlying density, this method might still result in CEs that are
outliers concerning probability measures. Additionally, coupling CE within a group could amplify
the externalities.

To the best of our knowledge, our method is novel in the literature, employing population dynamics
to transform the conventional CE problem into a collective version. This approach is more realistic
and addresses certain issues inherent in conventional CE.

Our work is also indirectly related to strategic classification Hardt et al. [2016]. Both CE and
strategic classification involve individuals seeking a positive label. CE recommends cost-minimizing
actions under a fixed classifier, which is incentive-compatible (IC). In contrast, strategic classification
accounts for individuals strategically altering features, with the classifier adapting accordingly. Our
work adds a new layer of realism to CE: individuals taking similar actions may face competition.
This effect has recently been modeled as an externality in strategic classification Hossain et al. [2024].
Competition challenges the standard IC assumption in CE, as cost-minimizing recommendations may
no longer ensure incentive compatibility. While our framework does not explicitly model deviations
from recommendations, it focuses on maximizing social welfare in the presence of externalities.
Extending it to account for strategic deviations would be an interesting direction for future work.

7 Discussion and Future works

CCE is designed to address the limitations of standard CE by incorporating the population distribution.
By accounting for societal competition for favorable outcomes, CCE mitigates performative effects
arising from large-scale behavioral shifts that affect the cost function. Both theory and numerical
studies demonstrate CCE’s effectiveness in tackling core challenges in counterfactual design.

Importantly, computing the CCE solution does not require estimating P; our methods work directly
with samples, offering flexibility. No assumption is needed on h, allowing compatibility with
black-box classifiers.

Causality is central to algorithmic recourse, as interventions on some features can causally affect
others Karimi et al. [2020]. Our framework supports causal recourse through the use of causally fair
metrics Ehyaei et al. [2024a,b, 2023a], which map from endogenous to exogenous variables, thereby
removing direct dependencies before applying CCE. We omit technical details here to maintain focus
on collective CE, as full integration into a causal framework warrants separate study.

Choosing λ2 is application-specific and non-trivial. While this work does not address general models
of competition in recourse, we focus on competition over externalities Altmeyer et al. [2023] using a
concrete model. Future work should explore broader notions of externalities in this context.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: [NA]
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, the limitations of our work are discussed in the assumptions and further
addressed in the discussion.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and algorithmic recourse.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: Yes, for each theoretical result, we rigorously state all necessary assumptions
and provide complete proofs.
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: In the Numerical Study section, we describe our simulation steps in detail to
ensure reproducibility of the main experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: In the Numerical Study section, we describe our simulation steps in detail to
ensure reproducibility of the main experimental results.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Our simulation section is not strongly dependent on a specific dataset. There-
fore, we conduct our experiments on widely used algorithmic recourse benchmark datasets,
for which preprocessing steps and feature selection procedures have been thoroughly applied
in prior works.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: In our work, we use density plots to present our results. This approach allows
us to clearly visualize the average values as well as the overall behavior and distribution of
the data.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Our experiments are lightweight and can be executed on a standard laptop.
Therefore, we do not provide detailed information about the computing resources used.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: [NA]
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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A Supplementary Materials

A.1 Definitions

Definition 1 (Push-forward Measure) Let P, Q be two probability measures in P(Rd) and T :
Rd → Rd is map, the measure Q is called the push-forward of P through T is denoted by T#P if:

Q(B) = P(T−1(B)), ∀B ⊂ Rd

Definition 2 (Weak Topology) Weak topology on a space of probability measures on Rd, denoted
by P(Rd), is defined by convergence in distribution. A sequence of probability measures (Pn)n∈N
in P(Rd) converges weakly to a probability measure P if for every bounded continuous function
f : Rd → R,

lim
n→∞

E
Xn∼Pn

[f(Xn)] = E
X∼P

[f(X)].

Definition 3 (Set of Couplings) The set Γ(P,Q) represents the couplings of probability distributions
P,Q ∈ P(Rd), comprising distributions over Rd × Rd with margins P and Q. A measure π belongs
to Γ(P,Q) if and only if

π(A× Rd) = P(A) and π(Rd ×B) = Q(B) ∀A,B ⊂ Rd

By extension, a random pair (X,Y ) ∼ π, where π ∈ Γ(P,Q), will also be called a coupling of P
and Q.

Definition 4 (Linear Constraints) Let CL(P) and CL(Q) be the space of continuous functions on
X and X ′ and L1-integrable respect to P and Q measures. Let CL(P,Q) be the family of continuous
functions on X × X ′ such that:

CL(P,Q) = {h ∈ C(X × X ′) : ∃f = f1 + f2 s.t. |h| ≤ f},
where f1 ∈ CL(P), f2 ∈ CL(Q).

Definition 5 (The Wasserstein Metric) In the metric space (X , d), OT naturally defines a metric
known as the Wasserstein or Earth Mover’s distance. To define the Wasserstein metric, we consider
the space of probability measures with finite p-th moment (Wasserstein space):

Pq(X ) = {P ∈ P(X ) : E
X∼P

[dq(X, x′)] <∞,∀x′ ∈ X}

For two probability measures P,Q ∈ Pq(X ), the P-Wasserstein distance is defined as:

Wq(P,Q) =

(
inf

π∈Γ(P,Q)

E
(X,X′)∼π

[dq(X,X′)]

) 1
q

.

This metric is positive-definite, finite, symmetric, and adheres to the triangle inequality [Villani, 2009,
§ 6].

Definition 6 (Truncated Probability Measure) Let P ∈ P(Rd) be a probability measure and A ⊆
Rd be Borel subset of Rd such that P(A) > 0, the truncated probability measure PA ∈ P(Rd) is
defined as:

PA(B) =
P(A ∩B)

P(A)
for all B ∈ B(Rd).

Definition 7 (lower semi-continuous) A function f : Rd → R ∪ {+∞} is said to be lower semi-
continuous (l.s.c) at a point x0 ∈ rd if for every ϵ > 0 there exists a neighborhood U of x0 such that
for all x ∈ U , f(x) > f(x0)− ϵ. In economic terms, this concept implies that small perturbations in
the input do not lead to a substantial decrease in the function value, signifying a form of stability or
predictability in economic models, such as cost functions in production processes.

Definition 8 (Closure) Given a set A in a topological space X , the closure of A, denoted by A, is
the smallest closed set in X that contains A. Equivalently, it includes all the points of A along with
all its limit points (i.e., points that can be approached arbitrarily closely by points in A).
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Definition 9 (Continuous Measure) A measure µ on a measurable space (X,F) is said to be
continuous if for every A ∈ F , µ(A) = 0 whenever A is a set of a single point. In other words,
µ({x}) = 0 for every x ∈ X .

Definition 10 (φ-divergence) The φ-divergence between two probability distributions P and Q over
the same probability space, for a convex function φ, is defined as

Dφ(P||Q) =

∫
φ

(
dP
dQ

)
dQ

where dP
dQ is the Radon-Nikodym derivative of P with respect to Q. The divergence measures the

difference between the two distributions, with different choices of φ leading to different divergence
measures. Common examples include the Kullback-Leibler divergence for φ(x) = x log x, the Total
Variation distance for φ(x) = 1

2 |x− 1|, and the squared Hellinger distance for φ(x) = (
√
x− 1)2.

Definition 11 (n-dimensional Hausdorff Measure) Let (X, d) be a metric space. The n-
dimensional Hausdorff measureHn of a subset A ⊆ X is defined as follows:

Hn(A) = lim
δ→0

inf

{ ∞∑
i=1

(diam(Ui))
n
: {Ui} is a δ-cover of A

}

where a δ-cover of A is a countable collection of sets {Ui} with diam(Ui) < δ such that A ⊆
⋃
i Ui,

and diam(Ui) is the diameter of the set Ui. For n ∈ N,Hn generalizes the notion of n-dimensional
volume, withH1 representing length,H2 area, andH3 volume.

Definition 12 (δ-Confidence Positive Region) δ-confidence positive region is denoted by L+
δ con-

sists of smallest buffer of L in X + i.e., B = {x ∈ X + : dist(x, L) ≤ r} such that P(B) ≥ ϵ. where
dist(x, L) := inf{c(x, x′) : x′ ∈ L}.

A.2 Lemmas and Theorems

Lemma 1 (Measurability of the Recourse Map) Suppose X is a standard Borel space, h : X →
Y is a measurable function, and c : X × X → R is a jointly measurable cost. Define

R(x) := argmin
x′∈X +

{c(x, x′)} .

Then, R is a measurable set-valued map. If R(x) is non-empty and closed for all x ∈ X−, there
exists a measurable T : X− → X + with T (x) ∈ R(x) for all x.

B Overview of Optimal Transport and Extensions

This section provides an overview of OT and its extensions utilized in this study. OT, initially intro-
duced by Monge [1781], focused on cost-efficient transportation of soil for fortifications. Generally,
OT aims to transfer probability measures from a space X to X ′. While X and X ′ are typically Polish
spaces, in this work, they are considered open or closed bounded subsets of Rd.

B.1 Monge Problem

Let P ∈ P(X ),Q ∈ P(X ′) be two probability measures, and let c : X × X ′ → R be a ground-cost
function representing the cost of transporting a unit mass from x to y. The Monge’s OT problem is to
find a map T : X → X ′ that pushes forward P to Q (i.e., T#P = Q) and minimizes transportation
effort:

min
T :T#P=Q

E
X∼P

[c(X, T (X))]. (7)

An optimal map is a T that minimizes this objective. A function T satisfying T#P = Q is called a
push-forward map [Ambrosio et al., 2021, § 1.2].
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Regardless of the cost function c, Monge’s problem may be ill-posed due to the nonexistence of
a push-forward map and weak sequential closure issues w.r.t. the weak topology Ambrosio et al.
[2013]. After 150 years, Kantorovich [1942] addressed these limitations by relaxing the problem.

B.2 Kantorovich Problem

Rather than finding an optimal map, Kantorovich proposed minimizing transportation cost for
coupling π ∈ Γ(P,Q):

min
π∈Γ(P,Q)

E
(X,X′)∼π

[c(X,X′)]. (8)

The solution of the Kantorovich problem, when it exists, is called the optimal plan [Ambrosio et al.,
2021, § 2.1]. The set of push-forward maps, denoted Γ0(P,Q), known as Monge couplings, are
special cases of couplings characterized by π ∼ (X,T (X)).

B.3 Kantorovich–Rubinstein Duality

Kantorovich reformulated OT as a convex problem on P(X × X ′), with its dual expressed as a
constrained concave maximization problem [Ambrosio et al., 2021, § 3.1]. Kantorovich duality states
that the minimum of the Kantorovich problem equals the maximum of the dual problem over bounded
and continuous Kantorovich potentials φ : X → R and ψ : X ′ → R:

sup
(φ,ψ)∈Φc

E
X∼P

[φ(X)] + E
X′∼Q

[ψ(X′)], (9)

subject to Φc = {(φ,ψ) : φ(x) + ψ(x′) ≤ c(x, x′)}.
For example, consider a logistics company transporting goods from x to x′. The company sets a
loading fee φ(x) at x and an unloading fee ψ(x′) at x′. Their profit margin φ(x) − ψ(x′) must
not exceed the transportation cost c(x, x′). To maximize profits, the company adjusts the pricing
functions φ and ψ in Eq. (9) (see Galichon, 2018, § 2 for more examples).

B.4 Optimal Transport with Linear Constraints

In practical applications, solutions to the OT problem often need to satisfy constraints. Zaev [2015]
incorporated these by adding linear constraints. The constrained OT problem seeks optimal couplings
with additional conditions over the familyW ⊂ CL(P,Q) of continuous and L1-integrable functions
on X × X ′:

min
π∈Γ(P,Q)

E
(X,X′)∼π

[c(X,X′)] s.t. E
(X,X′)∼π

[w(X,X′)] = 0, ∀w ∈ W. (10)

Invariant and martingale OT are examples of such constrained problems.

B.5 Unbalanced Optimal Transport (UOT)

Conventional OT assumes total supply equals total demand. UOT extends OT to scenarios where
source and target distributions differ in total mass, incorporating terms for creation and annihilation
of mass Séjourné et al. [2022]. Let µ ∈ M+(X ), ν ∈ M+(X ′) be two positive measures and
π ∈M+(X × X ′). The UOT problem is:

min
π∈M+(X ,X ′)

∫
X×X ′

c(x, x′) dπ(x, x′) + λ1Dφ1
(µ, π1) + λ2Dφ2

(ν, π2),

where Dφ1 and Dφ2 are φ−divergence terms for mass creation and annihilation, with (λ1, λ2) as
hyper-parameters and (π1, π2) as marginals of π.

B.6 Dynamic Optimal Transport (DOT)

DOT extends OT by incorporating a temporal dimension to model mass evolution Benamou and
Brenier [2000]. Let µt(X) = µ(t,X) represent a path of probability measures such that µ0 = P and
µ1 = Q, and vt(x) = v(t,X) be a velocity field. DOT is formulated as:

argmin
(µt,vt)

{∫ T

0

∫
Rn

c(x, vt(x, t), t) dµt(x) dt

}
,
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subject to the continuity equation ∂µt/∂t+∇ · (µtvt) = 0. Here, c(x, x′, t) represents the transport
cost at time t, and the integral computes the total transport cost.

B.7 Fundamental Theorem of Optimal Transport

Theorem 1 (Fundamental Theorem of Optimal Transport) Assume c : X × X ′ → R is con-
tinuous, bounded below, and let µ ∈ P(X ), ν ∈ P(X ′) satisfy c(x, x′) ≤ a(x) + b(x′), for
a ∈ L1(µ), b ∈ L1(ν). For π ∈ Γ(µ, ν), the following are equivalent:

• π is optimal,

• The minimum of the Kantorovich problem equals the supremum of the dual problem (9),
attained by (φ,ψ) of the form (φ,φc+) for some c-concave function φ.

C A Mean-Field Population Model: Explanation and Solutions

We consider the PDE
∂U
∂t

(x, t) = ∇ ·
(
U(x, t)∇

[
β U(x, t) − α S(x)

])
, (11)

where U(x, t) ≥ 0 is the population density, S(x) is a static resource function, and α, β > 0.
Equation (11) arises from a continuity equation with velocity

v = −∇[β U− α S] = α∇S − β∇U,
indicating attraction toward regions of higher S(x) and repulsion from high-density regions U(x, t).
Equivalently, one may view β U − α S as a local potential; a gradient-flow formulation yields the
same PDE.

A steady-state U∗(x) satisfies

∇ ·
(
U∗(x)∇[β U∗(x)− α S(x)]

)
= 0.

A simple family of solutions has

β U∗(x)− α S(x) = C =⇒ U∗(x) =
α

β
S(x) +

C

β
.

Boundary conditions or normalization (e.g., total mass) determine C. Since we suppose U∗ is the
density of the distribution, we have C = 0.

D Proofs

D.1 Proof of Lemma 1

We proved the proposition in a more general case. Define the set-valued map A(x) := {x′ ∈ X :
h(x′) ̸= h(x)}. Since h is measurable, the set {(x, x′) : h(x′) = h(x)} is a measurable subset of
X × X . Consequently, its complement {(x, x′) : h(x′) ̸= h(x)} = {(x, x′) : x′ ∈ A(x)} is also
measurable. Hence, A(·) is a measurable set-valued map. Next, define the extended cost function.

g(x, x′) :=

{
c(x, x′) if x′ ∈ A(x),
+∞ otherwise.

Since c is jointly measurable and A(·) is measurable, the function g is measurable on X × X . Thus,
for each fixed x, the minimization problem R(x) = argminx′ g(x, x′) is well-defined.

We assume conditions ensuring the existence of a minimizer. For instance, if X is compact (in a
suitable topological setting) and c is lower semicontinuous and coercive, then for each x ∈ X , the set
R(x) is non-empty and closed. These standard conditions are often satisfied in algorithmic recourse
scenarios, where one restricts attention to compact feasible domains or ensures appropriate behavior
of c.

Now, R(x) is obtained as the set of minimizers of a measurable function g(x, x′) over a measurable
and closed-valued set A(x). Standard results from measurable selection theory (e.g., the Kuratowski–
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Ryll-Nardzewski measurable selection theorem Bogachev and Ruas [2007]) ensure that a measurable
selection from R(x) exists provided R(x) is non-empty and closed.

Specifically, the Kuratowski–Ryll-Nardzewski theorem states that if X is a standard Borel space and
T : X ⇒ X is a measurable set-valued map with non-empty closed (or compact) values, then there
exists a measurable function T : X → X such that T (x) ∈ R(x) for all x. Applying this theorem to
our setting, we obtain such a measurable selection T . Therefore, under the stated conditions, R(·) is
measurable in the sense that it admits a measurable selection, completing the proof.

D.2 Proof of Prop. 1

To prove it is sufficient to show that:
Dχ2 (PCE ∥P+) = λ2 Dχ2 (T#P- ∥P+) (12)

Recall that the χ2-divergence of a measure T#P- w.r.t. P+ is defined as

Dχ2(T#P- ∥ P+) =

∫ (dT#P-

dP+
(y)− 1

)2

dP+(y),

provided T#P- ≪ P+. Now consider the mixture λT#P- + (1− λ)P+. Its density w.r.t. P+ is
d(λT#P- + (1− λ)P+)

dP+
(y) = λ

dT#P-

dP+
(y) + (1− λ) · 1 = 1 + λ

(dT#P-

dP+
(y)− 1

)
.

Substituting this expression into the definition of χ2-divergence, we get

Dχ2

(
λT#P- + (1− λ)P+

∥∥P+

)
=

∫ ([
1 + λ

(dT#P-

dP+
(y)− 1

)]
− 1

)2

dP+(y)

=

∫ (
λ
(dT#P-

dP+
(y)− 1

))2

dP+(y)

= λ2
∫ (dT#P-

dP+
(y)− 1

)2

dP+(y),

as required.

D.3 Proof of Prop. 2

The optimization is over π ∈ P(X × X ) such that its first marginal equals P-. This implies π1 = P-.
Since P- is fixed, any admissible π must have this prescribed marginal. Consider a minimizing
sequence (πn)n∈N such that(∫

cqdπn

)1/q

+ ηλ2Dχ2(πn,2∥P+)→ inf
π:π1=P-

{(∫
cqdπ

)1/q

+ ηλ2Dχ2(π2∥P+)

}
.

If (πn) attempted to "push mass to infinity," the cost term
∫
cqdπn would either blow up or, if

bounded, the χ2-divergence term would penalize deviations of πn,2 from P+ significantly. In other
words, the χ2-penalty encourages πn,2 to remain close to P+, and the cost term controls the large-scale
displacement. Together, these terms prevent the mass from escaping, ensuring that (πn) is tight. By
Prokhorov’s theorem Billingsley [2013], there exists a subsequence that converges weakly to some
π ∈ P(X × X ), it means πn ⇀ π. Weak convergence and the linearity of projection imply that the
marginals also converge weakly. Since each πn satisfies πn,1 = P-, and P- is fixed, the continuity of
the marginalization map ensures π1 = P-.

The objective function is:

J(π) =

(∫
X×X

c(x, y)q dπ(x, y)

)1/q

+ ηλ2Dχ2(π2∥P+).

The map π 7→
∫
cqdπ is linear in π, and cq is lower semicontinuous. By the Portmanteau theo-

rem Billingsley [2013], for πn ⇀ π:∫
cqdπ ≤ lim inf

n→∞

∫
cqdπn.
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Since z 7→ z1/q is continuous and increasing, we have:(∫
cqdπ

)1/q

≤ lim inf
n→∞

(∫
cqdπn

)1/q

.

For the χ2-divergence, Dχ2(·∥P+) is lower semicontinuous with respect to weak convergence of
measures. Thus, as πn,2 ⇀ π2:

Dχ2(π2∥P+) ≤ lim inf
n→∞

Dχ2(πn,2∥P+).

Combining these, we have:
J(π) ≤ lim inf

n→∞
J(πn).

Thus, J(·) is lower semicontinuous w.r.t. weak convergence. Since (πn) is a minimizing sequence,
we have by definition:

lim inf
n→∞

J(πn) = inf
π:π1=P-

J(π).

By the lower semicontinuity established above:
J(π) ≤ lim inf

n→∞
J(πn) = inf

π′:π′
1=P-

J(π′).

Hence, π attains the infimum:
J(π) = inf

π:π1=P-
J(π).

This shows that a solution π∗ exists.

D.4 Proof of Prop. 3

Let π∗ be the optimal solution of (5), and let πλ1
be the solution to (6). Since π∗ has π∗,1 = P-,

plugging π∗ into the relaxed problem’s objective shows

(E(x,y)∼π∗ [c(x, y)
q])1/q+λ2Dχ2(π∗,2∥P+) ≥ (E(x,y)∼πλ1

[c(x, y)q])1/q+λ1Dψ(πλ1,1∥P-)+λ2Dχ2(πλ1,2∥P+).

As λ1 → ∞, any deviation of πλ1,1 from P- would make the divergence term λ1Dψ(πλ1,1∥P-)
unbounded. Hence, πλ1,1 → P-.

By tightness and lower semicontinuity arguments, any limit point of {πλ1
} has first marginal P- and

cannot exceed the minimal value of (5). Thus, πλ1
→ π∗, completing the proof.

D.5 Proof of Prop. 4

To establish the time complexity of the Projected-Gradient CCE Solver in Algorithm 1, observe that
each iteration from lines 3–9 involves the following steps:

• Marginal computations (line 3). Computing π
(t)
1 (i) =

∑n
j=1 π

(t)(i, j) for all i =

1, . . . ,m takes O(mn) operations. Similarly, computing π(t)
2 (j) =

∑m
i=1 π

(t)(i, j) for
all j = 1, . . . , n also takes O(mn) operations. Overall, marginal updates require O(mn)
time.

• Gradient computation (line 4). We compute∇π(i,j)F for each pair (i, j), involving only a
constant number of arithmetic and logarithmic operations. Hence, the gradient calculation
for all m× n entries is O(mn).

• Update step (line 5). We update π(t+1)(i, j) = max{0, π(t)(i, j)− η · ∇π(i,j)F}, which
is a simple arithmetic operation plus comparison, repeated m × n times. Thus, O(mn)
operations.

• Projection onto feasible set (line 6). For each i, we normalize {π(t+1)(i, j)}nj=1 by dividing
each entry by the sum

∑n
j=1 π

(t+1)(i, j). Computing this sum and the subsequent division
also requires O(mn) time in total.

• Convergence check (line 7). Computing the Frobenius norm ∥π(t+1) − π(t)∥F requires
O(mn) operations.
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Since all five steps above are each O(mn) per iteration, the total cost per iteration is O(mn). Over T
iterations, the overall complexity becomes

O(mn)× T = O(mnT ).

Hence, the time complexity of the algorithm is O(mnT ).

D.6 Proof of Prop. 5

This proposition follows directly from the proposition presented in Zaev [2015].

Proposition With conditions of Theorem 1, the OT problem with linear constraints has a solution
if and only if the set ΓW := {π ∈ Γ :

∫
wdπ = 0, w ∈ W} is not empty, whereW , the closure of

W in the CL topology.

To apply the proposition, we need to verify that its assumptions are satisfied in the CL topology. Since
the functions are continuous and have compact support, they clearly meet the required conditions.
Thus, we can use the proposition to complete the proof.

E Computational Experiments Supplementary Materials

E.1 Projected-Gradient CCE Solver

Algorithm 1 Projected-Gradient CCE Solver
Require: Feature sets X = {xi}Ni=1, labels Y = {yj}Nj=1, probabilities P, distributions X - = {xi :

yi = −1}, X+ = {xj : yj = +1}, cost matrix C = {cij} with cij = c(Xi, Xj), regularization
parameters λ1, λ2, step size η, threshold ϵ, and max iterations T .

1: Initialize: π(0)(i, j) ≥ 0 for all i, j (e.g., uniform).
2: for t = 0 to T − 1 do
3: Compute marginals:

π
(t)
1 (i) =

∑
j

π(t)(i, j), π
(t)
2 (j) =

∑
i

π(t)(i, j).

4: Compute gradient:

∇π(i,j)F = cij + λ1

(
ln
(π(t)

1 (i)
P-(i)

)
+ 1

)
+ 2λ2

π
(t)
2 (j)− P+(j)

P+(j)
.

5: Gradient step with positivity projection:

π̃(t+1)(i, j) = max
{
0, π(t)(i, j) − η∇π(i,j)F

}
.

6: Update plan:
π(t+1) ← π̃(t+1).

7: Check convergence:
if
∥∥π(t+1) − π(t)

∥∥
F
< ϵ, terminate.

8: end for
9: Return π(T ).

E.2 Unbalanced Sinkhorn’s algorithm

The unbalanced Sinkhorn algorithm (Peyré et al., 2017, § 10) is an extension of the classic Sinkhorn
algorithm, adapted for solving optimal transport problems where the mass of the distributions does
not necessarily match. The Unbalanced Sinkhorn algorithm modifies this problem to allow for
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differences in mass between P and Q. The constraints are relaxed using so-called Kullback-Leibler
(KL) divergence terms, leading to the unbalanced optimal transport problem:

min
T≥0
⟨T,C⟩F − ϵ ·H(T) + λ1 · KL(T1M∥P) + λ2 · KL(T⊤1N∥Q)

Here, λ1 and λ2 are regularization parameters for the marginal constraints, and the KL divergence
terms KL(·∥·) measure the discrepancy between the marginals of the transport plan T and the given
distributions

In empirical settings, the algorithm deals with discrete distributions often derived from data samples.
This involves computing a transport plan between empirical distributions, which are represented
as sums of Dirac masses. The empirical part of the algorithm refers to its application to empirical
distributions, i.e., distributions represented by samples (data points), which is a common scenario in
practical applications.

Algorithm 2 Unbalanced Sinkhorn Optimal Transport
Input: probability measures P = (pi)i ∈ Rn and Q = (qj)j ∈ Rm, cost matrix C = (cij)ij ∈
Rn×m, regularization parameter ϵ, λ1 and λ2 regularization parameters and number of iterations
N ;
Output: approximated optimal transport matrix π;
Initialize: u0 = 1n, v0 = 1m;
Compute: K = e−ϵC

for n = 0 to N − 1 do
Update un+1 =

(
P
Kvn

) λ1
ϵ+λ1

Update vn+1 =
(

Q
K⊤un

)
λ2

ϵ+λ2

end for
Return: T = diag(uN )Kdiag(vN );

E.3 The back-and-forth method

The Back-and-Forth Jacobs and Léger [2020] method offers a robust solution for computing optimal
transport maps with strictly convex costs, including p-power costs, for probability densities P and
Q on an n-point grid. This method, characterized by its computational efficiency, requires O(n)
storage and O(n log(n)) computation per iteration. The iteration count needed to achieve ϵ accuracy
is proportional to O(max(∥P∥∞, ∥Q∥∞) log( 1ϵ )), showcasing the method’s effectiveness in both
storage and computational resource optimization.

In the back-and-forth method, Ω is considered as a convex and compact subset of Rd and focuses
on a specific cost function c : Ω × Ω → R defined as c(x, y) = h(y − x). Here, h : Rd → R is a
strictly convex and even function. The dual Kantorovich problem is considered in the two following
equivalent forms:

I(ψ) =

∫
ψ dµ+

∫
ψc dν or J(ϕ) =

∫
φdν +

∫
φc dµ,

where φc, ψc are c−transformation of φ,ψ. The gradient of J(ϕ) in the space of functions from Ω to
R can be written as ( Jacobs and Léger, 2020, Lemma 3):

∇J(ϕ) = (−∆)−1
(
ν − Tφ ∗P

)
,

where the ∆ is Laplacian operator and
Tφ(x) = x− (∇h)−1(∇φc(x))

is the explicit solution of c-transformation (Jacobs and Léger, 2020, Lemma 1). We now introduce
the gradient descent back-and-forth method.

Theorem establishes that if φ is the solution to the dual Kantorovich problem, then Tφ constitutes the
optimal map.
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Algorithm 3 Back-and-Forth Method for Optimal Map
Input: probability measures P and Q, cost function c and number of iterations N ;
Output: approximated Kantorovich potential functions;
Initialize: set φ0 = 0, ψ0 = 0
for n = 0 to N − 1 do
φn+ 1

2
= φn + σ∇J(φn),

ψn+ 1
2
= (φn+ 1

2
)c,

ψn+1 = ψn+ 1
2
+ σ∇I(ψn+ 1

2
),

φn+1 = (ψn+1)
c.

end for
Return: φN , ψN ;

E.4 Entropy-based Algorithm for Collective Counterfactual Explanations

The algorithm provides an entropy-regularized solution for generating collective counterfactual
explanations by optimizing a transport plan π that balances transportation cost, adherence to given
probability distributions, and entropy maximization. Starting with initialized potentials, the algorithm
iteratively refines π using gradient-based updates, ensuring constraints on marginals and regularization
terms such as Kullback-Leibler divergence, χ2-divergence, and entropy thresholds. Convergence is
determined by the Frobenius norm of consecutive transport plans, offering a robust and interpretable
framework for generating collective CE.

F Supplementary Simulation

In our numerical study, we selected two actionable features from each dataset to evaluate the
effectiveness of our algorithmic recourse method. For the Adult dataset, we used Education Level
and Hours per Week, which are relevant for assessing socioeconomic mobility. From the COMPAS
dataset, we chose Priors Count and Length of Stay, which capture key aspects of criminal history
and detention. For the HELOC dataset, Percent Trades and Trades Number were selected, reflecting
financial behavior and creditworthiness. Finally, for the synthetic Moons dataset, we utilized Feature
from both dimensions to simulate simple, interpretable feature changes.

F.1 Hyperparameters of Different Methods

This section presents the hyperparameters used for various methods in a compact format.

Method Hyperparameters
Wachter loss_type=BCE, t_max_min=1/60
Roar lr=0.01, lambda_=0.01, delta_max=0.001, t_max_min=0.5,

loss_type=BCE, y_target=[0,1], loss_threshold=1e-3,
discretize=False, sample=True

CCHVAE n_search_samples=100, p_norm=2, step=1e-2, max_iter=1000,
clamp=True, binary_cat_features=True, VAE: layers=[|features|
- |immutables|, 256, 2], train=True, lambda_reg=1e-6,
epochs=500, lr=1e-3, batch_size=32

Growing Spheres No hyperparameters specified
FOCUS optimizer=adam, lr=0.001, n_class=2, n_iter=1000, sigma=1.0,

temperature=1.0, distance_weight=0.01, distance_func=l1
CLUE train_vae=True, width=10, depth=5, latent_dim=12, batch_size=20,

epochs=5, lr=0.001, early_stop=20

Table 1: Hyperparameters for different methods used in experiments in the Carla Package.
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Algorithm 4 Entropy-based Solution for Collective Counterfactual Explanations
Require:

• Feature sets X = {xi}Ni=1, Y = {yj}Nj=1
• Probability distributions P-,P+
• Cost matrix C = {cij}
• Regularization parameters λ1, λ2, γ, ϵπ
• Step size η, tolerance ϵ, max iterations T

1: Objective Function:

F (π) =
∑
i,j

πij cij + λ1DKL

(
π1 ∥P-

)
+ λ2Dχ2

(
π2 ∥P+

)
+ ϵπ

∑
i,j

πij log
(
πij

)
,

where π1(i) =
∑
j πij , π2(j) =

∑
i πij .

2: Parameterization:
πij = exp

(
ϕi+ψj−cij

γ

)
.

3: Initialize: potentials ϕ(0) ∈ RN , ψ(0) ∈ RN (e.g., zero vectors).
4: for t = 0 to T − 1 do
5: Compute current transport plan:

π
(t)
ij = exp

(
ϕ
(t)
i +ψ

(t)
j −cij
γ

)
.

6: Compute marginals:

π
(t)
1 (i) =

∑
j

π
(t)
ij , π

(t)
2 (j) =

∑
i

π
(t)
ij .

7: Compute gradients via chain rule:

∇ϕiF =
1

γ

∑
j

π
(t)
ij

[
cij + λ1

(
log

(π(t)
1 (i)
P-(i)

)
+1

)
+ 2λ2

π
(t)
2 (j) − P+(j)

P+(j)
+ ϵπ

(
log(π

(t)
ij )+ 1

)]
.

∇ψj
F =

1

γ

∑
i

π
(t)
ij

[
cij + λ1

(
log

(π(t)
1 (i)
P-(i)

)
+1

)
+ 2λ2

π
(t)
2 (j) − P+(j)

P+(j)
+ ϵπ

(
log(π

(t)
ij )+ 1

)]
.

8: Gradient update:

ϕ
(t+1)
i = ϕ

(t)
i − η∇ϕi

F, ψ
(t+1)
j = ψ

(t)
j − η∇ψj

F.

9: Check convergence (e.g., via plan difference or potential difference):

if
∥∥π(t+1) − π(t)

∥∥
F
< ϵ then terminate.

10: end for
11: Return final plan π(T ) = exp

(
ϕ(T )+ψ(T )−C

γ

)
.
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Figure 6: Top left: HELOC dataset with its Wachter counterfactual explanations. Top right: Collective
counterfactual explanations. Bottom left and bottom right: Wachter and collective counterfactual
explanations, respectively.
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