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PrisMLAYERS: Open Data for High-Quality
Multi-Layer Transparent Image Generative Models
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Figure 1: Tllustration of key statistics from PrismLAYERs (number of layers) and PrismLAYERSPro (different of
styles), along with representative high-quality synthetic multi-layer transparent images from PrismLAYERSPRO.

Abstract

Generating high-quality, multi-layer transparent images from text prompts can
unlock a new level of creative control, allowing users to edit each layer as effortlessly
as editing text outputs from LLMs. However, the development of multi-layer
generative models lags behind that of conventional text-to-image models due to
the absence of a large, high-quality corpus of multi-layer transparent data. We
address this fundamental challenge by: (i) releasing the first open, ultra—high-
fidelity PrismLAYERs (PrismMLAYERSPRrRO) dataset of 200K (20K) multi-layer
transparent images with accurate alpha mattes, (ii) introducing a training-free
synthesis pipeline that generates such data on demand using off-the-shelf diffusion
models, and (iii) delivering a strong multi-layer generation model, ART+, which
matches the aesthetics of modern text-to-image generation models. The key
technical contributions include: LayerFLUX, which excels at generating high-quality
single transparent layers with accurate alpha mattes, and MultiLayerFLUX, which
composes multiple LayerFLUX outputs into complete images, guided by human-
annotated semantic layout. To ensure higher quality, we apply a rigorous filtering
stage to remove artifacts and semantic mismatches, followed by human selection.
Fine-tuning the state-of-the-art ART model on our synthetic PrisMLAYERSPRO
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Figure 2: User study results on the effectiveness of PrismLAYERSPRo. Left: ART+ v.s. ART. Right: ART+ v.s.
MultilLayerFLUX. With fine-tuning on PrisMLAYERSPro, ART+ achieves the best performance.

yields ART+, which outperforms the original ART in 60% of head-to-head user
study comparisons and even matches the visual quality of images generated by
the FLUX.1-[dev] model. Our work establishes a solid dataset foundation for
multi-layer transparent image generation, enabling research and applications that
require precise, editable, and visually compelling layered imagery.

‘/"") Dataset: https://huggingface.co/datasets/artplus/PrismLayersPro

1 Introduction

Despite remarkable advances in text-to-image diffusion models, users still face significant challenges
in refining outputs to achieve satisfactory results. The difficulty lies in the fact that users cannot
precisely articulate their visual requirements before seeing generated images, leading to laborious
post-processing workflows. The fundamental issue here is that existing diffusion models are designed
to produce single-layer images, lacking the transparent layers and precise alpha mattes required for
flexible, layer-wise editing. Modern image editing workflows rely on multi-layered structures for the
smooth adjustment of individual elements without causing disruption to the entire composition.

In this paper, we argue for a paradigm shift—from text-to-image generation to text-to-layered-image
generation. Such an evolution would empower models to support flexible, layer-wise editing operations
that align closely with professional design workflows. The fundamental challenge hindering progress
in this area is the lack of high-quality multi-layer image datasets featuring both visually appealing
transparency and accurate alpha mattes. Bridging this gap is essential to unlocking the full potential
of layered image generation with diffusion models.

Nevertheless, existing literature still relies on the conventional pipeline of fine-tuning generative
models on limited, low-quality crawled multi-layer datasets. These datasets have two major drawbacks:
(i) aesthetic quality: our empirical analysis shows that the aesthetic scores of crawled multi-layer
images are significantly lower than those of RGB images generated by state-of-the-art diffusion
models like FLUX.1-[dev]. As a result, we empirically find that fine-tuning on less visually appealing
data can degrade the overall aesthetics; (ii) dataset size: the scale of these crawled multi-layer datasets
is much smaller than that of conventional RGB image datasets. Consequently, fine-tuning on such
datasets becomes less effective as the foundational generative models become increasingly powerful.

This paper leverages off-the-shelf powerful diffusion models to generate high-quality multi-layer
transparent images, thereby bypassing the need for fine-tuning on specific datasets. To achieve this
goal, this paper makes three key contributions: (i) LayerFLUX: We propose a training-free, single-
layer transparent image generation system that utilizes a generate-then-matting scheme. Specifically,
our approach leverages diffusion models to generate images with solid-colored backgrounds and
uses a state-of-the-art image matting model to extract high-quality alpha masks for salient objects.
We have named this system LayerFLUX, as it builds upon the latest diffusion transformer model,
FLUX.1-[dev]. (ii) MultiLayerFLUX: We introduce a layout-then-layer scheme that composes
multiple high-quality transparent layers generated by LayerFLUX according to a given layout, which
can be obtained either from a reference image or generated using an LLM. This modular approach
enables precise control over spatial composition while preserving the visual quality and alpha matte
of each layer, resulting in our MultiLayerFLUX system. (iii) Transparent Image Preference
Scoring Model: We develop a dedicated preference scoring model to assess the visual aesthetics of
the generated transparent images. Figure[I|shows the high-quality synthetic multi-layer transparent
images generated using MultiLayerFLUX.

To demonstrate the effectiveness of above designs, we first compare LayerFLUX against previous
state-of-the-art transparent image generation methods such as LayerDiffuse [25]]. Figure [I4]shows the
user-study results on a comprehensive benchmark (LAYEr-BENcH) that includes prompts describing
natural object layers, sticker/text sticker layers, and creative object layers. Second, we leverage
MultilayerFLUX to construct a large-scale high-quality multi-layer dataset (PRisMLAYERS) com-
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Figure 3: Illustrating the key dataset statistics on PrisMLAYERs and PrisMLAYERSPRO

prising approximately 200K multi-layer transparent images and perform rigid filtering to construct a
smaller set of 20K samples with the best quality, forming PrismLaYERsSPro. We validate the benefits
of PrisMLAYERSPRO by fine-tuning the latest multi-layer generation model, ART [19], and present
corresponding user-study results in Figure 2] comparing our model’s performance with that of the
original ART. We find that ART+ is preferred in approximately 57% to 60% of cases across prompt
alignment, global harmonization, and layer quality. We empirically find the composed multi-layer
images generated with ART+ even match the quality of the holistic single-layer images generated
with FLUX.1-[dev] to some extent. These results demonstrate the fundamental role of a high-quality
multi-layer transparent dataset in developing the next generation of multi-layer transparent image
generation models. We anticipate that our open-source dataset will serve as a solid foundation for
future efforts in this direction.

2 Related work

Transparent image generation for interactive content is divided into single-layer methods (LayerDif-
fuse [25], Text2Layer [26], LayeringDiff [[11]) and multi-layer methods (LayerDiff [8], ART [19]]).
Unlike top-down schemes such as MULAN [21]], our bottom-up pipeline generates high-fidelity
transparent layers before composition, achieving superior aesthetics on PRisMLAYERs. Meanwhile,
the graphic-design generation has shifted to business-driven layouts: COLE/OpenCOLE [10} 9]
iteratively assembles elements via LLMs and diffusion, and Graphist [6] employs hierarchical layout
planning. In this paper, we focus on building an open, high-quality multi-layer transparent image
dataset to facilitate future work on closing the gap between multi-layer generation and conventional
single-layer text-to-image models. We also discuss the connections and differences between our
benchmark and previous multi-layer transparent image generation datasets in Table[T}

3 PrismLAYERs: A High-Quality Multi-Layer Transparent Image Dataset

We introduce PrisMLAYERS, a synthetic dataset consisting of approximately 200,000 multi-layer
transparent images. Each sample is accompanied by a global image caption, layer-wise captions,
corresponding layer-wise RGB images, and precise alpha mattes. All samples have undergone
rigorous aesthetic evaluation and filtering based on our proposed Transparent Image Preference Score
(TIPS) model. Furthermore, we curate a high-quality subset of 20,000 images from PrRisMLAYERS,
termed PrisMLAYERSPRO, representing the top aesthetic tier of the dataset. We will first present
detailed statistical characteristics and the curation pipeline of the PrismLAYERs dataset. Subsequently,
we will present our key technical contributions: LayerFLUX and MultilayerFLUX.

3.1 PrisMmLAYERS Statistics

Statistics on the number of layers. We analyze the distribution of transparent layer counts in
PrisMLAYERs. Each image contains an average of 7 layers (median: 6), with 85% of samples
containing between 3 and 14 layers. This indicates that PRisMLAYERs effectively captures a wide
range of visual complexity. Figure 3] (a) provides a more detailed illustration of the transparent layer
count distribution.

Statistics on the aesthetics of layers. A key contribution of this open-source dataset is the provision of
aesthetically pleasing transparent layers, addressing the limited visual quality found in existing multi-
layer datasets. As shown in Figure[3|(f), quantitative evaluations using our Transparent Image Aesthetic
Scoring (TIPS) model illustrate the aesthetic distributions of PrisMLAYErRs, MULAN [21]], and
MLTD [[19]]. Figure@]visualizes qualitative comparisons between PrisMLAYERS and PrRisMLAYERSPRO.
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Dataset # Samples # Layers Open Source Source Data Alpha Quality Aesthetic
Multi-layer Dataset ~1M 2 X commercial, generated good good
LAION-L1 [26] ~5TM 2 X LAION normal normal
MLCID [8] ~2M [2,3,4] X LAION poor poor
MLTD ~1M 2~ 50 X Graphic design website good normal
MAGICK [5] ~ 150 K 1 v Synthetic good good
MuLAn [21] ~ 44K 2~6 v COCO, LAION poor poor
Crello ~ 20K 2~ 50 v Graphic design website normal poor
PrisMLAYERS ~ 200K 2~ 50 v Synthetic good good
PrisMLAYERSPRO ~ 20K 2~ 50 v Synthetic good excellent

Table 1: Comparison with previous multi-layer transparent image datasets.
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Figure 4: llustrating the aesthetic quality of the crawled data (columns 1 and 4), synthetic data (columns 2 and
5), and high-quality synthetic data generated with a style prompt (columns 3 and 6).

Our results show that PrisMmLAYERs consistently provides higher-quality layers, with the open-source
subset PrisMLAYERsPRo achieving the best overall aesthetic quality.

Statistics of visual text layers. High-quality visual text rendering is essential for multi-layer
transparent image generation, as textual elements play a central role in many business-centric visual
designs [16, [17]. PrisMLAYERS contains a large number of accurately rendered text layers, each
isolated in a separate transparent channel. Figure |§| (c), (d), and (e) present statistics on the number of
text layers per image, the number of characters per instance, and the area ratio of text layers.

Statistics of different visual styles. In the middle of Figure |1, we illustrate the distribution of
transparent layers across different styles in PRismLAYERsSPRro, which contains 21 distinct styles. The
top five most frequent styles are ‘toy’, ‘melting silver’, ‘line draw’, ‘ink’, and ‘doodle art’

Comparison with existing transparent datasets. Table|l|presents a comparison with previously
existing multi-layer transparent image datasets. We position PrisMmLAYERSPRro as the first open,
high-quality synthetic dataset that supports a diverse range of layers, high-quality alpha mattes, and
excellent aesthetic quality. We believe PrismLAYERSPRO can serve as a solid foundation for future
efforts in building better multi-layer transparent image generation models.

3.2 PrismLAYERs Dataset Curation Process

We illustrate the entire dataset curation pipeline in Figure[5] To ensure clarity, we mark all dataset
states with blue-colored markers, including Q, @, G, Q, G, and §). For the different algorithm

operations, we use black-colored markers, including o, 9, 9, O, 6, and 6 Further details are
explained as follows:

Multi-layer prompts and semantic layout from crawled data. Q — o — 9 We begin by
collecting an internal dataset of 800K multi-layer graphic designs sourced from various commercial
websites. Each design instance consists of multiple transparent layers, including background elements,
decorations, text, and icons. To enrich the semantic understanding of each instance, we employ an
off-the-shelf LLM—L.lava 1.6 [15]—to generate captions for both individual transparent layers and
the fully composed images. This process yields annotations comprising 800K multi-layer prompts
and their corresponding semantic layouts, effectively capturing both the visual composition and the
intended design semantics. We also extract the original metadata specifying the layer ordering for

each graphic. For the filtered PrisMmLAYERSPRo set (after 0), we further enhance semantic richness
by using GPT-40 to generate high-quality layer-wise captions.

Synthetic multi-layer transparent images with MultiLayerFLUX. 9 — 9 — O With the
constructed 800K multi-layer prompts and corresponding semantic layout information, we apply
a novel model, MultiLayerFLUX, to transform the layer-wise prompts into multiple transparent
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Figure 5: Dataset Curation Pipeline of PrismLAYERs and PrismLAYERSProO. We first extract semantic
layouts from a database of 800K crawled multi-layer graphic design images. Then, we apply MultiLayerFLUX
to generate high-quality multi-layer transparent images. An Artifact Classifier is used to evaluate the quality of
each composed image, discarding low-quality results to construct PRisMLAYERs. We also apply the Transparent
Image Preference Score (TIPS) model to assess the quality of individual transparent layers. By filtering for
aesthetic quality and balancing the number of layers, we collect an 80K-image reference layout pool. From this
pool, we sample 20K of the highest-quality layouts and regenerate them with style prompts, followed by manual
selection—forming our released open-source, high-quality multi-layer dataset, PRisMLAYERSPRO.

layers, each generated separately using a single-layer transparent image generation engine such as
LayerFLUX, as illustrated in Sec.[3.3] We then composite these transparent layers onto a shared
canvas, preserving the correct stacking order and ensuring seamless integration across layers.

A key challenge is that the transparent layers within a multi-layer image often have varying resolutions
and aspect ratios. We observe that simply applying LayerFLUX to generate each layer within a fixed
square canvas tends to produce objects with an unnatural square shape. To remedy this issue, we
instead apply LayerFLUX to generate transparent layers on canvases that match their original aspect
ratios and resolutions.

Artifact multi-layer transparent image filter. G — 9 — Q As MultiLayerFLUX generates
each transparent layer separately and then combines them following the layer order, we observe severe
artifacts in some synthetic multi-layer images. These artifacts include duplicate or similar layers
positioned in conflicting spatial arrangements or exhibiting substantial and unreasonable overlap, as
shown in Figure @ To address this issue, we construct a reliable artifact classifier to further filter out
flawed multi-layer transparent images. We begin by manually annotating severe artifacts in a subset
of 8K synthetic multi-layer images with high aesthetic scores. Then, we train an artifact classifier
by fine-tuning BLIP-2 [13]] to predict confidence scores indicating whether a composed multi-layer
transparent image contains such artifacts—e.g., conflicting layer placements or unreasonable overlap.
To ensure the quality of the final dataset, we apply the trained classifier to select a subset of 200K
synthetic multi-layer transparent images, forming PRisMLAYERs.

High-quality reference layout pool. Q — G The aforementioned Artifact Classifier performs
image-level structural assessment. Next, we perform visual quality filtering using an aesthetic
predictor [1]. We rank images with different numbers of layers based on their aesthetic scores,
then select a fixed proportion of the highest-scoring images from each group to form an 80K-image
high-quality reference layout pool.

Layer-wise quality filter, styled prompt rewrite, and human selection. G — 6 — @ + 0

— G We take three steps to further improve the layer quality: 1) applying a transparent image
preference score (TIPS) to evaluate the quality of the transparent layers, 2) rewriting style prompt
to enhance the diversity and visual appealing of these transparent layers, and 3) human selection to
find the samples with the best quality. We train the TIPS model on a collection of our PrRisMLAYERsS,
single-layer images generated by LayerDiffuse [25]], and our reproduction of LayerDiffuse based on
FLUX.1-[dev]. We define 20 distinct style keywords, and for each style, we randomly sample 2,000
layouts from the 80K reference layout pool. Each sampled layout’s individual layers are pasted onto
a gray background and fed to GPT-40, which rewrites the layer captions to include the target style
directives. Next, we employ MultiLayerFLUX to regenerate each transparent layer according to its
new, style-aware caption. The resulting styled layers are manually reviewed to remove obvious failures
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Figure 7: Attention maps between the suffix text token and visual tokens. We observe a clearly higher attention
response in the background area with accurate boundary patterns.

with reference to the scores by our transparent image preference score (TIPS) predictor. Finally, we
discard all low-scoring layers or artifact-prone images, producing our final 20K refined high-quality
synthetic multi-layer dataset, PRisMLAYERSPRO.

Discussion. A natural question is whether the generated multi-layer images exhibit cross-layer
coherence. We acknowledge that the synthetic multi-layer transparent images generated by
MultilayerFLUX cannot fully guarantee inter-layer consistency. This remains a known limita-
tion of our current scheme, which we mitigate through human selection. Nonetheless, we empirically
observe that the recent ART model [[19], when trained on our filtered high-quality dataset, produces
multi-layer images with noticeably improved coherence—highlighting the value of high-quality
supervision in addressing this challenge.

3.3 LayerFLUX and MultiLayerFLUX

In this section, we present the mathematical formulation of the multi-layer transparent image generation
task, followed by key insights and implementation details of our LayerFLUX and MultiLayerFLUX
models.

Formulation. The transparent image generation task aims to train a generative model that transform
the input global text prompt T'gjopa and the optional regional text prompts {Tﬁegion} N | into an output
consisting of a set of transparent layers {Ii;z, } Y ; that can form a high-quality multi-layer image
Lgi0ba1, and each layer is with accurate alpha channels {Ifﬂpha} N ,. This task degrades to a single-layer
transparent image generation task when N = 1. Following the latest ART [19], we apply a flow
matching model to model the multi-layer transparent image generation task by performing the latent

denoising on the concatenation of both the global visual tokens and the regional visual tokens.

LayerFLUX. As shown in Figure |8} we build the LayerFLUX with two key designs, including the
suffix prompt scheme and the additional salient object matting to predict the accurate alpha mattes.

Inspired by MAGICK [3]], we design

a series of tailored suffix prompts to ) =

gmde d1ff_us1op models in generating Prompts Single- Feiirie MSUYI';I“E;
images with single-colored, uniform LayerFLUX Laver 3U Images
backgrounds. These controlled con- Layout ) .8 "

ditions ensure that the foreground el- <" e
ements are clearly delineated, thereb

simplifying the is};lation process. Ou}r, Text-to- \mage Sa"e"tquedi—>
implementation involves simply ap- SUTKRIoEe: it - Matting

pending the suffix prompt “isolated on

a gray background” to the original text Figure 8: LayerFLUX and MultiLayerFLUX Framework.
prompt. We also compare the results

of using alternative suffix prompts by replacing the word “gray” with other colors, such as “green,”
“blue,” “white,” “black,” “half green and half red,” “half red and half blue,” and others. Figure
visualizes the attention maps between the suffix tokens and the visual tokens. We observe that appro-
priately chosen suffix prompts can guide the diffusion transformer to produce isolated background




215
216

217
218
219
220
221
222
223

224
225
226
227
228
229
230
231

232

233
234
235
236
237
238
239
240

241
242
243
244
245
246
247
248

249

251
252

254

255

256
257

258

259

260
261

regions that are more amenable to segmentation. A detailed analysis of different suffix prompt effects
is provided in the supplementary material.

To extract accurate alpha mattes, we explore and evaluate multiple state-of-the-art image matting
techniques, including SAM2 [20]], BiRefNet [27], and RMBG-2.0 [4], to achieve the separation of
the foreground from the background. By leveraging these advanced matting algorithms, we aim
for precise alpha matte extraction, ensuring that the edges of the isolated objects are smooth and
accurately defined. This step is critical for producing high-quality, transparent images that can be
seamlessly integrated into multi-layer compositions. We empirically find that RMBG-2.0 achieves
the best matting quality, and we choose it as our default method.

MultiLayerFLUX. We construct the MultiLayerFLUX framework by stacking the outputs from the
above-mentioned LayerFLUX according to the given layer-wise prompts and semantic layout. Unlike
the original FLUX.1-[dev], which directly predicts transparent layers within a square canvas of size
1024 x 1024, we preserve the original aspect ratio of each transparent layer and use FLUX.1-[dev] to
generate images at varying resolutions, fixing the longer side to 1024. Each generated transparent
layer is then resized to fit the corresponding bounding boxes based on the semantic layout information,
and the layers are composited according to the layer-order annotations, resulting in the final synthetic
multi-layer transparent images.

3.4 Transparent Image Quality Assessment

Existing image quality assessment models [[12, 22| 23] are primarily trained to predict human
preferences for conventional RGB images, and thus are not well suited for evaluating transparent
images with alpha mattes. To address this gap, we propose a dedicated quality scoring model tailored
for transparent layer images. The core idea is to distill ensembled preference signals—aggregated
from multiple RGB-oriented models—into a model specialized for transparent image quality, thereby
mitigating model-specific biases. Furthermore, given that our LayerFLUX framework reliably produces
high-quality alpha mattes, we exclude explicit transparency-related factors when constructing the
preference dataset.

Transparent image preference dataset. We first collect a transparent image preference (TIP)
dataset of more than 100K win-lose pairs by gathering three types of data resources, including those
generated with LayerFLUX and LayerDiffuse. We use multiple image quality scoring models to rate
the quality of each transparent layer, including Aesthetic Predictor V2.5 [[1], Image Reward [23]],
LAION Aesthetic Predictor [3]], HPSV2 [22], and VQA Score [14]. Then, we compare each pair of
transparent layers based on the weighted sum of the scores predicted by the aforementioned quality
scoring models. Here, we assume that the alpha mask quality of most transparent layers generated
with our LayerFLUX and LayerDiffuse methods is satisfactory.

Transparent image preference score. We train the transparent image preference scoring model by
fine-tuning CLIP on the TIP dataset. For each pair of transparent images with preference labels, we
choose loss function Ly = (log 1 — log p,, ), where p,, is the probability of the win image being
the preferred one, and we compute the p,, as:

o exp (7- feupy (1Y) - feupr (T)) (1)
Pv = &g (7 feupy (I®)- feupr (T)) +exp (7 feupy (T - feupr (T)) 2

where fcrpv(+) and feupr(-) represent the CLIP visual encoder and text encoder separately. I* and
I! represent the prefered and disprefered transparent image.

During the evaluation, we compute the transparent image preference score as follows:

P = farv() - fourr(T), 2
where we directly use the dot product between the normalized CLIP visual embedding and the CLIP
text embedding as the transparent image preference score, abbreviated as TIPS for convenience.

4 Experiment
4.1 Setting

Implementation details. We conduct all the experiments with the latest FLUX.1[dev] [2] model.
For the fine-tuning of ART [19] on our MultiLayerFLUX datasets, we use 20K training iterations, a
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Figure 9: Qualitative comparison results between ART (top row) and ART+ (bottom row).

Method DESIGN-MULTI-LAYER-BENCH FLUX-Mutti-LAYER-BENCH

Fleerged TIPS Fi leerged TIPS
ART 18.34 16.84 30.04 16.64
MultilayerFLUX 21.29 19.90 29.64 20.65
ART+ 26.53 1891 26.07 19.42

Table 2: Comparison with state-of-the-art ART.

global batch size of 4, an image resolution of 512x512, and a learning rate of 1.0 with the Prodigy
optimizer, followed by fine-tuning at a larger resolution of 1024x1024 with 10K training iterations.

Instead of assessing the model’s performance solely on crawled multi-layer graphic designs [19]—most
of which follow a similar flat style—we propose evaluating it on a more diverse and creative set
generated by the state-of-the-art diffusion model FLUX.1-[dev]. This benchmark is chosen to quantify
the gap between generated multi-layer graphic designs and the holistic single-layer image designs
produced by the latest text-to-image generation models.

4.2 ART+: Improving ART with PrRisMLAYERSPRO

User Study Evaluation. To assess the effectiveness of our dataset and fine-tuning strategy, we conduct
a user study comparing the fine-tuned ART model (denoted as ART+) with the original ART [19]],
PrismLayers, and PrismLayersPro. Unlike the original ART, which relies on a private multi-layer
dataset, we first train ART from FLUX.1-[dev] using the 200K-sample synthetic PrismLayers, and then
fine-tune it on the 20K extremely high-quality subset, PrismLayersPro, following the quality-tuning
paradigm [7]. The study involves 40 representative samples from FLUX-MuLtiLAYER-BENCH, with
over 20 participants evaluating three key dimensions: (i) Layer Quality (visual aesthetics and alpha
fidelity), (ii) Global Harmonization (inter-layer coherence), and (iii) Prompt Following (alignment
with input prompts).

As shown in Figure 2} ART+ outperforms the original ART with average win rates of 57.9% in layer
quality and 59.3% in prompt following. It also surpasses MultilLayerFLUX in global harmonization
(45.1% win rate), validating the impact of combining high-quality supervision with task-specific
tuning.

Quantitative Results. Table |Z| presents the layer-wise TIPS scores and the FIDmerged scores,
comparing the predicted merged images with ground-truth images obtained either from the design
test set (DESIGN-MULTI-LAYER-BENCH) or directly from the FLUX image set generated with
FLUX.1-[dev]. Our ART+ significantly outperforms ART on the FLUX-Mutrti-LAYER-BENCH, and
we also provide additional qualitative comparison results below.

Qualitative MultiLayer Results. Figure[I0|presents qualitative results comparing our MultiLayer-
FLUX with the fine-tuned ART+, while Figure [9]shows qualitative comparisons between ART and
the fine-tuned ART+. We observe that ART+ achieves significantly better global harmonization than
MultiLayerFLUX and better layer quality than ART, separately. These comparisons reveal that the
fine-tuned ART+ achieves an excellent balance between layer quality and global harmonization.

Comparison to FLUX. Figure [IT|compares the merged multi-layer image generation results with the
reference ideal images generated directly with FLUX.1-[dev]. We can see that our ART+ significantly
outperforms ART and MultilLayerFLUX, achieving aesthetics very close to those of the original
modern text-to-image generation models.
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Figure 11: Qualitative comparison results between FLUX.1-[dev] (1st row), MultiLayerFLUX (2nd row), ART
(3rd row), and ART+ (4th row) across 7 cases (columns). The rightmost columns show composed multi-layer
images.

More Experiments. We provide more experimental results of LayerFLUX and qualitative comparison
results in the supplementary materials.

5 Conclusion

This paper has tackled the critical gap in multi-layer transparent image generation by assembling and
releasing two large-scale datasets—PrismMLaYERs (200K samples) and its ultra-high-fidelity subset
PrismLAYERSPrO (20K samples)—each annotated with precise alpha mattes. To produce this data on
demand, we devised a training-free synthesis pipeline that harnesses off-the-shelf diffusion models,
and we built two complementary methods: LayerFLUX and MultiLayerFLUX. After rigorous artifact
filtering and human validation, we fine-tuned the ART model on PrismLAYERSPRoO to obtain ART+,
which outperforms the original ART in 60% of head-to-head user studies and matches the visual
quality of top text-to-image models. By establishing this open dataset, synthesis pipeline, and strong
baseline, we lay a solid foundation for future research and applications in precise, editable, and
visually compelling multi-layer transparent image generation.

Limitations & Future Work. We raise several important questions for future work. How can
we generate high-quality multi-layer prompts and semantic layouts without relying on reference
data from designers? We observe that even the latest LLMs, including OpenAl 03, still lag behind
human-designed layouts and are therefore not yet suitable for multi-layer transparent image generation.
How can we generate photorealistic multi-layer transparent images? While PrismLAYERsPRro focuses
on the domain of graphic design, photorealistic images involve more complex inter-layer relationships
due to lighting and occlusion effects. We leave these fundamental challenges for future exploration.
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A. Details of Suffix Prompt Templates Table [3|illustrates the detailed suffix prompt templates we
adopted for LayerFLUX.

Method detailed prompt

SuffixPrompt A on a solid plain gray background.
SuffixPrompt B with a clear, solid gray background.
SuffixPrompt C on a solid single gray background.
SuffixPrompt D floating with a background that is solid gray.

SuffixPrompt E cut-out on a solid gray background.
SuffixPrompt F standing on a background that is fully solid gray
SuffixPrompt G without any surrounding details

SuffixPrompt H isolated on a solid gray background

Table 3: Effect of choosing different suffix prompt templates.

B. Generating Multi-Page and Multi-Layer Transparent Slides. We plan to extend our approach
to generate multi-page, multi-layer transparent slides. Our framework not only produces single-layer
transparent images but also assembles them into coherent slide decks with multiple pages. Each
slide is constructed from several transparent layers, with each layer corresponding to different design
elements. This modular, bottom-up strategy enables precise control over both the spatial layout and
stylistic attributes of each slide, ensuring consistency across pages while preserving the flexibility to
customize individual layers.

C. Side Effect of Suffix Prompt. We admit that adding the suffix prompt is not a free lunch and
report the results of adding the suffix prompt on the GenEval benchmark in Tabled] We can see that
the prompt-following capability of the original text-to-image generation model slightly drops, while
the visual aesthetics are maintained.

Model ‘Overall ‘ Single Two Counting Colors Position Color
FLUX.1-[dev] 0.657 | 0978 0816  0.716 0.801 0.228  0.405

FLUX.1-[dev] + suffix prompt | 0.591 | 0.906 0.609  0.628 0.723 0313  0.370
Table 4: Comparison results on GenEval.

D. Technical Details of LayerDiffuse with FLUX. Our implementation of Layerdiffuse with FLUX
is built on FLUX.1-[Dev] with LoRA. Specifically, we convert the image in the MAGICK dataset to
grayscale according to the alpha channel mask. After training, the model is capable of generating
grayscale background images without the need for additional conditional inputs. Then, we train a
transparency VAE decoder to enable the prediction of alpha channels. The decoder is trained on both
the MAGICK dataset and an internal dataset, thereby enhancing its robustness and generalization.
For the text sticker, we collect a 5k dataset and use GPT-40 to reception of the image.

E. Experiment Results of LayerFLUX. We construct a LAYER-BENCH to evaluate the quality of the
single-layer transparent images generated by our LayerFLUX. The LaYeEr-BEncH consists of 1,500
prompts divided into three types of prompt sets: (i) one that primarily focuses on natural objects
sampled from the MAGICK [3]] set, where each prompt describes a photorealistic object; (ii) one
centers on stickers and text stickers, where the text stickers contains visual text designed in creative
typography and style to make the words stand out as part of the visual design; and (iii) one is about
creative and stylistic objects. We construct the test set of stickers and text stickers by recaptioning
sticker images crawled from the internet.

We compare our approach to the latest state-of-the-art transparent image generation LayerDiffuse [25]]
by involving more than ~ 20 participants from diverse backgrounds in Al, graphic design, art, and
marketing. We present system level comparison in Table [6] and the user study results and visual
comparisons in Figure T4 and Figure [I3] We can see that our LayerFLUX achieves better results
across the three types of prompt sets, especially in the creative, stylistic, or text sticker prompt sets. For
example, our LayerFLUX achieves better layer quality and prompt following than LayerDiffuse, with
win-rates of 63.1% and 61.2% when evaluated on our LAYER-BENCH. One possible concern might be
that LayerDiffuse is built on SDXL [18]] rather than FLUX.1-[dev]. We also fine-tune LayerDiffuse on
existing transparent image datasets based on FLUX, but we find that the performance is even worse
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# samples ‘ TIPS (Layer Quality) ‘ Composed Image Quality

Baseline (ART) 0.114+0.077 4.674+0.373

10 0.110+0.076 4.684+0.543

100 0.130+0.086 4.938+0.418

1000 0.135+0.080 4.936+0.415

Table 5: Effect of the high-quality data scale.
Method Natural Object Layer Quality|  Sticker Layer Quality  |Creative Object Layer Quality
HPSv2 + AE-V2.5 1 TIPS 1 [HPSv2 1 AE-V2.5 1 TIPS 1|HPSv2 + AE-V2.5 1 TIPS 1

LayerDiffuse [25] 26.28 5.451 29.37 | 21.51 3.640  19.11| 29.13 5.057 32.53
LayerDiffuse w/ FLUX| 24.33 5.374 27.65 | 25.79 4376  25.16 | 25.25 4.974 29.09
Ours 2658 5617 3019 | 26.14 4735 2569 2955 5551 3625

Table 6: Comparison with LayerDiffuse on LAYER-BENCH.

than that of the original LayerDiffuse based on SDXL. We infer that a key reason is that the quality
of data generated by these powerful models (like FLUX.I-[dev]) significantly outperforms that of
existing transparent images available on the internet or predicted by existing models. This widening
quality gap makes it risky to fine-tune them directly. In summary, our training-free LayerFLUX can
better maintain the original capabilities of the off-the-shelf text-to-image generation model, providing
a solid foundation for a wide range of applications.

F. Effect of salient object matting model choice. How to extract high-quality alpha channels is
critical for constructing high-quality single-layer transparent images. We study the influence of
different salient object matting models, such as SAM2, BiRefNet, and RMBG-2.0, and summarize
the comparison results on LAYER-BENcH in Table[7] We primarily consider the visual aesthetics of
the transparent layers after matting and report the quantitative results. Additionally, we visualize the
qualitative comparison results in Figure[T2} We empirically find that RMBG-2.0 achieves the best
results and adopt it as the default model.

G. Prompt of the Creative Caption Generation Compared to the common images in the MAGICK
dataset, creative images reflect the model’s ability to generate less frequent and more novel visual
content. To evaluate this capability of our method, we constructed a test set consisting of 500 creative
prompts generated by GPT-40, ensuring diversity and originality in the evaluation dataset. We mainly
focus on single objective description generation

H. Prompt of Multi-layer Style-align Recaption Instruction Given a reference layer of a multi-layer
image, we leverage the visual recognition capabilities of GPT-40 and style-align reception instruction
to transfer the original layer caption to a specific style caption. Specifically, we paste the original
layer to the center of a gray background image while keeping the aspect ratio. Then, the style-specific
instruction and the gray background layer image are fed to GPT-40. Also, for the generation of ART,
we use a similar instruction prompt to transfer the overall writing and style of the global caption.

I. How to choose the suffix prompt?

To understand how the suffix prompt helps the transparent layer generation task, we analyze the
attention maps between the background regions and the color text tokens within the suffix prompt in
Table 8] where we observe that the “gray” token achieves the best attention map response. We further
conducted a series of experiments to compute mloUgg and mloUgg by calculating the mean IoU
between the binary attention mask and the mask predicted by an image matting model to demonstrate
the effect of choosing different suffix prompts quantitatively. In addition, we compute the mean square
error between the attention map and the matting mask using MSEgg and MSEgq ek, Where the latter
metric reflects the degree of information leakage from the background to the foreground regions. We
compute these metrics as follows:

(1—M)NA| 1Y )
loUpg = ~o— ) 24 MSEsg = — > (1 — M) — A,)?, 3
T I M)UA|’ no =y 2. ) A9 ®
IM N (1—A) 1 )
loUpg = -— =~ 21 MSErGLea :—§ M; - M; - A))?, 4
T MU —A) FGLeak Nizl( ) @
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Method

Natural Object Layer Quality

Sticker Layer Quality

Creative Object Layer Quality

HPSv2 T AE'V2.5 1 TIPS 1

HPSv2 T AE'V2.5 1 TIPS 1

HPSv2 1 AE'V2.51 TIPS 1

SAM2 26.24 5.374 30.03 | 26.04 4556 2449 30.01 5.251 36.76

BiRefNet | 26.03 5.548 29.26 | 26.08 4719  25.62| 29.09 5.503 35.24

RMBG-2.0, 26.58 5.617 30.19 | 26.14 4735  25.69 | 29.55 5.551 36.25
Table 7: Effect of choosing different salient object matting models.

where M denotes the binary foreground mask predicted by a state-of-the-art image matting model,
and A denotes the binarized version of the attention mask A computed between the suffix prompt
tokens and the visual tokens extracted from the self-attention blocks within the diffusion transformer.
N denotes the number of pixels. In addition, we also use a trajectory magnitude to analyze whether
the diffusion model is able to control the background region pixels across all timesteps throughout the
entire denoising trajectory. Refer to the Appendix for more details.

Figure[7] visualizes the attention maps between the suffix tokens and the visual tokens. We can see
that by choosing a suitable suffix prompt, we can elicit the potential of the diffusion transformer to
generate isolated background regions that are easy to segment.

Attention between Suffix text token and visual token|Trajectory Magnitude
Suffix Prompt - — ,

mloUpg T mloUrg T MSEps | MSErcreax T |drc — dpc T dac |
original (w/o background prompt) - - - - 0.041 6.198
half green and half red background | 0.7863  0.5943  0.4717 0.2488 -0.202 6.427
half red and half blue background 0.7318  0.5403  0.4868 0.2413 -0.200 6.420
half gray and half black background| 0.7902  0.5692  0.4478 0.2468 0.243 6.062
half gray and half white background| 0.7787  0.5540 0.4701 0.2275 0.093 6.266
a solid red background 0.8282  0.6398 0.4414 0.2503 -1.412 7.814
a solid green background 0.8554  0.6646  0.4706 0.2401 -0.376 6.624
a solid blue background 0.8379  0.6493 0.4714 0.2416 -0.485 6.818
a solid black background 0.7318  0.5179 0.4255 0.2409 -1.749 8.317
a solid white background 0.8070  0.6495  0.3992 0.2365 -2.503 9.083
a solid transparent background 0.5801  0.3302 0.4410 0.2262 -1.413 7.872
a solid gray background 0.8642  0.6809 0.4181 0.2564 0.805 5.591

Table 8: Attention-map analysis of different suffix prompts.

J. Effect of suffix prompt templates. As shown in Table |8 the design of the suffix prompt is
important for guiding the text-to-image generation models to generate images consisting of objects that
can be easily isolated from the background by ensuring an approximately single-colored background.
Here, we further compare the matting results of nine different suffix prompt designs in Table[9} We
empirically find that choosing “isolated on a solid gray background” (SuffixPrompt H) achieves
slightly better results. We provide the detailed suffix prompts in the appendix.

K.Effect of color within suffix prompt. One natural question is which color is better for transparent
layer generation. We investigate the influence of using different color words within the suffix prompt
and summarize the results in Table[TI0] Accordingly, we find that using the color “gray” achieves the
best results. This differs from the observation in previous work [5]], which stated that using the color
“green” performs best because “green” is the least common hue.



Figure 12: Qualitative comparison of different salient object matting models. From left to right, we show the
matted results with RMBG-2.0, BiRefNet, and SAM?2.

Method _ [Natural Object Layer Quality] _ Sticker Layer Quality _|Creative Objeet Layer Quality  Method Natural Object Layer Quality] _Sticker Layer Quality _[Creative Object Layer Quality

HPSv2 { AE-V2.5 T TIPS | |[HPSv2 T AE-V2.5 1 TIPS 1|HPSv2 T AEV2,5 1 TIPS 1 HPSV2 T AE-V2.5 1 TIPS 1 [HPSv2 T AE-V2.5 1 TIPS {[HPSV2 T AE-V25 1 TIPS 1
SuffixPrompt A| 26,13 5.609  29.83 | 2607 4758 2567| 2912 5572 3625 Oy o o g N o s Ol ot S O
SuffixPrompt B| 2629 5587 2995 | 2598 4726 2545| 2928 5529 3632 Sl'::" iz; Z'i;): Zsz iZZi 3233 Zigﬁ ;Zg :::: 2:22
SuffxPromptC| 2632 5625 3006 | 2614 4758 2577|2935 5566 3642 3570 5267 2840 | 2568 4618 2549| 2872 5400 3446
SuffixPrompt Djf 25,95 5,631 2965 | 2623 4745 2593 ) 2938 5539 3612 gL, 471 4975 2734 | 2528 4399 2426| 2797 5362 3473
SuffixPrompt E| 2607 5493 2935 | 2612 4739 2576|2878 5497 3484 g 2616 5500 2038 | 2534 4655 2496| 2878 5430 3448
SuffixPromptF| 2601 5607 2943 | 2610 4755 2575| 2928 5518 3570 pnci 2626 5274 2936 | 2547 4560 2494| 2064 5453 3650
SuffixPrompt G| 2645 5468 3007 | 2572 4.654 2530 | 2987 5397  36.14  purgreenandhalfred| 2591 5344 2003 | 2593 4699 2608| 2972 5399 3579
SuffixPrompt H| 26.58  5.617  30.19 | 26.14 4735 2569 29.55 5551 3625  Halfredandhalfblue | 2583 5418 2910 | 2599 4691 2605| 2975 5459  35.89
Table 9: Effect of choosing different suffix prompt Table 10: Effect of choosing different color within
templates. suffix prompt.

Figure 13: Qualitative comparison of results with SOTA on LAyEr-BencH. The first row shows the results
generated with LayerDiffuse, while the second row shows the results generated with our LayerFLUX.
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Figure 14: Tlustrating the win-rate on single-layer transparent image generation benchmark LAYER-BENCH.
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Text Sticker Recaption Prompt for GPT-40

You are given the key word of a text sticker and its corresponding image. Your task is to generate an accurate and descriptive caption
for the sticker, following these guidelines:

1. The caption begins with "The text sticker describes/contains/" and ends with "isolated on a solid transparent background."

2. Clearly describe the text in the sticker, including the font color, font style, and any visual effects (e.g., shadows, gradients) observed
in the image.

3. Keywords usually refer to the text in the sticker, and you may include other relevant descriptive elements. Be explicit about these in
your caption.

4. Refer to the examples provided for clarity on how to construct your caption. Aim for creativity while adhering to the required
structure.

Here are some examples for reference:

- "The text sticker presents the word *Focus’ in a sharp, modern font, filled with a gradient of charcoal gray to bright red. The letters
are outlined in bright white, and stylized targets surround the text, conveying determination and clarity, isolated on a solid transparent
background."

- "The text sticker showcases the word *Celebrate’ in a festive, curly font, filled with a vibrant confetti gradient of rainbow colors.
Each letter is dotted with tiny sparkles, and balloons and streamers float around, enhancing the joyful spirit of celebration, isolated on
a solid transparent background."

Please ensure to generate a caption that fits this style and adheres to the guidelines.

Response 1:
{response 1}

Please strictly follow the following format requirements when outputting, and don’t have any other unnecessary words.
Output Format:
response 1 or response 2.

. J

Creati bject Layer Prompt for GPT-40

You are tasked with generating imaginative and creative image descriptions based on a given object word. The generated description
should follow these specific guidelines:

### **]. Input:**

- You will receive a single object word (e.g., "penguin”, "teapot”, "
- Use this object as the central focus of the description.

##H **2. Output Requirements:**

- The description should be **creative and unexpected**, modifying the object or adding elements that make it unusual, humorous, or
visually striking.

- The description **must not include details about the background**—focus only on the main object and any additional elements that
make it more interesting.

- Aim for a **concise but vivid** description, ideally **within 20 to 30 words™**.

- Use **strong visual language™* to create a mental image.

- Avoid generic descriptions—make it **fun, unique, and imaginative**.

### **3. Examples for Reference:**

| Given Object | Generated Description |

| | |

robot", etc.).

| | 1

| Kangaroo | A kangaroo holding a beer, wearing ski goggles and passionately singing silly songs. |

| Car | A car made out of vegetables. |

| Raccoon | A cyberpunk-styled raccoon wearing neon glasses and a futuristic jacket, holding a laser gun in one paw. |
| Teapot | A giant teapot with robotic arms, serving tea while wearing a tiny monocle and top hat. |

| Penguin | A punk-styled penguin with a mohawk, leather jacket, and electric guitar, rocking out on an ice stage. |
##H# **4. Constraints & Guidelines:**

- Do **not** include the background in the description.

- Feel free to **modify the object’s appearance, abilities, or accessories** to make it more interesting.

- If necessary, **add related objects** (e.g., a robot might have futuristic gadgets, a dog might have sunglasses and a skateboard).
- Keep the tone fun, artistic, and engaging.

##H# **5. Additional Notes:**

Please directly respond to the prompt with the creative description.




Multi-layer Style Recaption Instruction for GPT-40

You will receive an RGBA image placed on a gray background. Your task is to generate a highly detailed description of the image’s
content while adhering to a given stylistic (STYLEPROMPT) requirement.

**Key Guidelines:**

1. **Ignore the Gray Background:** - Do not mention or describe the gray background in any way. Focus solely on the foreground
content.

2. **Handling Text in the Image:** - If the image contains any textual elements, the description **must** begin with **"Text:"**
followed by a precise transcription of all visible text. - Transcribe every word, symbol, punctuation mark, and character **without
omission or modification**. - The description of text must be brief and the style description should be limited to 5 words.

3. **Handling Non-Text Elements:** - If the image contains **non-text elements**, generate an **detailed** description, capturing
all visible aspects. - Ensure that the provided style, STYLEPROMPT, is seamlessly **integrated into the description**, maintaining
coherence and natural flow.

4. **Qutput Format:** - Provide only the description of the image. Do **not** include any additional explanations, comments, or
meta-information about the task itself. - The description **must explicitly state** that the image is in **STYLEPROMPT style**,
starting with **"This is a STYLEPROMPT style image."** (VERY IMPORTANT) - Limited to 70 words!!!

The image is shown below:
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:
* The answer NA means that the abstract and introduction do not include the claims made
in the paper.
* The abstract and/or introduction should clearly state the claims made, including the

contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have discussed the limitations in the section.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an important
role in developing norms that preserve the integrity of the community. Reviewers will
be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: We provide the full set of assumpltions.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We illustrate the pipeline and algorithm to generate the synthetic dataset, which
is easy and reproducible.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If'the paper includes experiments, a No answer to this question will not be perceived well
by the reviewers: Making the paper reproducible is important, regardless of whether
the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all

submissions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct the
dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors
are welcome to describe the particular way they provide for reproducibility. In the
case of closed-source models, it may be that access to the model is limited in some
way (e.g., to registered users), but it should be possible for other researchers to have
some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions
to faithfully reproduce the main experimental results, as described in supplemental material?
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Answer: [Yes]
Justification: We will release our code and data if necessary.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run
to reproduce the results. See the NeurIPS code and data submission guidelines
(https://nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they

should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specify all the training and test details in paper and supplementary materiel.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: Statistical significance or error analysis is not provided in the paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the
main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error of
the mean.
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8.

10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments?

Answer: [Yes]
Justification: We offer information on the computer resources.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special
consideration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss these aspects in Conclusion section.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: We describe safeguards.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We properly credited the original owners of assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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16.

« If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We document our pipeline for synthetic data in Figure and Appendix in detail.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main
contribution of the paper involves human subjects, then as much detail as possible
should be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

12



785
786
787
788

789

791
792
793

794
795

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The LLM is used only for grammar checking and editing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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