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ABSTRACT

Approximating the numerical solutions of partial differential equations (PDEs)
using neural networks is a promising application of deep learning. The smooth
architecture of a fully connected neural network is appropriate for finding the so-
lutions of PDEs; the corresponding loss function can also be intuitively designed
and guarantees the convergence for various kinds of PDEs. However, the rate
of convergence has been considered as a weakness of this approach. This paper
introduces a novel loss function for the training of neural networks to find the
solutions of PDEs, making the training substantially efficient. Inspired by the
recent studies that incorporate derivative information for the training of neural
networks, we develop a loss function that guides a neural network to reduce the
error in the corresponding Sobolev space. Surprisingly, a simple modification of
the loss function can make the training process similar to Sobolev Training al-
though solving PDEs with neural networks is not a fully supervised learning task.
We provide several theoretical justifications for such an approach for the viscous
Burgers equation and the kinetic Fokker—Planck equation. We also present several
simulation results, which show that compared with the traditional L2 loss func-
tion, the proposed loss function guides the neural network to a significantly faster
convergence. Moreover, we provide the empirical evidence that shows that the
proposed loss function, together with the iterative sampling techniques, performs
better in solving high dimensional PDEs.

1 INTRODUCTION

Deep learning has achieved remarkable success in many scientific fields, including computer vision
and natural language processing. In addition to engineering, deep learning has been successfully
applied to the field of scientific computing. Particularly, the use of neural networks for the numerical
integration of partial differential equations (PDEs) has emerged as a new important application of
the deep learning.

Being a universal approximator (Cybenko, [1989; Hornik et al.| [1989; L1, [1996)), a neural network
can approximate solutions of complex PDEs. To find the neural network solution of a PDE, a neural
network is trained on a domain wherein the PDE is defined. Training a neural network comprises the
following: feeding the input data through forward pass and minimizing a predefined loss function
with respect to the network parameters through backward pass. In the traditional supervised learning
setting, the loss function is designed to guide the neural network to generate the same output as the
target data for the given input data. However, while solving PDEs using neural networks, the target
values that correspond to the analytic solution are not available. One possible way to guide the neural
network to produce the same output as the solution of the PDE is to penalize the neural network to
satisfy the PDE itself (Sirignano & Spiliopoulos, [2018; Berg & Nystrom, 2018} |Raissi et al., |2019;
Hwang et al., 2020).

Unlike the traditional mesh-based schemes including the finite difference method (FDM) and the
finite element method (FEM), neural networks are inherently mesh-free function-approximators.
Advantageously, as mesh-free function-approximators, neural networks can avoid the curse of di-
mensionality (Sirignano & Spiliopoulos| 2018)) and approximate the solutions of PDEs on complex
geometries (Berg & Nystrom, 2018)). Recently, [Hwang et al.| (2020) showed that neural networks
could approximate the solutions of kinetic Fokker—Planck equations under not only various kinds
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of kinetic boundary conditions but also several irregular initial conditions. Moreover, they showed
that the neural networks automatically approximate the macroscopic physical quantities including
the kinetic energy, the entropy, the free energy, and the asymptotic behavior of the solutions. Further
issues including the inverse problem were investigated by Raissi et al.|(2019)); Jo et al.| (2020).

Although the neural network approach can be used to solve several complex PDEs in various kinds
of settings, it requires relatively high computational cost compared to the traditional mesh-based
schemes in general. To resolve this issue, we propose a novel loss function using Sobolev norms
in this paper. Inspired by a recent study that incorporated derivative information for the training of
neural networks (Czarnecki et al.l [2017), we develop a loss function that efficiently guides neural
networks to find the solutions of PDEs. We prove that the H' and H? norms of the approximation
errors converge to zero as our loss functions tend to zero for the 1-D Heat equation, the 1-D viscous
Burgers equation, and the 1-D kinetic Fokker—Planck equation. Moreover, we show via several
simulation results that the number of epochs to achieve a certain accuracy is significantly reduced
as the order of derivatives in the loss function gets higher, provided that the solution is smooth. This
study might pave the way for overcoming the issue of high computational cost when solving PDEs
using neural networks.

The main contributions of this work are threefold: 1) We introduce novel loss functions that en-
able the Sobolev Training of neural networks for solving PDEs. 2) We prove that the proposed
loss functions guarantee the convergence of neuarl networks in the corresponding Sobolev spaces
although it is not a supervised learning task. 3) We empirically demonstrate the effect of Sobolev
Training for several regression problems and the improved performances of our loss functions in
solving several PDEs including the heat equation, Burgers’ equation, the Fokker—Planck equation,
and high-dimensional Poisson equation.

2 RELATED WORKS

Training neural networks to approximate the solutions of PDEs has been intensively studied over
the past decades. For example, Lagaris et al.| (1998;2000) used neural networks to solve Ordinary
Differential Equations (ODEs) and PDEs on a predefined set of grid points. Subsequently, [Sirignano
& Spiliopoulos| (2018)) proposed a method to solve high-dimensional PDEs by approximating the
solution using a neural network. They focused on the fact that the traditional finite mesh-based
scheme becomes computationally intractable when the dimension becomes high. However, because
neural networks are mesh-free function-approximators, they can solve high-dimensional PDEs by
incorporating mini-batch sampling. Furthermore, the authors showed the convergence of the neural
network to the solution of quasilinear parabolic PDEs under certain conditions.

Recently, Raissi et al.| (2019)) reported that one can use observed data to solve PDEs using physics-
informed neural networks (PINNs). Notably, PINNs can solve a supervised regression problem
on observed data while satisfying any physical properties given by nonlinear PDEs. A significant
advantage of PINNSs is that the data-driven discovery of PDEs, also called the inverse problem,
is possible with a small change in the code. The authors provided several numerical simulations
for various types of nonlinear PDEs including the Navier—Stokes equation and Burgers’ equation.
The first theoretical justification for PINNs was provided by [Shin et al.| (2020), who showed that a
sequence of neural networks converges to the solutions of linear elliptic and parabolic PDEs in L?
sense as the number of observed data increases. There also exists a study aiming to enhance the
convergence of PINNs (van der Meer et al., 2020)).

Additionally, several works related deep neural networks with PDEs but not by the direct approx-
imation of the solutions of PDEs. For instance, |[Long et al.| (2018)) attempted to discover the hid-
den physics model from data by learning differential operators. A fast, iterative PDE-solver was
proposed by learning to modify each iteration of the existing solver (Hsieh et al., 2019). A deep
backward stochastic differential equation (BSDE) solver was proposed and investigated in [Weinan
et al.|(2017);|Han et al.| (2018) for solving high-dimensional parabolic PDEs by reformulating them
using BSDE.

The main strategy of the present study is to leverage derivative information while solving PDEs via
neural networks. The authors of |Czarnecki et al.| (2017) first proposed Sobolev Training that uses
derivative information of the target function when training a neural network by slightly modifying
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the loss function. They showed that Sobolev Training had lower sample complexity than regular
training, and therefore it is highly efficient in many applicable fields, such as regression and policy
distillation problems. We appropriate the concept of Sobolev Training to develop a loss function for
the efficient training of a neural network for solving PDEs.

3 LOSS FUNCTION

We consider the following Cauchy problem of PDEs:

Pu=f, (t,z) € [0,T] x Q, 3.1
Tu=g, (t,z) € {0} x Q, (3.2)
Bu=h, (t,z) € [0,T] x 9, (3.3)

where P denotes a differential operator; I and B denote the initial and boundary operators, respec-
tively; f, g, and h denote the inhomogeneous term, and initial and boundary data, respectively. In
most studies that reported the neural network solutions of PDEs, a neural network was trained on

uniformly sampled grid points {(¢;, x])}f\[; 1\1[ € [0,T] x €, which were completely determined
before training. One of the most intuitive ways to make the neural network satisfy PDEs GI-G3)

is to minimize the following loss functional:
Loss(unn;p) = |[Punn — f”ip([O,T]XQ) + [[{unn — gHiP(Q) + [ Bunn — h”ip([o,T]xaQ)v

where u,,,, denotes the neural network and p = 1 or 2, as they have been the most commonly used
exponents in regression problems in previous studies. Evidently, an analytic solution wu satisfies
Loss(u) = 0, and thus one can conceptualize a neural network that makes Loss(un,) = 0 a
possible solution of PDEs (3.1)-(3.3). This statement is in fact proved for second-order parabolic
equations with the Dirichlet boundary condition inlJo et al.|(2020)), and for the Fokker—Planck equa-
tion with inflow and specular reflective boundary conditions in [Hwang et al.[(2020). Both the proofs
are based on the following inequality:

|t — nnl| Lo 0,7;L2(0)) < CL085(Unn;2),

for some constant C', which states that minimizing the loss functional implies minimizing the ap-
proximation error.

The main concept behind Sobolev Training is to minimize the error between the output and the target
function, and that between the derivatives of the output and those of the target function. However,
unlike the traditional supervised regression problem, neither the target function nor its derivative is
provided while solving PDEs via neural networks. Thus, a special treatment is required to apply
Sobolev Training for solving PDEs using neural networks. In this and the following sections, we
propose several loss functions and prove that they guarantee the convergence of the neural network
to the solution of a given PDE in the corresponding Sobolev space. Therefore, the proposed loss
functions play similar roles to those in Sobolev Training.

We define the loss function that depends on the Sobolev norm WP as follows:

Zossgs ik, 21 0) = 1P 40) = M [y oy O

L0531 (ttnni ,0) = [Tt (t:2) = 9() g 335

Losspe (tnm; by p, 1, q) = HHBunn(t, ) = h(t, ’)”%ﬂ(amszk,p([o,ﬂ) . (3.6)

Remark 3.1. Here, Lossg,%TAL(u,m) = Lossgr(unn;0,2,0,2) + Lossic(un,;0,2) +

Losspc (Unn; 0,2,0,2) coincides with the traditional L? loss function employed by |Sirignano &
Spiliopoulos|(2018); |Berg & Nystrom, (2018); |Raissi et al.|(2019); [Hwang et al.|(2020).

When we train a neural network, the loss functions (3.4)—(3.6) are computed by Monte-Carlo ap-
proximation. Because the grid points are uniformly sampled, the loss functions are approximated as

follows:
p

Lossgr(unn; k,p, 1, q) =~ ﬂ Z Z Z Z|D°‘P (tnn (ti, ) — D f(ti, ;)|

T BI<k i=1 |a\<u 1
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9] /

Lossic(unn;l,q) ~ |D%unn (0, 25) — D*g(x5)[%,

p

7|09 e | q
LOSSBc(unn,k:7p,l7Q) N,Ng Z Z dtB Z Z |Daunn(ti7$j) —Dah(ti,l’j” ,
|B| <k i=1 la|<la;€00Q

L

where « and [ denote the conventional multi-indexes, and D denotes the spatial derivatives.

4 THEORETICAL RESULTS

In this section, we theoretically validate our claim that our loss functions guarantee the convergence
of the neural network to the solution of a given PDE in the corresponding Sobolev spaces, and
that they play a similar role to those in Sobolev Training while solving PDEs via neural networks.
Throughout this section, we will denote the strong solution of each equation by w, neural network
solution by ,,,, and Sobolev spaces W2 and W22 by H' and H?, respectively. All the proofs
are provided in the Appendix.

4.1 THE HEAT EQUATION AND BURGERS’ EQUATION

We define the following three total loss functions for the heat equation and Burgers’ equation:

Lossg%TAL(um,,) = Lossgr(tnn;0,2,0,2) + Lossic(tunn; 0,2) + Losspo (unn; 0,2,0,2),

(4.1)
Lossgpl())TAL(unn) = L0$s¢E(tnn; 0,2,0,2) + Lossic(unn; 1,2) + Losspo(tnn; 0,2, 0, ?4)172)
Lossg%TAL(um) = Lossar(tnn; 1,2,0,2) + Lossic(Unn; 2, 2) + Loss o (unn; 0,2, 0, 2.3)

We then obtain the following convergence theorem:

Theorem 4.1. (Proofs are provided in (A.3) for the heat equation, and (A.8) for Burgers’ equation)
For the following 1-D heat and Burgers’ equations:

The heat equation Burgers’ equation
Ut — Uge = 01n (0, 7] x Q, Up + Ul — Vg = 01n (0, T] X Q,
u(0,2) = up(x) on £, u(0,x) = up(x) on Q,
u(t,z) = 0on [0,7T] x 09, u(t,z) = 0on [0,7T] x 09,

there hold, provided that uy,, is smooth,

B (0)
orél%XT lu(t) = wnn(t)| 2() — 0 as Losspopap, — 0,

esssup ||u(t) — unn(t)HHé(Q) — 0as Lossg%TAL — 0,
0<t<T

essSup [[u(t) — tn (t)||rr2(0) = 0 as Loss\fpa, = 0.
0<t<T

4.2 THE FOKKER-PLANCK EQUATION

For the Fokker—Planck equation, we need additional parameters for a new input variable v. We
define the following two total loss functions for the Fokker—Planck equation:

Lossgqogj}:)AL(um,,) = Lossgr(tunn;0,2,0,2,0,2) + Lossic(unn; 0,2,0,2)

+ Losspc(tnn; 0,2,0,2,0,2), 4.4)
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Loss(Tlg;AL(um) = Loss¢E(tnn;0,2,1,2,1,2) + Lossro(tunn; 1,2,1,2)

+ Losspc(unn; 0,2,0,2,0,2). 4.5)
We then have the following convergence theorem:

Theorem 4.2. (Proofs are provided in and ) For the 1-D Fokker—-Planck equation with
the periodic boundary condition:

Ut + VUy — ﬂ(vu)i) — QUyy = O, for (t7 Z, U) S [0, T] X [0, 1] X R,
u(0,2,v) = up(x,v), for (z,v) € [0,1] x R,
Oy ou(t, 1,v) — 0, Ju(t,0,v) =0, for (t,v) € [0,T] x R,

there hold, under assumptions (A.50) and (A.51)),

0;FP
sup Ju(t) — u,m(t)HLz(QX[_Vy]) —0as LOSS’(I“OTAL — 0,
0<t<T
(1;FP)
sup lu(t) — wnn (O || 51 (;22(=v,v))) — 0 as Losspora, — 0.

0<t<T

Remark 4.3. The theorems in this section imply that the proposed loss functions guarantee the
convergence of neural networks in the corresponding Sobolev spaces, thereby coinciding with the
main idea of Sobolev Training.

Remark 4.4. The theorems in this section cannot be directly generalized to the high-dimensional
cases because even the 2-dimensional case starts involving the convexity of the boundary. Though
it has also been shown that the Fokker-Planck operator has strong hypoellipticity and the solutions
to the boundary problems are smooth even in the higher dimensional case, the proof requires long
rigorous mathematical analysis. For more information, see Hwang et al.| (2018} 12019).

Remark 4.5. Because we cannot access the label (which corresponds to the analytic solution) on the
interior grid, solving PDEs using a neural network is not a fully supervised problem. Interestingly,
by incorporating derivative information in the loss function, the proposed approach enables Sobolev
Training even if neither the labels nor the derivatives of the target function are provided.

5 EXPERIMENTAL RESULTS

In this section, we provide experimental results for toy examples that comprise several regression
problems and various kinds of differential equations, including the heat equation, Burgers’ equa-
tion, the kinetic Fokker—Planck equation, and high-dimensional Poisson’s equation. We employ a
fully connected neural network, which is a natural choice for function approximation. We use the
hyperbolic tangent function as a nonlinear activation function. Although ReLU (z) = max(0, z) is
a frequent choice in modern machine learning, it is not appropriate for solving PDEs because the
second derivatives of the neural network vanish.

In appreciation of Automatic Differentiation, we can easily compute derivatives of any order of
a neural network with respect to input data despite the compositional structure; see [Baydin et al.
(2017) and references therein. We implemented our neural network using PyTorch, a widely used
deep learning library (Paszke et al.| |[2019). For the numerical experiments, we used a neural net-
work with three hidden layers each of which had d-256-256-256-1 neurons, where d denotes the
input dimension. We used the ADAM optimizer (Kingma & Bal [2014), a popular gradient-based
optimizer.

To see whether our loss functions performed more efficiently than the traditional L? loss function
introduced in Remark [3.1] we made everything maintain the same except the loss function. We
compared the loss functions on the basis of L?((2) test error for the toy examples, absolute relative
test error for the high-dimensional Poisson equation, and L°°(0, T; L?((2)) test error for the other
PDEs. For each loss function, we recorded the number of epochs required to meet a certain error
threshold and the test error. Considering the randomness due to network initialization, we repeated
the training a hundred times. Conversely, we initialized a hundred different neural networks with
uniform initialization and trained them in the same manner. To compute the test error, we used ana-
Iytic solutions for the Heat equation, Burgers’ equation, and the high-dimensional Poisson equation,
and a numerical solution from Wollman & Ozizmir| (2008)) for the kinetic Fokker—Planck equation.
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5.1 TOY EXAMPLES

First, we consider two simple regression problems with target functions sin(z) and ReLU (z), re-
spectively. For these toy examples, we define the loss functions as follows:

L2 10ss = |[tnn(2) — y(2) |3,
H1 loss = Hunn(x) - y<x)||§ + ||u;1n(x) - y/<x)||§’
H2 l0ss = [[unn (2) = y(@)[|5 + [lur,, (2) = o/ (@)][5 + [Jup, () — v (2)][]3,

where y(x) denotes either sin(z), or ReLU (x). We uniformly sampled a hundred grid points from
[0, 27] for training sin(x). Similarly, we uniformly sampled a hundred grid points from [—1, 1]
for training ReLU (x). We expected the training to become fast using higher order derivatives as
many as possible when training sin(z) and Re LU (z). Figure[] confirms our assumption to be true.
Interestingly, although ReLU (z) is not twice weakly differentiable at only one point 2 = 0, the H2
loss does not facilitate the training.

sin(x) / Number of Epochs sin(x) / Error Plot sin(x) / Time Plot

12 loss
= H1 loss
H2 loss

B

2
° j.—..——.—
2 loss

ssssss

L2 loss
= H1 loss
H2 loss

Counts

Average training time (seconds)

Heloss
Loss functions

00 1500 2000 2500 3000 ] 200 S w0
Number of Epochs Number of Epochs
ReLU(x) / Number of Epochs ReLU(x) / Error Plot ReLU(x) / Time Plot

L2 loss 101 — L2 loss
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= H2 loss
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Figure 1: First row: results for sin(x), Second row: results for ReLU (x). First column: Histograms
generated from the repeated training of neural networks for training sin(x), and ReLU (x). Second
column: Test L? errors. Third column: Average training time for each loss function to achieve
certa}lin error threshold. Error bars are for standard deviations. The thresholds for the error are set to
107,

In order to explore the nature of Sobolev Training, we design more complicated toy examples.
Consider the target functions sin(kx), for & = 1,2,...,5, and ReLU (kz) = max(0, kx), for
k =1,2,3...,10. As k increases, the target functions and their derivatives contain drastic changes
in their values, so it is difficult to learn those functions. We hypothesize that in Sobolev Training,
the training becomes faster since we give explicit label for the derivatives and it becomes easier to
capture the drastic changes in the derivatives. This is empirically shown to be true in Figure 2] We
train neural networks to approximate sin(kx), and ReLU (kz) for different k and record the number
of training epochs to achieve certain error threshold which can be regarded as a difficulty of the
problem. As one can see in Figure 2] the difficulty changes little to no when we train with HI and
H2 losses while the difficulty increases with & when L2 loss is used. This implies that the difficulty
of training barely changes in Sobolev Training even the target function has stiff changes. The same
observations are made when solving PDEs. The improvement of our loss functions compare to L2
loss function are more dramatic for Burgers’ equation (which has stiff solution (Raissi et al., 2019)))
than for the heat equation, with the initial condition of fy (which has a higher frequency) than with
the initial condition of f; initial condition in the Fokker—Planck equation, and as & increases for the
high-dimensional Poisson equation [7]

5.2 THE HEAT EQUATION & BURGERS’ EQUATION

‘We now demonstrate the results of the Sobolev Training of the neural networks for solving PDEs. We
begin with the 1-D heat equation, and Burgers’ equation, which is the simplest PDE that combines
both the nonlinear propagation effect and diffusive effect. Burgers’ equation often appears as a
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sin(kx) ReLU(kx)

1500

1000

Number of Epochs.

Figure 2: Average number of epochs to make error less than 103 increases in L2 loss as k increases.
However, when we use H1, and H2 losses, required number of epochs increases much more slowly
or stays the same as k increases.

simplification of a more complex and sophisticated model, such as the Navier—Stokes equation. The
equations with the homogeneous Dirichlet boundary condition read as follows:

The Heat equation Burgers’ equation
Ut — Uz = 01n (0,10] x [0, 7], | ws + wuy — 0.2uy, = 0in (0,0.01] x [0, 1],
u(0,2) = sin(x) on [0, 7], u(0,x) = —sin(mz) on [0, 1],
u(t,z) = 0on [0,10] x {0,7}. u(t,z) = 0on [0,0.01] x {0,1}.

The heat equation attains a unique analytic solution u(¢, ) = sin(x) exp(—t); an analytic solution
of Burgers’ equation is provided in Basdevant et al.|(1986).

Although [Sirignano & Spiliopoulos| (2018) indicated that iterative random sampling reduces the
computational cost, we fixed the grid points before training because we aimed to compare the effi-
ciency of our loss function with that of the traditional one. For the heat equation and the Burgers’
equation, we uniformly sampled the grid points {¢;, xj}iv ’5;1‘ from (0, 7] x €2, where N; and N,
denote the number of samples for interior ¢ and x, respectlvely For the initial and boundary condi-

tions, we sampled the grid points from {¢ = 0, z; }évzfl € {0} x Q and {t;, x]}fﬁ’zj\{B € [0,T] x 09,
respectively, where Np denotes the number of grid points in Of2. Here, we set Ny, N, Ng = 31.

The testing data were also uniformly sampled from the domain of the PDEs.

The L2, H1, and H2 losses are the Monte-Carlo approximations of (4.1)), 4.2)), and {@.3), respec-
tively, for the heat equation and Burgers’ equation. Working on achieving a smooth solution, we
observed that the H2 loss performed the best, followed by the H1 loss and then the L2 loss in both
accuracy, and computation time. We show the corresponding results in Figure 3]

5.3 THE FOKKER-PLANCK EQUATION

The kinetic Fokker—Planck equation describes the dynamics of a particle whose behavior is similar
to that of the Brownian particle. The Fokker—Planck operator has a strong regularizing effect not
just in the velocity variable but also in the temporal and the spatial variables by the hypoellipticity.
The Fokker—Planck equation has been considered in numerous physical circumstances including the
Brownian motion described by the Uhlenbeck-Ornstein processes.

We provide two simulation results for different initial conditions for the 1-D Fokker—Planck equation
with the periodic boundary condition. For the Fokker-Planck equation, we adopted the idea of
sampling from [Hwang et al.| (2020). Because it is practically difficult to consider the entire space
for the v € R variable, we truncated the space for v as [—5, 5]. We then uniformly sampled the grid

points {t;, z;, vx } fV]' ,iv =N from (0, T x € x [5, 5], where N, denotes the number of samples for

v. The grid points for the initial and periodic boundary conditions were accordingly sampled. The
truncated equation reads as follows:

up + vuy, — Bvu)y, — quyy, = 0, for (¢, z,v) € (0,3] x [0,1] x [-5, 5],
u(0,z,v) = f(x,v), for (z,v) € [0,1] x [-5,5],
oy u(t,0,v) = 0, for (¢t,v) € [0,3] x [-5, 5],

twv

u(t,1,v) — Of

ta:'u
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Figure 3: First row: results for the heat equation. Second row: results for Burgers’ equation. First
column: Histograms for the heat and Burgers’ equation generated from a hundred neural networks
for each loss function. Second column: Test L>(0,7; L?(2)) errors. Third column: Average
training time for each loss function to achieve certain error threshold. Error bars are for standard
deviations. The thresholds for the error are set to 10°.

P _ exp(—v?) _ (14cos(27z)) exp(—v?)
where f(x,v) is either fi(z,v) = T, exp(—otydn OF fa(z,v) = T, (Lcos(2n)) exp(—ot)duds”

and  =0.1,¢ =0.1.

A numerical solution on the test data was computed by a method shown by Wollman & Ozizmir|
and used for computing the test error. L2 loss and H1 loss denote the Monte-Carlo approx-
imations of (#.4) and (#.3)), respectively. The values of N;, N, and N,, were set to be 31, and the
grid points were uniformly sampled. Expectedly, a solution of the Fokker—Planck equation could be
estimated substantially faster using our loss function in both cases. We have provided the detailed
results in Figure ]
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Figure 4: First row: results for f; initial condition. Second row: results for f5 initial condition.
First column: Histograms generated from a hundred neural networks for each loss function. Second
column: Test L>°(0,T; L*(Q2)) errors. Third column: Average training time for each loss function
to achieve certain error threshold. Error bars are for standard deviations. The thresholds for the
errors for the initial conditions f; (x,v), and f2(z,v) are set to 10~%, and 10~3, respectively.

5.4 THE HIGH-DIMENSIONAL POISSON EQUATION

The Poisson equation serves as an example problem in the recent literature; see[Weinan & Yu|(2018));
[Hsieh et al.| (2019); [Zang et al.|(2020). In this section, we provide empirical results to demonstrate
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that the proposed loss functions perform satisfactorily when equipped with iterative sampling for
solving high-dimensional PDEs; see Sirignano & Spiliopoulos| (2018) for more information. Con-
vergence result similar to those of in section 4| for the Poisson equation is given in section[A.4] We
consider the following high-dimensional Poisson equation with the Dirichlet boundary condition:
o d
—Au = % ;sin(gzi), forz € Q = (0,1)4,

d
u= lein(gxi), for z € 011,

where © = (x1,2,...,2q4) € . One can readily prove that u(z) = Z?zl sin(Zx;) is a strong
solution. We compare the following three loss functions with each other:
(0; Poisson)

Lossporar (Unn) = Lossar(Unn; 0,2) + Losspo (tnn; 0,2), (5.1
LossSibties®™ (unn) = Lossap(tnn; 1,2) + Loss po(tinn; 0,2), (5.2)
Lossg?g;offon)(unn) = Lossgr(tnn; 1,2) + Losspo(tunn; 1,2). (5.3)

Notably, the aforementioned loss functions have the variable x only. Table (1| presents the relative
errors on a predefined test set for d = 10,50, and 100. Evidently, in all cases, the proposed loss
functions outperform the traditional L? loss function. More detailed experimental results are given
in section

Table 1: Average of the relative errors of a hundred neural networks for the high-dimensional Pois-
son’s equations. We uniformly sampled 500 data points from {2 for each epoch and trained the neural
networks in 10000 epochs at a learning rate 10~4,

(0;Potisson) (1;Potisson) (2;Potsson)

Dimension  LosSypopar Lossyporar Lossyorar
10 0.38% 0.22% 0.22%
50 2.00% 1.74% 1.52%
100 3.15% 3.06% 2.89%

6 DISCUSSION AND CONCLUSION

Inspired by Sobolev Training, we proposed novel loss functions, which efficiently guided the training
of neural networks for solving PDEs. We theoretically justified that the proposed loss functions
guaranteed the convergence of a neural network to a solution of PDEs in the corresponding Sobolev
spaces. We also discussed that the proposed theorems imply that the training becomes Sobolev
Training by slightly modifying the loss function, although the process of estimating neural network
solutions of PDEs is not fully supervised.

In addition to the toy examples, which showed the exceptional speed of Sobolev Training, we pro-
vided empirical evidences demonstrate that our loss functions expedited the training more than the
traditional L? loss function. We believe that this can solve the problem associated with the high
costs involved in estimating the neural network solutions of PDEs. Moreover, our experiments on
high-dimensional problems showed that the proposed loss function performed better when equipped
with iterative grid sampling. The histograms in Figure [T}4]indicate that our loss function provided
more stable training in that it reduced the variance in the distribution of the number of epochs (e.g.,
for the Burgers’ equation, L2 loss: 3651+812, H1 loss: 995471, and H2 loss: 331+£15). Thus,
the training, when governed by our loss function, became robust to the random initialization of the
weights.
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A PROOFS FOR THE THEOREMS IN SECTION [4]

We begin with the basic definitions of Sobolev spaces. We excerpt the definitions from|Evans (2010).

1 th

loc -weak

Definition A.1. Suppose u,v € L
derivative of u, written

(U) and « is a multiindex. We say that v is the o

D% =,

/UuDO‘cz)dx:(fl)‘M/Uvgbd:r,

for all test functions ¢ € C(U).

provided

Now we define the Sobolev space. Fix 1 < p < oo and let £ be a nonnegative integer.

Definition A.2. The Sobolev space W*P(U) consists of all locally integrable functions u : U — R
such that for each multiindex o with || < k, D exists in the weak sense and belongs to LP(U).
Note that if p = 2, we usually write H*(U) = W*2(U) (k=0,1,2,...).

The Sobolev norms are defined as follow:
Definition A.3. Ifu € W*?(U), we define its norm to be

[elleng = § Sioize JulD™ulPdn)'? (1< p < o),
T S ek esssupy [Pl (p = o).

Finally, we define a notion of convergence in Sobolev spaces.
Definition Ad. Let {1, }2°_,,u € WFP(U). We say w,, converges to u in W*P(U) provided

lim || — ullwre @y = 0.
m—r oo

11
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A.1 THE HEAT EQUATION

We denote the strong solution of the heat equation
U — Uz = 01n (0,T] x Q,
u(0,x) = uo(x) on Q,
u(t,z) =0o0n [0,T] x 09,
by u and the neural network solution by u,,,,. Then, v = u — u,,, satisfies:
Vg — Vg = f(t,2) in (0,7 x £,
v(0,z) = g(z) on Q, (A1)
v(t,z) = 0on [0,T] x 09,
for some f, and g. Here, we can set the boundary to be zero by multiplying B(x), where B(z) is a
0, x € 00
#0, €0
Theorem A.5. (Theorem 7.1.5 in|Evans|(2010)) If g € H*(Q), fi € L?(0,T; L*(Q)), then,

goax o2 < Crllfllz2.riz2@) + gl @), (A2)

esssup [[v(t) | g1 ) < C2(lflz2(0,7;22(0)) + 19l 52 (@) (A.3)
0 0
0<t<T

smooth function satisfying B(x) = { . Then the following holds:

esssup |[v(t) || a2y < Cs(llflar0,m522)) + I9lla2(0))s (A4)
0<t<T

for some C1,Cs, Cs.

By applying above theorem to (AZT)), we get the results of Theorem .1}

Remark A.6. The left hand sides in - are the errors of neural networks in corresponding
norms, and the right hand sides are the losses (#-1)) - ({#.3)) for the heat equation, respectively. This
implies that the proposed loss functions are the upper bounds of the errors in the Sobolev spaces, and
by minimizing them, we can expect the effect of Sobolev Training when solving PDEs with neural
networks.

In the rest of this section, we will show the similar results for Burgers’ equation and the Fokker—
Planck equation.

A.2 BURGERS’ EQUATION

We consider the strong solution u of the following Burgers equation in a bounded interval Q2 = [a, b],

Opu + udypu — 02u =0 inQ, (A.5)
u=0 ondQ, (A.6)
and the corresponding neural network solution u,,,, satisfying
Oty + Unpn Optinpn — 02Uy = f inQ, (A7)
Upn, =0 on 0. (A.8)

with the inital data «(0, -) and w,, (0, -), respectively.

The following proposition ensures the existence of a strong solution to the initial boundary value
problem (A.5)—(A.6) (see Benia & Sadallah| (2016)). Here, we multiply B(z) to u,, (¢, ) in order
to meet the boundary condition. We use the notation < where the relation A < B stands for
A < CB, where C denotes a generic constant.

Proposition A.7. (Theorem 1.2 in\Benia & Sadallah (2016)) Let ug € H_}. Then there exists a time
T* = T*(up) > 0 such that the problem (@)—(@) with initial data ugy has a unique solution of u
satisfying

we L*(0,T% H*(Q)) N C([0,T%); Hy (),
ug € L2(0,T%; L*(2)).
Furthermore, if T* < oo, then ||ul|g1(q) — oo ast — T*.

12



Under review as a conference paper at ICLR 2021

We will show that the following theorem holds.
Theorem A.8. Let u and uy, be strong solutions of (A3)—(A.6) and (A7)—~(A-3) respectively, on the

time interval [0, T]. For w := uy, — u, following statements are valid.

(1) There exists a continuous function

T T
%:%(W@»@AW&@A@ﬂ%)

T
SWIW@+/H%M@ﬁSR—W7
0<t<T 0

such that

as T
HMQN@A 17113dt — 0.

(2) There exists a continuous function

T T
=h (w(Ow)II?p,/O Hfll%dt,/o ||3IUI§dt>

T
sup ||w||§{1 —|—/ ||3sz%{1 + ||0yw||3dt < Fy — 0, (A.9)
0<t<T 0

such that

as T
nmmw%%:w@ﬁ+a

(3) There exists a continuous function

T T
&=&@wmmﬁ/wm+@ﬂw»wnw&+/nwﬁﬂ
0 0<t<T 0
such that
T
wpmw@HwWﬁyﬁ/naﬁﬁmwga»a (A.10)
0<t<T 0

as
T
[[w(0, -)Ilim/o 1F113 + 110 FlI3dt — 0.

Remark A.9. By the Morrey’s embedding theorem and the Poincare’s inequality, for f € H} (),
we have the following inequality,

1113 S A3 + 12113 < 11£213, (A1D)
Throughout the proof, we widely use (ATI).

Proof. Subtracting (A.5)) from (A.7), we get equations of w as follows.

Wy — Wey + WW; + WUy +uw, = f in Q, (A.12)
w=0 ondQ, (A.13)
w(0,) =g inQ. (A.14)
By multiplying w to (A-12) and integrating by parts in {2, we have
1d
5 7 llwls + w13 (A.15)

13
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:/fw—/w2wz—/w2um—/uwwm+/ WWy,
Q Q Q Q o0
5
_2: 0
- Ika
k=1

Now we estimate the terms on the right hand side of (A.T3). Applying the Young’s inequality, the
Holder’s inequality, the Sobolev inequality, and thd Poincare inequality, we have

I < Ifllzlwlle S N5 + ellwll S N1£113 + ellwel3, (A.16)
1 . 1 1

10 = Zw? = 2w (b) — Zwi(a) =0 A17

$= [ ot = 3utt) - et =0, (A1)

I3 < lwl|sol[wll2lluzllz < lwe ll2llw]2]te]|2, (A.18)

< llusl3llwl3 + ellwa |3,
13 < lulloollwll2llwallz S [luzll3wll3 + ellws 13, (A.19)
I? = w(b)w,(b) — w(a)w,(a) =0, (A.20)
for any small € > 0. Applying estimates (A-16)-(A20) to (A1), we have the following inequality

d
Tl + a3 < luallzlewlls + 1 £13, (A21)

(A-21) and the Gronwall inequality imply that

T
T 2
sup w3 S elo lluwlzdt <||g||§+/ |f||%dt>- (A22)
0<t<T 0
Let us denote

T
| lalae =5
0
Now we integrate (A.21) between 0 and T and drop the term [|w(T')||3 on the left-hand side to obtain

T T
AHmWﬁSMﬁ+AH%ﬁMﬁ+Wﬁﬁ (A23)

T
swﬁ+n<m@+l|mﬁo.

This completes the proof of (1) of Theorem [A.8]
Next, by multiplying —w,, to (A.12) and integrating by parts in 2, we obtain

1d
5 g l1well3 + llweell3 (A24)

Q Q Q Q o0
5
=2 Ik

Similarly to (A.T6)—(A.20), we estimate the terms on the right hand side of (A.24).

I < | fllzllweell3 S 113+ ellwae |3, (A.25)
I < Jwllollwell2llwaello S llwell* + €llwae13, (A.26)
I3 < JJwlloollucll2llwezlla < lluel3llwe 3 + €llwaell3, (A.27)
I < ullsolwellollwse ll2 S lluel3well3 + €llwaell3, (A.28)
I} = wi(b)wy (b) — wy(a)wy(a) = 0. (A.29)

14
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for any small € > 0. Applying estimates (A-23)-(A29) to (A-24), we have the following inequality

d
Zilwells + llweallz S (wallz + llwa13)[well3 + 1£113: (A.30)

It follows from (A.23)), (A.30), and the Gronwall inequality that

T
T 2 2
sup_[w, 3 < efo’ lwallb+lualizar <|gm||§ + / Ifll%dt> (A31)
0<t<T 0

T
< ek <||gz|%+ / ||f||%dt> |

In a similar way to || there exists a function F} = Fi(|fll20,722), |9l m1, B) such that

T
/ |wee||2dt < Fy. (A.32)
0

(2) of Theorem[A§]follows from (A:3T), (A:32), and the fact that

Wt = [ + Wap — WWz — Wy — UW,. (A.33)

Finally, we differentiate (A.12)) with respect to ¢, then we obtain

Wit — Wegt + WelWy + Wt + Wiy + Wiyt + UsWy + UWye = fr  in Q, (A.34)
wy =0 on dN, (A.35)
wi(0) = f + guz — 992 — guos — Uogs in Q. (A.36)
By multiplying w; to (A.34) and integrating by parts in 2, we have
1d
5 gz + lwadlls (A37)

2 2

Z/ftwt—/wtwm—/wwtwm—/wtum

Q Q Q Q

_/wwtuact_/utwtww_/uwtwwt+/ W Wgt,

Q Q Q a0

8
_ 2
=S"1

k=1

Terms on the right hand side of are estimated by

1§ < |l fellzllwellz S I fell3 + ellwael3, (A.38)
3 < lwelloollwellallwalle S llws|3llwel3 + €llwaell3, (A.39)
I3 < lwlloollwellzllwaelle S lwel3llwell3 + ellwaell3, (A.40)
1§ < Nlwelloollwellalfuslle S lluel3llwel3 + €llwsell3, (A.41)
E+1§= / wwgpuy < [Jwllolluell2lweellz S llull3llwell3 + ellwa3, (A42)
Q
2 < ullaflwellallwzellz S lluell3llwe 3 + ellwa3, (A.43)
I3 =0. (A.44)
for any small € > 0. Applying estimates (A.33)—(A.44) to (A.37)), we have the following inequality
d

Tz + llweell3 S (lwell3 + llwall3 + lludllz) fedll3 + 1 £e]13- (A.45)

It follows from (A36), (A-43) and the Gronwall inequality that

T
T 2 2 2
sup_lwy |3 S efo Iellatluelztiuelodr (Ilwt(O)lé + / ||ft||§> (A.46)
0<t<T 0

15
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T
Selel <|Ifo|§ + | gzzll + 192115 + lluox 13119213 +/0 ||ft|§dt> :
where

T
\ = / a2 + e 2.
0

In a similar way to the proof of (2) of Theorem [A-8] (3) of Theorem [A-8]follows from (A:33) and
(A.46). This completes the proof of the Theorem. O

A.3 THE FOKKER-PLANCK EQUATION
A.3.1 BOUNDARY LOSS DESIGN
Define the loss function for the periodic boundary condition as

Losspc

Z/ dt/ dv|8f‘xvf”"t1,v;m,w,b) tm,f"”(tO,v,mwbﬂ

lee|=1

~
~

Z |07 4o S (ti, L v my w, b) = 05 o 7" (£, 0, v m, w, b)| . (A47)
lal=1,i,k

ik

A.3.2 THE FOKKER-PLANCK EQUATION IN A PERIODIC INTERVAL

In this section, we introduce an L? energy method for the Fokker-Planck equation and introduce
a regularity inequality for the solutions to the equation. Throughout the section, we will abuse the
notation and use both notations 0,u and u, for the same derivative of u with respect to z.

We consider the Fokker—Planck equation in a periodic interval [0, 1]:

s + vy — B(vu)y — quyy = 0, for (t,x,v) € [0,T] x [0,1] x R
u(0, z,v) = ug(z,v), for (z,v) € [0,1] x R, and (A.48)
oy u(t,0,v) =0, for (¢t,v) € [0,T] x R,

tmv

u(t, 1,v) — o

twv

for any 3-dimensional multi-index « such that || < 1 and a given initial distribution ug = ug(z, v).
Now we consider the Fokker—Planck equation that the corresponding neural network solution .,
would satisfy:

(Unn)t + V(Unn)z — B(VUnn)o — ¢(Unn)ve = f for (t, = v) [0, T] x [0,1] x [-5, 5],
x [-5

Unn (0, 2,v) = g, for (z,v) € [0,1 , 5],
2 (A.49)
/ dt/ dv|(
laj=1

twvunn)(t7 1’1}) (ato:xmunn)(t’o’v) S L7

for any 3-dimensional multi-index « such that |o| < 1 and given f = f(¢,z,v), g = g(x,v), and

a constant L > 0. Suppose that f, g and h are C'!' functions. Also, we suppose that the a priori

solutions v and u,,,, are sufficiently smooth; indeed, we require them to be in C’t1 1,2

For the a priori solution v and w.,, to equation and equation [A.49] assume that if |v| is suffi-
ciently large, then we have that for some sufficiently small € > 0,

o . o . <
tes[%%] (07 4 oult, -, £5) — 05, yunn(t, ’i5)||Lz<[o,1]> <e (A.50)

for |a] < 1and o = (0,0, 2). Also, suppose that
|0f ¢ wu(t, z, £5)|, [0}, ,unn(t, z, £5)| < C, (A.51)

for some C' < oo for || < 1 and @ = (0,0,2). Now we introduce the following theorem on the
energy estimates:
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Theorem A.10. Let u and uy,, be the classical solutions to equation and equation
respectively. Then we have

T
sup_[unn () = u(®)l3 +2(q —¢) /0 105t (5) — Buu(s)|3ds

0<t<
L 25 2 T
< (lo =tz + 5 ) o | (1455 ) 7] + [ 1segas + 2acc
0

forany e € (0,q), where L, uq, f, g, 3,q,m, €, and C are given in equation equation

Proof. Define w « Unn — u. Then by equation and equation , w satisfies
wy + vw, — Pow, — quy, = f for (¢, z,v) € [0,T] x [0,1] x [-5, 5],

w(0,z,v) = wy, for (z,v) € [0,1] x [-5,5], (A.52)

where wq o g — up. By multiplying w to equation and integrating with respect to dzdv, we
have

// lw|*dxdv + // vwywdrdy — // qWypwdxdv
th [0,1]x[=5,5] [0,1]x[=5,5] [0,1]x[—5,5]
= // fwdxdv + // Bvw,wdzrdv.
[0,1]x[-=5,5] [0,1]x[—5,5]

Then we take the integration by parts and obtain that

S //[o S lw|*dedv + = / dv v(w(t,1,v)? — w(t,0,v)?)
X
+q// |w, |2ddv
[0,1]x[—5,5]
= // fwdxdv + // Bvw,wdrdv
[0,1]x[-5,5] [0,1]x[—5,5]

+ q/ wy (¢, z, 5)w(t, z,5)dx — q/ wy (¢, 2, —5)w(t, z, —5)dx
[0,1] [0,1]
ELh+hL+ L+ 1
We first define

5
Alt) & %/ dv v(w(t,1,v)* —w(t,0,v)%)|.

-5

We now estimate I;-1, on the right-hand side. By the Holder inequality and Young’s inequality, we
have

1 1
0] < [Ifllallwlla < SIFI5 + S llwll3,

1A & / / |h|2dad.
[0,1]x[—5,5]

2532
1wl

where we denote

Similarly, we observe that

12| < 5B wl2]|wll2 < w3 +
for a sufficiently small ¢ > 0 as |v| < 5. By equation|A.50] we have

|I3 + I4| < q”wv(t’ ) 5)”[13 H’LU(t, ) 5) - w<t7 ) _5)||LE
+ Q||wv(t7 R 5) - wv(t7 ) _5)HL§ Hw(t’ R _B)HLi < QQGC-
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Altogether, we have

25032
2e

d
S0lB +2a = 1 < 11+ (1+ 52 ) Il + 4) + 2acc.

We integrate with respect to the temporal variable on [0, ¢] and obtain

leo(8)|2 +2(g — <) / o (s)[12ds

< o+ [ (16l + (1455 ) )+ A6) +20eC) s

By equation[A.49;, we have

0
Thus, by the Gronwall inequality, we have

lw ()3 +2(q — €) /0 lwo (5)[3ds

L 2532 t
< (wo|% + 2) exp {(1 + 25 )t} —I—/O |£(s)||3ds + 2qeCt,

where wq(z,v) = g(z,v) — ug(x, v). This completes the proof for the theorem. O

Regarding the derivatives 0;w and 0,,w we can obtain the similar estimates as follows.

Corollary A.11. Let u and uy, be the classical solutions to equation and equation [A.49
respectively. Assume that equation|A.51| holds. Then for = = t or x we have

T
sup |0 unn(t) — 8zu(t)||§ +2(qg — 5)/ |0y 0z thnn (8) — 8v8zu(s)||§ds
0<t<T 0

2e
forany e € (0,q), where L, ug, f, g, 3,q, m, €, and C are given in equation equation

, L 2532 T 9
< | [|0.9 — D.ugll5 + 5 ) exp 1+ T|+ 0. f(s)|l3ds + 2qeCT,
0

Proof. For both 9, = 9, and J,,, we take . onto equation[A.32]and obtain
(Q.w)e + v(0,w), — Br(O,w)y — q(Ow)yy = 0, f for (t,x,v) € [0,T] x [0,1] x [-5,5],
(0,w)(0,z,v) = (O,w)q, for (z,v) € [0,1] x [-5,5],
(A.53)

def

where (0,w)o = 0,9 — O,up. Then the proof is the same as the one for Theorem for 0,w
replacing the role of w. This completes the proof. O

Finally, we can also obtain the regularity estimates for the derivative 0, w as follows:

Theorem A.12. Let u and u.,,, be the classical solutions to equation and equation
respectively. Assume that equation[A.51| holds. Then we have

T
sup |0y Unn(t) — 81)“(””% +2(q — 5)/ [ Ovtnn(s) — &)vu(S)H%ds
0<t<T o

9 9 2532
< (L + 11829 = Oyuollz + 18vg — Dvuollz) exp | {2+ —— | T

T
+ / (192 £(5)]2 + 100 £ ()|2)ds + 4geCT,

forany e € (0,q), where L, ug, f, g, 3,q, m, €, and C are given in equation equation

18
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Proof. we take 0, onto equation and obtain

(8vw)t + wy + 'U(avw);v - ﬁv(avw)v - q(avw)vv = 8’Ufa

for (t,2,v) € [0,T] x [0,1] x [-5, 5], (A.54)

where (0,w)g £, g — Oyug. By multiplying 0, w to equationand integrating with respect to
dxdv, we have

1d
f—// \8Uw|2dxdv—|—// V(Opyw) z (Oyw)dzdv
2dt J Jj0,1)x[ 5.3 [0,1]x[-5.3]

— // q(Op W)y Opwdxdv
[0,1]x[—5,5]

= // (—wg + 0y f)Opwdzdv + // Bu(0yw), 0y wdxdv.
[0,1]x[—5,5] [0,1]x[—5,5]

Then we take the integration by parts and obtain that

1d
f—// lw, |2dxdv
2dt J Jjo,11x(~5,5)

1 v(9,w)? 0) — v(Ow)2 o)) do
+2/[5,5]( (Guw)*(t,1,0) = v(Gyw)*(t,0,v)) d

+q// Wy |2dadv
[0,1]x[—5,5]

= // Oy fwydrdv + // Bvwy, wy,drdy
[0,1]x[—5,5] [0,1]x[—5,5]

+ q/ Wy (t, 2, 5)wy (¢, z, 5)dx — q/ Wy (t, 2, —5)wy (¢, ¢, —5)dx
[0,1] [0,1]

—// wewpdzdv € I, + I + Is + Iy + I.
[0,1]x[-5,5]
We first define .
of | 1
B(t) € 5/ dv v(yw(t, 1,v)? — d,w(t,0,v)%)].
-5

We now estimate /;-1, on the right-hand side. We now estimate I1-15 on the right-hand side. By
the Holder inequality and Young’s inequality, we have

1 1
111 < 10w fllallwolla < Sl10uf15 + 5 llwoll3,

R / / \h|2dzdv.
[0,1]x[—5,5]

2532
| Ia] < 5B][wps [l2]lwoll2 < eflwyol3 + Tgllwv\\%

for a sufficiently small € > 0 as |v| < 5. By equation and equation|A.51} we have

|I3 + I4| S q||wvv(t7 %y 5)||L§ ||’U)U(t, %y 5) - ’lUv(t, Yy _5>||L§
+ (Ivav (t7 Bl 5) - wv’v(ta B _5)”[/32r ||wv(ta ) _5)||L32r < 2q60

where we denote

Similarly, we observe that

Finally, we have
1 o 1 2
5| < llwal2llwollz < Sllwallz + 5 llwoll2.
Altogether, we have

d 25,32 5L
S0+ 20 = Dl < 10l + s + (24 25 ) B + 55 + 20eC:
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Then we take the integration with respect to the temporal variable on [0, ¢] and obtain that

RO / ds 2(g — &) w32

t 2
<l I+ [ ds (10,60 + s o)1 + (24 250 ) I ()18 + B(s) + 206C).

By equation[A.49;, we have
t
L
/ ds B(s) < —.
0 2

Thus, by the Gronwall inequality, we have

s (82 +2(q - <) /O [ton(s)|2ds

L 2 2552 ! 2 2
< | 5 +10vwollz Jexp | {2+ t +/0(Ilwm(8)||2+||3vf(8)||2)d8+2q60t, (A.55)

2e
where 0,wo(x,v) = g(x,v) — uo(z,v). Then we use Corollary for an upper-bound of
||02w(s)||3 and obtain that

T
| o) 13as
L ) 2532 T )
< §+||6zgfﬁxuo||2 exp |1+ 96 T + 102 f(s)]|5ds + 2qeCT.
0

Then by equation [A-55] we obtain that

T
sup |[lw, (8)[|5 + 2(g — 6)/ [wen (s)3ds
0<t<T 0

2 2 2532
< (L + [[0zwo|3 + [[Opwoll3) exp | | 2+ 2 T

T
+/ (102 £ ()5 + 100f (5)[13)ds + 4¢eCT,
0
where 0,wo (2, v) = Oyg(x,v) — Oyug(x, v). This completes the proof for the theorem. O

A.4 THE POISSON EQUATION

We consider the Poisson equation equation with Dirichlet boundary condition:

—Au=f inQ,
u=g ondf.
Suppose there exists -
Gge H*(Q)s.t. Gloag =g (A.56)
Then, the equation can be written by:
—Av=f inQ,
v=0 ond,

where v = u—g, f = f—Ag. Therefore, we assume the homogeneous Dirichlet boundary condition
provided (A56).

Now, let u be a strong solution of
—Au=f inQ, A57
u=0 ondQ, (A-57)
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and let u,,,, be a neural network such that

— DNy, = fnn in ),

A58
Upn =0  on Of2. ( )
Here, we can set the boundary to be zero by multiplying B(z), where B(x) is a smooth function

satisfying B(x) = {gé’ 0 i g ?ZQ

_A(u_unn):(f_fnn) inQ,
U — Upp, =0 on 0.

. By subtracting (A.58) from (A.57), we get

(A.59)

Then we apply below theorem to (A:39) to get the convergence results.

Theorem A.13. (Theorem 6.3.5 in|Evans| (2010)) Let m be a nonnegative integer. Suppose that
u € Hi(Q) is a weak solution of the boundary-value problem . Assume 08 is C™ 2. Then,

[ull gmrz0) < CUfllrm@) + lullrz@)), (A.60)
Furthermore, if u is the unique solution of[A.57) then
lull frm+2(q) < Cllfllzm9)- (A.61)

By applying (A-61) to (A:59), we obtain
1w = unnllgm+z) < CIf = fanllam @)

where the right hand side corresponds to Lossag (tnn; m, 2).
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B ADDITIONAL EXPERIMENTAL RESULTS

B.1 DEPENDENCY ON LEARNING RATES

In this subsection, we show several experiments that shows the proposed loss functions generally
performs better in different learning rates. We first show the results for Burgers’ equation. In
Figure 3] we show the test errors versus training epochs plot for different learning rates. We used
1072,10~%,107° as learning rates and we observe that H2 loss performs best followed by H1 and
L2 loss functions.

Burgers'equation / Ir = 1073 Burgers'equation / Ir=10"* Burgers'equation / Ir = 10~°

L=(0,T;L2) error
L=(0,T;L2) error

%0 1000 ] 1000 4000 s000

2000 3000
Number of Epochs

%0 o0
Number of Epochs

E 75 160
Number of Epochs

Figure 5: Test errors as training goes for different learning rates.

We next present the similar experiments for the high-dimensional Poisson equation. We trained 30
neural networks with different initializations with different learning rates. The average errors are
presented in Figure[6] As the same in the Burgers’ equation, our loss functions performs better than
the traditional one in all learning rates.

10-D Poisson equation / Ir=10"3 10-D Poisson equation / Ir=10"* 10-D Poisson equation / Ir =105

L
Lossiral

Relative error
Relative error

25000 30000

000 10000 ] 5000 10

W0 10 2000 3 2000 00 15600 20000
Number of Epochs

7o o0 s 400 00
Number of Epochs Number of Epochs.

Figure 6: Test errors as training goes for different learning rates.

B.2 HIGH-DIMENSIONAL POISSON EQUATION

In this subsection, we consider the high-dimensional Poisson equation with different boundary con-
dition. In subsection 5.1, we pointed out that the “difficulty” of learning sin(kx) increases as k
increases. As a generalization of the argument, we consider the following PDEs:

km)? ¢ . km
—Auz( ) ;sm(?mi), forxGQ:(O,l)d;

4
= ; si (—k ), for z € 00
U in(—x; T
— 2 1) )

ford=10,k = 1,3, and 5. As one can see in Figure[7] the improvement of Sobolev training gets bigger
as k increases. This observation coincides with the one in section@ as we expected. Moreover, we
present the comparison of training time to meet a certain error value for different loss functions in
Figure[7] The result shows that it is advantageous to use the proposed loss functions in time, even in
high-dimensional case.
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10-D Poisson equation / k=1 k=1/Time Plot
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Figure 7: Left column: Test errors as training goes for different values of k. Right column: Required
Training Time to achieve a certain test error.
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