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Abstract

This paper evaluates the performance of large language models (LLMs) and1

embedding-based retrieval systems in answering Quranic questions, a task de-2

manding both semantic understanding and theological grounding. The Quran’s3

complex rhetorical structure, contextual depth, and inter-verse coherence pose4

challenges for general-purpose models. To address this, we introduce a human-5

reviewed benchmark of 881 multiple-choice questions derived from 200 Quranic6

verses, stratified by five cognitive reasoning levels (using Bloom’s Taxonomy) and7

four familiarity tiers based on verse perplexity. We assess model performance on8

two tasks: (1) multiple-choice QA (semantic comprehension), and (2) verse iden-9

tification (reference grounding). Results show that instruction-tuned LLMs such10

as Fanar-1-9B achieve 41% accuracy on MCQs and 15.6% top-1 verse identifica-11

tion accuracy, with a marked decline from low-complexity (“Remember”) to high-12

complexity (“Evaluate”) questions. Conversely, a dense retriever achieves 45.1%13

top-5 accuracy and an MRR of 0.341, with particularly strong performance on fa-14

miliar and low-level questions (e.g., 73% on “Remember”, 57% on low-perplexity15

verses).16

1 Introduction17

The Quran serves as the foundational religious text for over 1.9 billion Muslims worldwide [12],18

offering spiritual, moral, and legal guidance. With its complex linguistic structure, comprising19

metaphor, allegory, and nuanced rhetorical forms [3], Quranic interpretation demands deep contex-20

tual and theological understanding. These qualities pose significant challenges to automated systems21

attempting semantic retrieval or question answering (QA).22

Traditional keyword-based retrieval systems often return irrelevant or superficial results when ap-23

plied to Quranic content [15]. Early QA systems, such as Al-Bayan [1], employed rule-based meth-24

ods combined with shallow learning techniques but lacked robustness for semantically complex25

queries. With the rise of neural models, more sophisticated approaches have emerged, leveraging26

resources like the Quranic Arabic Corpus and datasets like AyaTEC [5] and QRCD [14].27

Recent advances in large language models (LLMs) and Retrieval-Augmented Generation (RAG)28

have renewed interest in Quranic QA [2]. However, systems like QuranGPT1 raise concerns regard-29

ing theological accuracy and lack of source attribution. Existing datasets such as AyaTEC [5] offer30

limited evaluative depth, they lack cognitive-level labeling, enforce single-verse answers even when31

multiple are valid, and fail to account for model familiarity with specific topics. These limitations32

hinder robust assessment of reasoning ability, generalization, and contextual alignment.33

This paper proposes a two-part benchmark and evaluation framework that systematically assesses (i)34

semantic understanding via multiple-choice questions and (ii) contextual verse identification. Ques-35

1https://www.qurangpt.com/
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tions are categorized along two dimensions: cognitive reasoning (using Bloom’s Taxonomy) and36

linguistic difficulty (using verse perplexity).37

Contributions. Our key contributions are: (i) Quranic QA Benchmark: A curated dataset of 88138

manually reviewed questions mapped to 200 Quranic verses stratified by familiarity of the verse and39

the cognitive demand. (ii) Dual Evaluation Tasks: A comprehensive framework assessing both40

semantic comprehension (MCQ task) and contextual reference identification. (iii) Model Analysis:41

Empirical evaluation of four LLMs and a dense retriever model across tasks, showing the superior42

performance of embedding-based retrieval systems in finding the context.43

2 Related Work44

Quranic QA has seen significant evolution, from rule-based approaches to ontology-based systems45

and neural architectures. Al-Bayan [1] pioneered Quranic QA using support vector machines and46

handcrafted rules. Later systems incorporated semantic ontologies and syntactic parsers, improving47

contextual relevance [15].48

Recent approaches leverage LLMs and RAG pipelines. MufassirQAS [2] integrates RAG with the-49

ological grounding using domain-specific knowledge. However, tools like QuranGPT lack trans-50

parency in verse sourcing, raising reliability concerns. Despite these advances, no prior benchmark51

combines cognitive taxonomy with linguistic complexity to evaluate Quranic QA systems systemat-52

ically.53

3 Benchmark Construction54

3.1 Corpus and Preprocessing55

We use the full Quranic text from Tanzil2, including Arabic, English translation, and tafsir from Al-56

Mukhtasar [13]. The corpus is organized verse-wise and preprocessed into single-verse and three-57

verse contextual chunks.58

3.2 Perplexity-Based Verse Stratification59

To quantify linguistic complexity, we calculate verse-level perplexity using a reference LLM. Verses60

are divided into four bins: Low (most familiar verses), Medium, High, and Very High. We sample61

200 verses (50 per bin) for benchmark construction.62

3.3 MCQ Generation via Bloom’s Taxonomy63

Using Bloom’s Taxonomy [10], we generate five questions per verse, targeting cognitive levels:64

Remember, Understand, Apply, Analyze, and Evaluate. Each MCQ consists of one correct verse65

and three distractors. After manual curation, we retain 881 high-quality questions.66

3.4 Similar-Verses Dataset67

Each benchmark verse is mapped to a set of semantically related verses using the Ayat Similarity68

tool [11]. These pairs support soft-matching for reference detection evaluation, which computes69

vector similarity based on n-gram features of root, lemma, and surface forms.70

A sample is shown in Figure 1 illustrates the structure and cognitive complexity of questions in71

our benchmark. Each question is grounded in a specific Quranic verse and aligned with one of72

Bloom’s cognitive levels. In this case, the item targets the “Analyze” level and requires semantic73

discrimination between thematically similar verses. The respondent must break down conceptual74

elements (e.g., disbelief, signs, interpretation) across multiple options to determine which verse best75

exhibits the misreading of observable signs due to internal psychological bias.76

2https://tanzil.net/download/
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1 Sample Benchmark Question
The following example illustrates the structure and complexity of questions used
in our benchmark dataset:

Sample Question

Question ID: 19
Query: What ayah serves as the strongest evidence of how
disbelief leads to misinterpretation of divine signs?
Multiple Choice Options:

(A) [52:44] – ਵ܋ُْިمٌ ّ֟ਦ ො஖ََ؇بٌ لگَُިُܳިا ݿَ؇ڢޚًِ؇ َ݄؇ءِ اܳފّ֟ َ݆ ِ ّ݁ ܋ِފْڰً؇ ߌߵَوَْا وᎂَ֣ن
(B) [36:14] – ਒َِ؇ܳتٍِ ಸ ؇َ࿖ْز ّ֟ ڣأَݞَ ؇َᆇُᆅިًُ ّ֟ᄔَჼَڣ ِඔْ൹َ਍ْುا ُِܾዛዀَْ֣ܳإ رْݿَܹٷَْ؇ ᕚأ إ֣ذْ
(C) [34:27] – ఈّ֟႙َ၍ َ Ⴄَ၍َ๤ُཇء ِ ًِ۬ ࠍ੆ْگَْࡤࡲُ ᕚأ દَઊِᄳّ֟ᄟا َ ሒِᇃُرو ᕚأ ڢܭُْ
(D) [40:33] – ྾ٍِཛྷ؇َ༟ ْ݆ ِ݁ ِ Մ ّ֟ ՃՂا َ݆ ِ ّ݁ ુُળَܳـ ؇َ݁ દَઊِ ݁ڎُْߓߵِ ّ֡ިنَ َܳިُّ َ لَިمْ
Correct Answer: A (Option 1)
Bloom’s Taxonomy Level: Analyze
Verse Reference: 52:44
Perplexity Classification: High (8.65)
This question exemplifies the “Analyze” level of Bloom’s tax-
onomy by requiring students to distinguish between verses
that are thematically close but semantically distinct. The
respondent must analyze each verse’s structure and intent to
determine which most accurately reflects the misreading of
divine signs due to disbelief.

Similar Verses:

• Surah Ash-Shu‘arā’ [26:187]:
َඔ൹ِِدڢ؇ اܳݱّ֟ َ݆ ِ݁ ܋ُٷبَ إ֣ن َ݄؇ءِ اܳފّ֟ َ݆ ِ ّ݁ ܋ِފڰًَ؇ ༟َܹ٭َٷَْ؇ ݿْگޔِْ ᕚ᚜َڣ

• Surah Saba’ [34:9]:

رْضَ ᕚ৙৑ْا ُِܾዛِኞ ෛފِْژْ َຶ ؊َ֢૰َ૙ إ֣نْ ۚ رْضِ ᕚ৙৑َْوا َ݄؇ءِ اܳފّ֟ َ݆ ِ݁ ْܾ ُ ༠َܹڰ۳َْ وََ݁؇ ْܾ ِ ዛኗِْࣖࢴ ᕚأ َඔْ൹ًَ ؇َ݁ ٰ ሌَᇿ֣إ ߌߵَوَْا ᕡَْڣَ޺ ᕚأ
݁ٷ྘ُِصٍ ؜ٴَڎٍْ ِ႟ُّၽِܳ ً ৚َ৑ل۰َ ዻَِዧَٰذ ሒِᇭ إ֣نّ֟ ۚ َ݄؇ءِ اܳފّ֟ َ݆ ِ݁ ܋ِފڰًَ؇ ْܾ ِ ዛዀََْܹ༟ ૭ُْ૙گޔِْ وْ ᕚأ

1

Figure 1: example multiple-choice question from the benchmark. the correct answer is grounded
in a specific verse, while distractors are selected from semantically related but contextually distinct
verses.

4 Evaluation Tasks77

4.1 Task 1: Multiple-Choice QA78

Given a question, models must choose the correct verse among four options. This79

tests semantic comprehension and reasoning. All are evaluated in zero-shot mode using80

lm-evaluation-harness [6].81
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Table 1: (a) MCQ QA accuracy (%) by Bloom’s level and verse perplexity. (b) Verse Identification
accuracy (%) by Bloom’s level and perplexity. Highest values per row are bolded.

Task Model Remember Understand Apply Analyze Evaluate Avg. Low PPL Med. PPL High PPL V.High PPL

Task (a) MCQ

DeepSeek 43.0 36.6 37.6 37.7 36.7 38.3 7.0 21.6 46.9 76.5
Gemma 39.8 36.1 29.7 34.7 32.2 34.5 24.3 21.6 36.5 60.0
Qwen 40.3 35.0 31.5 32.9 34.5 34.8 18.5 24.2 40.3 61.5
Fanar 45.7 44.8 35.8 42.9 35.6 41.0 64.6 30.0 38.9 27.5

Task (b) Verse ID

DeepSeek 14.0 11.0 12.1 11.8 9.0 11.6 20.6 8.4 2.4 14.0
Gemma 7.5 7.1 7.3 8.2 6.8 7.4 14.0 3.5 0.0 11.5
Qwen 15.6 12.0 12.1 12.2 18.6 14.1 25.5 9.7 3.3 16.0
Fanar 40.3 37.7 37.0 36.5 36.7 37.6 53.1 27.8 37.4 30.5
Dense Retriever 73.1 53.6 30.9 37.1 27.7 44.5 56.8 45.8 39.3 36.0

4.2 Task 2: Verse Identification82

Given a question, models return the most relevant verse(s) without options. Answers are evaluated83

against the Similar-Verses set using MRR and top-k accuracy.84

5 Model and Retriever Setup85

5.1 Evaluated Language Models for Task 1,286

We evaluate four instruction-tuned LLMs: (i) DeepSeek-R1-Distill-3B [7], (ii) Gemma-3-4B-IT [9],87

(iii) Qwen2.5-1.5B-Instruct [4], and (iv) Fanar-1-9B-Instruct [8] on both Tasks.88

5.2 Embedding-Based Retriever for Task 289

These verse-level and contextual chunks were used to construct a searchable knowledge base,90

supporting both dense and sparse retrieval. For dense retrieval, chunks were encoded using the91

transformer-based model BAAI/bge-m3 and indexed with FAISS to enable efficient cosine similar-92

ity search. In parallel, a sparse retrieval index was built using BM25 for keyword-based matching.93

Given a query, top-N results were retrieved from both indices. The final ranking was computed94

using Reciprocal Rank Fusion (RRF), which promotes candidates appearing near the top of either95

list. Retrieved chunks were then mapped back to their original verse references. We evaluate top-596

accuracy using the Similar-Verses gold set.97

6 Results98

We evaluated system performance on two tasks: (a) multiple-choice QA (semantic comprehension)99

and (b) verse identification (reference grounding). Results are reported across Bloom’s cognitive100

levels and verse perplexity tiers to examine model behavior under varying reasoning depth and101

textual familiarity.102

6.1 Task (a): Multiple-Choice QA103

Table 1 (top half) summarizes MCQ accuracy across Bloom’s levels and perplexity bands. Fanar-1-104

9B leads overall, achieving the highest accuracy in “Remember” (45.7%) and “Understand” (44.8%)105

categories. It also dominates on low-perplexity verses (64.6%), indicating strong performance when106

the language and semantics are familiar. However, Fanar’s performance drops sharply as perplexity107

increases, falling to 27.5% on very high-perplexity questions.108

Conversely, DeepSeek-R1-Distill-3B exhibits the opposite trend. Despite weaker performance on109

simpler content, it performs best on high (46.9%) and very high-perplexity (76.5%) verses. This110

suggests that DeepSeek’s learned representations may generalize better to unfamiliar or structurally111

complex inputs. Qwen and Gemma show moderate performance across all axes but fail to outper-112

form Fanar or DeepSeek in any major category.113
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Table 2: Mean Reciprocal Rank (MRR) and total number of correct verse identifications for each
model on the verse identification task. MRR values are also broken down by Bloom’s cognitive
levels to assess reasoning depth. The dense retriever achieves the highest MRR and coverage across
all categories, highlighting its advantage in grounding responses in relevant Quranic references.

Model MRR # Correct Remember Understand Apply Analyze Evaluate

DeepSeek 0.083 102 0.089 0.076 0.086 0.087 0.075
Qwen 0.091 123 0.111 0.079 0.081 0.074 0.108
Gemma 0.039 65 0.043 0.038 0.036 0.044 0.034
Fanar 0.156 332 0.163 0.152 0.155 0.158 0.151
Dense Retriever 0.341 397 0.563 0.397 0.252 0.272 0.192

6.2 Task (b): Verse Identification (Top-1 Accuracy)114

Table 1 (bottom half) presents top-1 verse identification accuracy across the same evaluation axes.115

The dense retriever outperforms all LLMs, achieving 73.1% on “Remember” and maintaining the116

lead across all Bloom levels and perplexity bands. Its top-1 accuracy drops to 27.7% for “Evaluate”117

and 36.0% on very high-perplexity items, yet remains consistently superior. More detailed results118

are provided in Section A.119

Among the LLMs, Fanar-1-9B again performs best overall, with 40.3% on “Remember” and 36.7%120

on “Evaluate”. It also maintains relatively balanced performance across perplexity tiers. Qwen121

shows stronger retrieval alignment than DeepSeek in most bands, while Gemma performs weakest122

overall, struggling particularly with complex or less familiar questions.123

6.3 Task (b): Verse Identification (MRR)124

Table 2 presents Mean Reciprocal Rank (MRR) for verse identification. The dense retriever again125

leads with an MRR of 0.341 and the highest correct retrieval count (397/881). Notably, it achieves an126

MRR of 0.563 on “Remember” and 0.397 on “Understand”, indicating effective semantic retrieval127

even without generative reasoning.128

Fanar ranks second (MRR = 0.156), more than doubling the next best LLM (Qwen at 0.091). Fanar129

consistently scores highest across all Bloom levels among LLMs. DeepSeek and Qwen trail closely130

behind, with Qwen showing slightly better MRR on “Evaluate”. Gemma continues to underperform,131

with the lowest MRR (0.039) and weakest cognitive generalization.132

Overall, Fanar demonstrates superior performance across both tasks, particularly in low-to-medium133

cognitive complexity and familiar language contexts. However, its decline on high-perplexity ques-134

tions reveals limitations in generalization. DeepSeek’s unusual strength on high-perplexity items135

suggests robustness to linguistic unfamiliarity, though it lags in accuracy on simpler tasks.136

The dense retriever remains the most reliable system for factual and context-grounded verse identi-137

fication, outperforming all LLMs in both top-1 accuracy and MRR. While LLMs like Fanar show138

promising results with instruction tuning, their limitations in grounding and semantic alignment un-139

derline the importance of retrieval augmentation–especially for theologically precise domains such140

as Quranic QA.141

7 Conclusion and Future Work142

This study introduced a new evaluation benchmark for Quranic question answering, designed to143

probe semantic understanding and contextual fidelity across both cognitive reasoning levels and144

verse familiarity. Through a two-task framework-multiple-choice QA and verse identification–145

we benchmarked four LLMs and a dense retriever, revealing key insights into the limitations and146

strengths of current models.147

Overall, instruction-tuned LLMs demonstrated limited reasoning depth, with accuracy declining sig-148

nificantly as cognitive complexity increased. For example, Fanar-1-9B, the strongest LLM, achieved149

45.7% on “Remember” questions but only 35.6% on “Evaluate”, a pattern closely aligned with hu-150

man learning curves. The same trend held across verse perplexity: performance dropped consistently151
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on less familiar verses, suggesting that familiarity (as measured by model perplexity) is a meaningful152

proxy for difficulty.153

In contrast, the dense retriever outperformed all LLMs on the verse identification task, achieving154

73.1% accuracy on low-level queries and 0.341 MRR overall. Furthermore, we found that suc-155

cessful verse identification strongly correlates with MCQ correctness, reinforcing the importance of156

contextual retrieval in faith-sensitive QA.157

Future work will expand this benchmark to include open-ended generative answers, multi-hop rea-158

soning, and paraphrased questions to evaluate semantic robustness. Fine-tuning dense retrievers on159

tafsir-rich corpora and exploring hybrid RAG architectures remain promising directions. Ultimately,160

this line of research aims to develop Quranic QA systems that are not only linguistically competent161

but also theologically sound, context-aware, and cognitively aligned with how humans reason over162

sacred texts.163
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Figure 2: Heatmap showing model performance across Bloom’s taxonomy levels (B: Remember,
Understand, Apply, Analyze, Evaluate) and perplexity strata (P: Low, Medium, High, Very High).
Each cell represents verse-level accuracy (for a given model. The five models evaluated are Fanar,
Deepseek, Gemma, Qwen, and Retriever.
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NeurIPS Paper Checklist204

1. Claims205

Question: Do the main claims made in the abstract and introduction accurately reflect the206

paper’s contributions and scope?207

Answer: [Yes]208

Justification:209

In abstract and introduction, we summarize the problem statement and the results of the210

experiments conducted. Details on the results of the benchmark can be found in (section211

6). Evaluation tasks are described in (section 4).212

Guidelines:213

• The answer NA means that the abstract and introduction do not include the claims214

made in the paper.215

• The abstract and/or introduction should clearly state the claims made, including the216

contributions made in the paper and important assumptions and limitations. A No or217

NA answer to this question will not be perceived well by the reviewers.218

• The claims made should match theoretical and experimental results, and reflect how219

much the results can be expected to generalize to other settings.220

• It is fine to include aspirational goals as motivation as long as it is clear that these221

goals are not attained by the paper.222

2. Limitations223

Question: Does the paper discuss the limitations of the work performed by the authors?224

Answer: [No]225

Justification:226

Although not explicitly mentioned, several limitations are implied by the way the study227

is designed. Since the benchmark only uses 881 questions from 200 verses, it clearly228

doesnt cover the Quran comprehensively. The evaluation is also limited to two tasks MCQ229

answering and verse identification implying that more realistic settings like open-ended or230

multi-hop QA remain untested.231

Guidelines:232

• The answer NA means that the paper has no limitation while the answer No means233

that the paper has limitations, but those are not discussed in the paper.234

• The authors are encouraged to create a separate "Limitations" section in their paper.235

• The paper should point out any strong assumptions and how robust the results are to236

violations of these assumptions (e.g., independence assumptions, noiseless settings,237

model well-specification, asymptotic approximations only holding locally). The au-238

thors should reflect on how these assumptions might be violated in practice and what239

the implications would be.240

• The authors should reflect on the scope of the claims made, e.g., if the approach was241

only tested on a few datasets or with a few runs. In general, empirical results often242

depend on implicit assumptions, which should be articulated.243

• The authors should reflect on the factors that influence the performance of the ap-244

proach. For example, a facial recognition algorithm may perform poorly when image245

resolution is low or images are taken in low lighting. Or a speech-to-text system might246

not be used reliably to provide closed captions for online lectures because it fails to247

handle technical jargon.248

• The authors should discuss the computational efficiency of the proposed algorithms249

and how they scale with dataset size.250

• If applicable, the authors should discuss possible limitations of their approach to ad-251

dress problems of privacy and fairness.252

• While the authors might fear that complete honesty about limitations might be used by253

reviewers as grounds for rejection, a worse outcome might be that reviewers discover254

limitations that aren’t acknowledged in the paper. The authors should use their best255
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judgment and recognize that individual actions in favor of transparency play an impor-256

tant role in developing norms that preserve the integrity of the community. Reviewers257

will be specifically instructed to not penalize honesty concerning limitations.258

3. Theory assumptions and proofs259

Question: For each theoretical result, does the paper provide the full set of assumptions and260

a complete (and correct) proof?261

Answer: [NA]262

Justification:263

The work is primarily empirical and benchmark-driven, focusing on constructing a Quranic264

QA dataset, stratifying questions by Blooms Taxonomy and perplexity, and evaluating265

LLMs and retrievers on multiple-choice QA and verse identification tasks266

Guidelines:267

• The answer NA means that the paper does not include theoretical results.268

• All the theorems, formulas, and proofs in the paper should be numbered and cross-269

referenced.270

• All assumptions should be clearly stated or referenced in the statement of any theo-271

rems.272

• The proofs can either appear in the main paper or the supplemental material, but if273

they appear in the supplemental material, the authors are encouraged to provide a274

short proof sketch to provide intuition.275

• Inversely, any informal proof provided in the core of the paper should be comple-276

mented by formal proofs provided in appendix or supplemental material.277

• Theorems and Lemmas that the proof relies upon should be properly referenced.278

4. Experimental result reproducibility279

Question: Does the paper fully disclose all the information needed to reproduce the main280

experimental results of the paper to the extent that it affects the main claims and/or conclu-281

sions of the paper (regardless of whether the code and data are provided or not)?282

Answer: [Yes]283

Justification:284

All details needed to reproduce the results are explained in the paper. The construction285

of benchmark, including datasets, are mentioned in (section 3), while details about the286

retriever are mentioned in (section 5.2).287

Guidelines:288

• The answer NA means that the paper does not include experiments.289

• If the paper includes experiments, a No answer to this question will not be perceived290

well by the reviewers: Making the paper reproducible is important, regardless of291

whether the code and data are provided or not.292

• If the contribution is a dataset and/or model, the authors should describe the steps293

taken to make their results reproducible or verifiable.294

• Depending on the contribution, reproducibility can be accomplished in various ways.295

For example, if the contribution is a novel architecture, describing the architecture296

fully might suffice, or if the contribution is a specific model and empirical evaluation,297

it may be necessary to either make it possible for others to replicate the model with298

the same dataset, or provide access to the model. In general. releasing code and data299

is often one good way to accomplish this, but reproducibility can also be provided via300

detailed instructions for how to replicate the results, access to a hosted model (e.g., in301

the case of a large language model), releasing of a model checkpoint, or other means302

that are appropriate to the research performed.303

• While NeurIPS does not require releasing code, the conference does require all sub-304

missions to provide some reasonable avenue for reproducibility, which may depend305

on the nature of the contribution. For example306

(a) If the contribution is primarily a new algorithm, the paper should make it clear307

how to reproduce that algorithm.308
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(b) If the contribution is primarily a new model architecture, the paper should describe309

the architecture clearly and fully.310

(c) If the contribution is a new model (e.g., a large language model), then there should311

either be a way to access this model for reproducing the results or a way to re-312

produce the model (e.g., with an open-source dataset or instructions for how to313

construct the dataset).314

(d) We recognize that reproducibility may be tricky in some cases, in which case au-315

thors are welcome to describe the particular way they provide for reproducibility.316

In the case of closed-source models, it may be that access to the model is limited in317

some way (e.g., to registered users), but it should be possible for other researchers318

to have some path to reproducing or verifying the results.319

5. Open access to data and code320

Question: Does the paper provide open access to the data and code, with sufficient instruc-321

tions to faithfully reproduce the main experimental results, as described in supplemental322

material?323

Answer: [Yes]324

Justification:325

(https://github.com/rawan-rm2208263/quranic_rag_repo)326

Guidelines:327

• The answer NA means that paper does not include experiments requiring code.328

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/329

public/guides/CodeSubmissionPolicy) for more details.330

• While we encourage the release of code and data, we understand that this might not331

be possible, so No is an acceptable answer. Papers cannot be rejected simply for not332

including code, unless this is central to the contribution (e.g., for a new open-source333

benchmark).334

• The instructions should contain the exact command and environment needed to run to335

reproduce the results. See the NeurIPS code and data submission guidelines (https:336

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.337

• The authors should provide instructions on data access and preparation, including how338

to access the raw data, preprocessed data, intermediate data, and generated data, etc.339

• The authors should provide scripts to reproduce all experimental results for the new340

proposed method and baselines. If only a subset of experiments are reproducible, they341

should state which ones are omitted from the script and why.342

• At submission time, to preserve anonymity, the authors should release anonymized343

versions (if applicable).344

• Providing as much information as possible in supplemental material (appended to the345

paper) is recommended, but including URLs to data and code is permitted.346

6. Experimental setting/details347

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-348

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the349

results?350

Answer: [Yes]351

Justification:352

Our paper mentions information about the models used and the size of each, as well as the353

retriever setup in (section 5)354

Guidelines:355

• The answer NA means that the paper does not include experiments.356

• The experimental setting should be presented in the core of the paper to a level of357

detail that is necessary to appreciate the results and make sense of them.358

• The full details can be provided either with the code, in appendix, or as supplemental359

material.360
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7. Experiment statistical significance361

Question: Does the paper report error bars suitably and correctly defined or other appropri-362

ate information about the statistical significance of the experiments?363

Answer: [No]364

Justification:365

The results are presented as accuracy scores, top-k retrieval performance, and mean recip-366

rocal rank (MRR) across Blooms levels and perplexity bands367

Guidelines:368

• The answer NA means that the paper does not include experiments.369

• The authors should answer "Yes" if the results are accompanied by error bars, confi-370

dence intervals, or statistical significance tests, at least for the experiments that support371

the main claims of the paper.372

• The factors of variability that the error bars are capturing should be clearly stated (for373

example, train/test split, initialization, random drawing of some parameter, or overall374

run with given experimental conditions).375

• The method for calculating the error bars should be explained (closed form formula,376

call to a library function, bootstrap, etc.)377

• The assumptions made should be given (e.g., Normally distributed errors).378

• It should be clear whether the error bar is the standard deviation or the standard error379

of the mean.380

• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-381

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of382

Normality of errors is not verified.383

• For asymmetric distributions, the authors should be careful not to show in tables or384

figures symmetric error bars that would yield results that are out of range (e.g. negative385

error rates).386

• If error bars are reported in tables or plots, The authors should explain in the text how387

they were calculated and reference the corresponding figures or tables in the text.388

8. Experiments compute resources389

Question: For each experiment, does the paper provide sufficient information on the com-390

puter resources (type of compute workers, memory, time of execution) needed to reproduce391

the experiments?392

Answer: [No]393

Justification:394

Our paper describes the models evaluated (DeepSeek, Gemma, Qwen, Fanar) and the re-395

triever setup (BAAI/bge-m3 with FAISS, BM25), but it does not provide details on the396

compute resources used.397

Guidelines:398

• The answer NA means that the paper does not include experiments.399

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,400

or cloud provider, including relevant memory and storage.401

• The paper should provide the amount of compute required for each of the individual402

experimental runs as well as estimate the total compute.403

• The paper should disclose whether the full research project required more compute404

than the experiments reported in the paper (e.g., preliminary or failed experiments405

that didn’t make it into the paper).406

9. Code of ethics407

Question: Does the research conducted in the paper conform, in every respect, with the408

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?409

Answer: [Yes]410

Justification:411
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The research did not cause directly or indirectly harm to any party.412

Guidelines:413

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.414

• If the authors answer No, they should explain the special circumstances that require a415

deviation from the Code of Ethics.416

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-417

eration due to laws or regulations in their jurisdiction).418

10. Broader impacts419

Question: Does the paper discuss both potential positive societal impacts and negative420

societal impacts of the work performed?421

Answer: [Yes]422

Justification:423

We considered the holiness of the Quranic text, so we included only four Bloom’s Taxon-424

omy levels, excluding the Generate level (section 3.3). Our research is focused on pure425

Quranic text, which a huge population is concerned with, as mentioned in (section 1).426

Guidelines:427

• The answer NA means that there is no societal impact of the work performed.428

• If the authors answer NA or No, they should explain why their work has no societal429

impact or why the paper does not address societal impact.430

• Examples of negative societal impacts include potential malicious or unintended uses431

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations432

(e.g., deployment of technologies that could make decisions that unfairly impact spe-433

cific groups), privacy considerations, and security considerations.434

• The conference expects that many papers will be foundational research and not tied435

to particular applications, let alone deployments. However, if there is a direct path to436

any negative applications, the authors should point it out. For example, it is legitimate437

to point out that an improvement in the quality of generative models could be used to438

generate deepfakes for disinformation. On the other hand, it is not needed to point out439

that a generic algorithm for optimizing neural networks could enable people to train440

models that generate Deepfakes faster.441

• The authors should consider possible harms that could arise when the technology is442

being used as intended and functioning correctly, harms that could arise when the443

technology is being used as intended but gives incorrect results, and harms following444

from (intentional or unintentional) misuse of the technology.445

• If there are negative societal impacts, the authors could also discuss possible mitiga-446

tion strategies (e.g., gated release of models, providing defenses in addition to attacks,447

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from448

feedback over time, improving the efficiency and accessibility of ML).449

11. Safeguards450

Question: Does the paper describe safeguards that have been put in place for responsible451

release of data or models that have a high risk for misuse (e.g., pretrained language models,452

image generators, or scraped datasets)?453

Answer: [Yes]454

Justification:455

There is no risk associated with this paper. It introduces a comprehensive QA dataset and456

benchmarks.457

Guidelines:458

• The answer NA means that the paper poses no such risks.459

• Released models that have a high risk for misuse or dual-use should be released with460

necessary safeguards to allow for controlled use of the model, for example by re-461

quiring that users adhere to usage guidelines or restrictions to access the model or462

implementing safety filters.463
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• Datasets that have been scraped from the Internet could pose safety risks. The authors464

should describe how they avoided releasing unsafe images.465

• We recognize that providing effective safeguards is challenging, and many papers do466

not require this, but we encourage authors to take this into account and make a best467

faith effort.468

12. Licenses for existing assets469

Question: Are the creators or original owners of assets (e.g., code, data, models), used in470

the paper, properly credited and are the license and terms of use explicitly mentioned and471

properly respected?472

Answer: [Yes]473

Justification:474

Our paper explicitly cites all external resources: Quranic text from Tanzil (CC-BY 3.0),475

tafsir from Qul Tarteel Project, and the Ayat Similarity tool. The evaluated models476

(DeepSeek, Gemma, Qwen, Fanar) are linked to their Hugging Face repositories, which477

provide license information, and the lm-evaluation-harness toolkit is credited under its MIT478

License. No proprietary datasets or restricted tools are used, and all assets are employed in479

line with their stated terms of use.480

Guidelines:481

• The answer NA means that the paper does not use existing assets.482

• The authors should cite the original paper that produced the code package or dataset.483

• The authors should state which version of the asset is used and, if possible, include a484

URL.485

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.486

• For scraped data from a particular source (e.g., website), the copyright and terms of487

service of that source should be provided.488

• If assets are released, the license, copyright information, and terms of use in the pack-489

age should be provided. For popular datasets, paperswithcode.com/datasets has490

curated licenses for some datasets. Their licensing guide can help determine the li-491

cense of a dataset.492

• For existing datasets that are re-packaged, both the original license and the license of493

the derived asset (if it has changed) should be provided.494

• If this information is not available online, the authors are encouraged to reach out to495

the asset’s creators.496

13. New assets497

Question: Are new assets introduced in the paper well documented and is the documenta-498

tion provided alongside the assets?499

Answer: [Yes]500

Justification:501

New assets are documented in the Contributions section.502

Guidelines:503

• The answer NA means that the paper does not release new assets.504

• Researchers should communicate the details of the dataset/code/model as part of their505

submissions via structured templates. This includes details about training, license,506

limitations, etc.507

• The paper should discuss whether and how consent was obtained from people whose508

asset is used.509

• At submission time, remember to anonymize your assets (if applicable). You can510

either create an anonymized URL or include an anonymized zip file.511

14. Crowdsourcing and research with human subjects512

Question: For crowdsourcing experiments and research with human subjects, does the pa-513

per include the full text of instructions given to participants and screenshots, if applicable,514

as well as details about compensation (if any)?515
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Answer: [NA]516

Justification:517

No human subjects were included in the experiments.518

Guidelines:519

• The answer NA means that the paper does not involve crowdsourcing nor research520

with human subjects.521

• Including this information in the supplemental material is fine, but if the main contri-522

bution of the paper involves human subjects, then as much detail as possible should523

be included in the main paper.524

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-525

tion, or other labor should be paid at least the minimum wage in the country of the526

data collector.527

15. Institutional review board (IRB) approvals or equivalent for research with human528

subjects529

Question: Does the paper describe potential risks incurred by study participants, whether530

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)531

approvals (or an equivalent approval/review based on the requirements of your country or532

institution) were obtained?533

Answer: [Yes]534

Justification:535

No human subjects were included in the experiments.536

Guidelines:537

• The answer NA means that the paper does not involve crowdsourcing nor research538

with human subjects.539

• Depending on the country in which research is conducted, IRB approval (or equiva-540

lent) may be required for any human subjects research. If you obtained IRB approval,541

you should clearly state this in the paper.542

• We recognize that the procedures for this may vary significantly between institutions543

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the544

guidelines for their institution.545

• For initial submissions, do not include any information that would break anonymity546

(if applicable), such as the institution conducting the review.547

16. Declaration of LLM usage548

Question: Does the paper describe the usage of LLMs if it is an important, original, or549

non-standard component of the core methods in this research? Note that if the LLM is used550

only for writing, editing, or formatting purposes and does not impact the core methodology,551

scientific rigorousness, or originality of the research, declaration is not required.552

Answer: [Yes]553

Justification:554

The study benchmarks four instruction-tuned LLMs (DeepSeek-R1-Distill-3B, Gemma-3-555

4B-IT, Qwen2.5-1.5B-Instruct, and Fanar-1-9B-Instruct) on two tasks: multiple-choice QA556

and verse identification. Their roles, evaluation setup, and comparative performance are557

documented in detail, with results analyzed across Blooms Taxonomy levels and verse per-558

plexity bands. Since LLM evaluation is central to the contribution, their usage is explicitly559

declared and described.560

Guidelines:561

• The answer NA means that the core method development in this research does not562

involve LLMs as any important, original, or non-standard components.563

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)564

for what should or should not be described.565
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