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Abstract

Depression is a critical concern in global men-001
tal health, prompting extensive research into AI-002
based detection methods. Among various AI003
technologies, Large Language Models (LLMs)004
stand out for their versatility in mental health-005
care applications. However, their primary lim-006
itation arises from their exclusive dependence007
on textual input, which constrains their over-008
all capabilities. Furthermore, the utilization of009
LLMs in identifying and analyzing depressive010
states is still relatively untapped. In this paper,011
we present an innovative approach to integrat-012
ing acoustic speech information into the LLMs013
framework for multimodal depression detec-014
tion. We investigate an efficient method for de-015
pression detection by integrating speech signals016
into LLMs utilizing Acoustic Landmarks. By017
incorporating acoustic landmarks, which are018
specific to the pronunciation of spoken words,019
our method adds critical dimensions to text tran-020
scripts. This integration also provides insights021
into the unique speech patterns of individuals,022
revealing the potential mental states of individ-023
uals. Evaluations of the proposed approach on024
the DAIC-WOZ dataset reveal state-of-the-art025
results when compared with existing Audio-026
Text baselines. In addition, this approach is027
not only valuable for the detection of depres-028
sion but also represents a new perspective in029
enhancing the ability of LLMs to comprehend030
and process speech signals. 1031

1 Introduction032

Depression, a common mental disorder affect-033

ing 10-15% of the global population, is charac-034

terized by persistent low mood, loss of interest,035

and lack of energy, making it a prevalent and036

costly illness (Walker et al., 2018). Given the time-037

consuming, expensive, and sometimes ineffective038

nature of traditional depression treatment methods,039

a growing number of researchers are turning their040

1code will be made public upon publication

Figure 1: Example of Acoustic Landmark (2-gram con-
cat landmark (g+p-), (s+p+), (p+,p-), ..., (g-b-)), Land-
marks are extracted from abrupt changes in the speech
signal. They can discretize speech into a series of tokens
that possess linguistic significance.

attention to developing automated depression detec- 041

tion systems. Concurrently, Large language mod- 042

els (LLMs) have recently demonstrated remark- 043

able success across a variety of tasks (Chowdhery 044

et al., 2023; Touvron et al., 2023). These large lan- 045

guage models have been applied to various health- 046

care issues, including general surgery (Oh et al., 047

2023), dementia diagnosis (Wang et al., 2023), and 048

gastroenterology (Lahat et al., 2023) and achieved 049

excellent results. However, their main limitation 050

stems from their sole reliance on textual input, 051

which limits their full potential. Simultaneously, 052

the use of Large Language Models (LLMs) in de- 053

pression detection remains largely unexplored. In 054

particular, there has been no effort to integrate 055

speech—despite growing evidence that speech sig- 056

nals can reveal indicators of depression (Wu et al., 057

2023; Huang et al., 2019a)—into these LLMs, an 058

advancement that could greatly improve their ef- 059

fectiveness in identifying depression (Zheng et al., 060

2023). 061

One of the key approaches to incorporating 062

speech signals into LLMs is through the discretiza- 063

tion of speech. However, the current landscape of 064

speech discretization, heavily reliant on deep learn- 065

ing techniques (Zeghidour et al., 2021; Défossez 066

et al., 2022), faces significant challenges due to 067

its considerable GPU memory requirements. This 068

is particularly problematic in the field of depres- 069
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Figure 2: Overview of LLM-Landmark Depression Detection Pipeline, broadly categorized into three stages:
landmark detection (on the left), cross-modal instruction fine-tuning (in the middle), and P-tuning for depression
detection (on the right).

sion detection, where data often consists of lengthy070

conversations (DeVault et al., 2014). The need071

for completed conversations is vital for accurate072

depression detection (Wu et al., 2023; Sun et al.,073

2022), rendering the existing deep learning-based074

methods impractical for such applications. For this075

purpose, it is necessary to find an efficient approach076

that allows for the discretization of speech with re-077

duced GPU memory usage.078

Acoustic landmarks represent event markers in-079

tricately linked with the articulation of speech,080

forming a concise alternative framework for speech081

processing (Liu, 1996; Stevens, 2002). This ap-082

proach emphasizes the analysis of abrupt acoustic083

changes at the subsegmental level, thereby pro-084

viding a succinct and precise phonetic description085

of language. These landmarks, characterized by086

their binary values, establish a minimal yet effec-087

tive set for differentiating each language segment088

from others. They maintain a direct and signifi-089

cant relationship with acoustic properties and ar-090

ticulation (including individual pronunciation), en-091

suring discernibility despite unwanted variability092

introduced by diverse hardware and environmental093

backgrounds (Huang et al., 2018, 2019b). Their094

discrete nature not only allows for efficient integra-095

tion into large language models but also offers a096

viable alternative for understanding speech signals097

in depression detection, bypassing the limitations098

of current deep learning-based techniques. This099

innovative approach promises a more feasible and100

resource-efficient pathway for analyzing complex101

speech patterns in mental health diagnostics.102

In this paper, we introduce a novel multimodal103

approach to depression detection, utilizing a com-104

bination of acoustic landmarks and large language105

models. We investigate the properties of large106

language models at various stages and under dif-107

ferent conditions after integrating landmark-based 108

speech information. We investigate how LLMs 109

learn speech landmarks and assess the impact of 110

conversational fine-tuning on the performance of 111

LLMs in tasks related to depression detection. 112

In summary, our contributions include the fol- 113

lowing: 114

• To the best of our knowledge, this is the first 115

study to apply LLMs to multimodal depres- 116

sion detection and the inaugural effort to inte- 117

grate speech information into LLMs for this 118

purpose. We proposed a new baseline for the 119

application of LLMs in the field of automatic 120

depression detection. 121

• Compared with prior baseline audio-text meth- 122

ods (Wu et al., 2023), our approach not only 123

achieved SOTA performance but also involved 124

a comprehensive analysis of the properties of 125

LLMs post the integration of landmarks. 126

• Unlike previous deep learning-based methods 127

for aiding LLMs in understanding speech, we 128

explored a new, more efficient approach to 129

enable LLMs to process speech signals. This 130

novel method opens up a potentially ground- 131

breaking direction for enhancing LLMs’ com- 132

prehension of speech. 133

2 Related Work 134

2.1 Large Language Models 135

Large language models have achieved success in 136

natural language processing and have been ex- 137

tended to encompass computer vision and speech 138

signal processing (Brown et al., 2020; Touvron 139

et al., 2023). However, there is a significant gap in 140
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Figure 3: Landmark Detection Filter

research aimed at enabling LLMs to comprehend141

speech efficiently.142

Parameter-efficient fine-tuning refers to selec-143

tively updating a small subset of the model’s pa-144

rameters or adding lightweight trainable layers, to145

customize the model for specific tasks or domains146

with reduced computational overhead. Existing147

works employed low-rank adaptation (LoRA) to148

fine-tune LLM efficiently. LoRA reduces computa-149

tional complexity by freezing the pre-trained LLM150

and injecting trainable rank decomposition matri-151

ces A and B into its transformer-based layers (Hu152

et al., 2022). The forward pass is subsequently153

defined as the linear combination of those from154

the pre-trained model and from the trained decom-155

posed matrices A and B.156

2.2 Acoustic Landmarks157

The concept of acoustic landmarks originally stems158

from research on distinctive features (Garvin,159

1953). Some researchers posit that for certain pho-160

netic contrasts, a listener relies on acoustic land-161

marks to gather the necessary acoustic cues for de-162

ciphering the underlying distinctive features (Liu,163

1996). This perspective highlights the importance164

of these landmarks in the auditory processing and165

interpretation of speech. Subsequent research has166

utilized acoustic landmarks for applications in167

speech recognition (Liu, 1996; He et al., 2019)168

as well as in addressing mental health-related prob-169

lems (Huang et al., 2018, 2019a). Although dif-170

ferent scholars have slightly varied definitions of171

acoustic landmarks, Joel and colleagues (Boyce172

et al., 2012) expanded upon Liu’s paper (Liu, 1996)173

by releasing a MATLAB version of a landmark de- 174

tection toolkit, which has become the most widely 175

used version of landmark technology. 176

2.3 Automatic Depression Detection 177

The use of AI technology for depression detec- 178

tion has been developing for many years. Some 179

researchers (Cummins et al., 2011; Huang et al., 180

2018, 2019a) have utilized traditional methods such 181

as Support Vector Machines (SVMs) (Noble, 2006) 182

for depression detection. With the advancement of 183

deep learning technologies, an increasing number 184

of researchers have been experimenting with deep 185

learning approaches for depression detection. Zhao 186

and others have explored the use of transformer 187

models for processing speech inputs in depression 188

detection (Zhao et al., 2020). Shen and colleagues 189

have employed BI-LSTM architectures, combining 190

text and speech for this purpose (Shen et al., 2022). 191

Further extending these techniques, Wu (Wu et al., 192

2023) utilized speech self-supervised models (Chen 193

et al., 2022; Hsu et al., 2021) and integrated them 194

with RoBERTa (Liu et al., 2019) for a more com- 195

prehensive text-audio multimodal approach to de- 196

pression detection. 197

3 Methodology 198

3.1 Overview 199

Our methodology, detailed in Figure 2, encom- 200

passes a three-step training process. The first phase 201

involves extracting acoustic landmarks from speech 202

and conducting an array of data processing oper- 203

ations. Subsequently, in the Cross-modal Instruc- 204

tion Fine-Tuning phase, we engage the LLM in 205

learning the nuances and characteristics of acoustic 206

landmarks. The culminating phase is the P-Tuning 207

process, wherein the LLM is meticulously trained 208

to apply its understanding to diagnose depression. 209

3.2 Landmarks Extraction and Data 210

Preprocessing 211

3.2.1 Landmarks Extraction 212

Figure 1 illustrates an example of acoustic land- 213

marks, where speech signals are discretized into 214

a series of symbols that carry linguistic relevance. 215

Table 1 details the specific acoustic landmarks uti- 216

lized in our study. Diverging from Liu’s paper (Liu, 217

1996), our research also pays attention to frication, 218

voice frication, and periodicity. 219

Our method primarily draws inspiration from 220

Joel’s (Boyce et al., 2012) and Liu’s (Liu, 1996) 221
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Landmark Description

g
vibration of vocal folds start (+)
or end (–)

b
onset (+) or offset (–) of exis-
tence of turbulent noise during
obstruent regions

s
releases (+) or closures (–) of a
nasal

v
voiced frication onset (+) or off-
set (–)

p periodicity start (+) or end (–)
f frication onset (+) or offset (–)

Table 1: Description of the six landmarks investigated.

work. However, since they have not open-sourced222

their code, many of their approach’s details remain223

unknown. In the following section, We introduce224

our Python-based landmark detection algorithm,225

developed to address these gaps and to adapt the226

conceptual framework to our specific requirements.227

Initially, the spectrogram is divided into six fre-228

quency bands. Landmarks are identified through229

energy changes within these six bands, using a two-230

pass strategy. Different landmarks are determined231

by either a single band or a combination of multi-232

ple bands (Liu, 1996). This approach is visually233

represented by the two parallel branches emanating234

from the spectrogram block in Figure 3.235

The detection algorithm for Glottal (g), Burst236

(b), and Syllabic (s) landmarks is fundamentally237

aligned with Liu’s approach (Liu, 1996). How-238

ever, diverging from Liu’s method, we employ 5dB239

and 8dB as threshold values because of different240

smoothing methods between Python and Matlab.241

Additionally, considering that the opening and clos-242

ing of the glottis occur in pairs, We implemented243

dynamic programming to ensure that g landmarks244

appear in pairs, thus enhancing the physiological245

accuracy of our detection.246

Our methodology for identifying f+ and v+ land-247

marks involves detecting a 6 dB power increase in248

at least three high-frequency bands (bands 4-6), and249

a power decrease in low-frequency bands (bands250

2 and 3). For f- and v-, the criteria are reversed: a251

6 dB power decrease in the same high-frequency252

bands and a power increase in the low-frequency253

bands. The distinguishing factor here is that frica-254

tion landmarks are detected within unvoiced seg-255

ments (b landmark), while voiced frication land-256

marks are sought in voiced segments (s landmark).257

Regarding the detection of the periodicity (p)258

landmarks, we perform autocorrelation calcula- 259

tions on the audio frame to identify repetitive or 260

periodic patterns in the data. For a detailed descrip- 261

tion of our landmark detection algorithm, please 262

refer to Appendix A. 263

3.2.2 Data Augmentation and Processing 264

Depression assessments are commonly conducted 265

through clinical interviews, with each session re- 266

ceiving a singular label. This labeling method, 267

when applied to a given dataset size, leads to fewer 268

samples in datasets compared with the much larger 269

number of utterances and frames typically encoun- 270

tered in other speech-related tasks. As a result, the 271

speech depression detection task faces a notable 272

challenge of data scarcity. Moreover, the issue of 273

data imbalance is particularly acute in the dataset, 274

as instances of healthy (positive cases) are signifi- 275

cantly outnumbered by depression (negative) cases. 276

We adopted Wu’s approach (Wu et al., 2023) of aug- 277

menting the training set through sub-dialogue shuf- 278

fling. Sub-dialogue shuffling involves sampling 279

a sub-dialogue xs:e from each complete dialogue 280

x1:T , where s and e represent the randomly selected 281

start and end utterance indexes, respectively. 282

This technique allowed us to balance the number 283

of positive and negative samples effectively, while 284

substantially increasing the dataset size. Differing 285

from Wu’s method, our use of landmarks in speech 286

processing enables the use of longer sub-dialogues 287

for training purposes. To ensure a fair compari- 288

son, we maintained the same data size (same sub- 289

dialogue sampling number M=1000) as Wu’s ap- 290

proach. For a detailed description of the algorithm, 291

please refer to Appendix B. 292

Previous research has indicated that the patterns 293

in which landmarks appear are more valuable than 294

the individual landmarks themselves (Huang et al., 295

2019a). Therefore, as shown in Figure 1, we com- 296

bined landmarks, treating every two consecutive 297

landmarks as a single unit. This approach not only 298

better represents the patterns of landmarks but also 299

effectively reduces the length of the landmark se- 300

quence in each sample. 301

3.3 Hint Cross-modal Instruction Fine-Tuning 302

Since LLMs inherently lack exposure to acous- 303

tic landmarks, our initial step involves devising a 304

method to teach the LLM what acoustic landmarks 305

are. This foundational training is crucial for en- 306

abling the models to interpret and utilize acoustic 307

landmark data effectively. 308
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Method/ Model Llama2-7B Llama2-7B Chat Llama2-13B Llama2-13B Chat GPT3.5 GPT4
Text Only 0.578 0.488 0.636 0.545 0.545 0.571
Landmark Only 0.521 0.434 0.559 0.538 - -
Text + Landmark 0.545 0.500 0.695 0.666 - -

Table 2: F1 scores for the different LLM models, We test all Llama2 models for 7B and 13B, also test on GPT.

As depicted in the middle section of Figure 2, our309

task involves providing an LLM with instructions310

to predict potential acoustic landmarks based on311

text. This method serves a dual purpose: it enables312

the LLM to learn about acoustic landmarks, and313

it also aligns speech (landmarks) and text modali-314

ties using paired data. We adopt LoRA (Hu et al.,315

2022) by incorporating low-rank matrices into the316

Query and Key matrices of the self-attention layer,317

facilitating efficient adaptation and fine-tuning. Ad-318

ditionally, we resize the embedding layer of the319

LLMs to add the merged landmarks to the vocabu-320

lary. During the training process, both the embed-321

ding layer, linear head and the LoRA matrices322

are actively trained to integrate these new elements323

effectively. The training objective is to minimize324

the negative log-likelihood, and the loss calculation325

applies to all samples (including the prefix), which326

can be formulated as:327

L(M |C) = −
x∑

j=1

yj∑
i=1

logP (si,j |s<i,j ,M), (1)328

where x is the number of samples in dataset C, yj329

is the text and corresponding landmarks in sample330

S, and M denotes the large language model that331

we have fine-tuned.332

Additionally, during dataset construction, we in-333

corporate hints for the LLM. For example, when334

data are sourced from a patient with depression,335

we include a hint indicating their origin from a336

depressed patient. Experimentally, we found this337

method of data construction to be crucial, which338

also supports our hypothesis that the acoustic land-339

marks from individuals with depression differ340

from those of healthy individuals. For detailed341

template construction, please refer to Appendix C.342

3.4 P-Tuning for Depression Detection343

In the previous stage, we trained the LLMs to un-344

derstand what landmarks are. Following this, we345

employ P-tuning (Liu et al., 2023) to enable the346

LLMs to integrate text and landmarks for depres-347

sion detection. We replace the lm head layer with348

the classification layer. The training objective is349

to minimize cross-entropy for classification, which 350

can be formulated as 351

L = −
C∑
c=1

yo,c log(po,c), (2) 352

where C is the number of classes. yo,c is an indi- 353

cator variable that is 1 if the observation o belongs 354

to class c and 0 otherwise. po,c is the predicted 355

probability of observation o belonging to class c. 356

We also compared instruction tuning using LoRA 357

with P-tuning and discovered that manually con- 358

structed templates are not well-suited for de- 359

pression classification tasks. Furthermore, we 360

observed a performance improvement when apply- 361

ing LoRA matrices across all layers of Llama2. 362

3.5 Decision Making 363

In the previous study by (Wu et al., 2023), they 364

achieved state-of-the-art (SOTA) results through an 365

ensemble approach, combining WavLM, WavLM 366

pre-trained on emotional recognition tasks, and the 367

combined result of RoBERTa and WavLM. Adopt- 368

ing a similar strategy, we fine-tune three distinct 369

LlaMA2 (Text + Landmark) models, each with 370

different data volumes (different numbers of sub- 371

dialogue M(900, 1000, 1100)), and used them for 372

ensemble voting. 373

4 Experiments 374

4.1 Experimental Setup 375

Dataset. The DAIC-WOZ dataset (DeVault et al., 376

2014), recognized as a standard for depression de- 377

tection, includes 189 clinical interview recordings 378

between interviewers and patients. In its training 379

subset, 30 of the total 107 interviews are labelled as 380

depressed, while the development subset contains 381

12 depressed instances out of 35 interviews. Consis- 382

tently with previous studies (Gong and Poellabauer, 383

2017; Shen et al., 2022; Wu et al., 2022, 2023), we 384

report our results on the development subset. 385

Model Configurations. Our research utilizes 386

Llama2-7B, Llama-7B Chat, Llama2-13B, and 387

Llama2-13B Chat, conducted on a system equipped 388

with 8 NVIDIA A100 80GB GPUs. Llama 2-Chat 389
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Methods Model F1 Ensemble

Previous SOTA
(Wu et al., 2023)

WavLM + RoBERTa 0.648
0.829WavLM Layer 8 0.700

WavLM Layer 10 0.720

Text+Landmark
(Our)

Llama2 (M=900) 0.636
0.833Llama2 (M=1000) 0.695

Llama2 (M=1100) 0.719

Table 3: A comparison of our proposed system with
previous state-of-the-art (SOTA), where all ensemble
outcomes(F1 Score) are derived from a majority vote.
In the table, M denotes the number of augmented sub-
dialogues per dialogue in our data augmentation al-
gorithm, while the previous SOTA used M=1000 sub-
dialogues.

was optimized for engaging in two-way conver-390

sations. In the cross-modal instruction fine-tuning391

stage, We fine-tuned the model with 10 epochs with392

128 batch sizes, 8 Lora ranks, 100 warmup steps,393

and a 1e-6 learning rate. In the depression detec-394

tion stage, we fine-tuned the model with 8 epochs395

with 256 batch sizes, 30 virtual tokens, 256 encoder396

hidden sizes, and a 1e-6 learning rate. In both ex-397

periments, we used AdamW as an optimizer with398

the model parallel to fine-tune our model. In the399

ablation study stage, we used hyperparameter tun-400

ing following the Tree-structured Parzen Estimator401

(TPE) paradigm (Bergstra et al., 2011).402

4.2 Main Result: Performance of different403

LLMs in Depression Detection task404

Depression Detection in Llama2. Table 2 displays405

the F1 scores obtained by Llama2 in depression de-406

tection across different scenarios. Additionally, we407

conducted a comparison of our findings with the408

results obtained from GPT-3.5 and GPT-4, focusing409

solely on their performance in the text modality. It410

is crucial to highlight that we did not fine-tune GPT-411

3 or GPT-4 for our purposes. Rather, we employed412

carefully crafted prompts(see appendix D), allow-413

ing the GPT models to assess whether a particular414

sample was from a patient with depression.415

For the ’landmark only’ and ’landmark + text’416

results, the process involved first undergoing hint417

cross-modal instruction fine-tuning and then em-418

ploying P-tuning for depression detection. The419

objective was to equip the LLMs with a prelimi-420

nary understanding of landmarks before advancing421

to the diagnostic stage for depression.422

The experimental results reveal that when LLMs423

solely use the text modality for depression de-424

tection, the performance of all models, including425

notably powerful ones like GPT-3.5 and GPT-4,426

which excel in many tasks, is not particularly im- 427

pressive and remains somewhat unsatisfactory. We 428

attribute the subpar performance to two main fac- 429

tors. First is the inherent limitation of the text 430

modality in conveying emotional information. 431

For instance, consider the sentence, "It’s raining to- 432

day." While some may find this statement positive, 433

others might feel the opposite. It’s challenging to 434

discern the emotional nuances from the text alone, 435

but with audio information, we could accurately 436

capture the emotional context of the statement. Sec- 437

ondly, the issue lies with the data itself. Labels 438

are only available at the document level, and data 439

are scarce (currently, there are no larger public 440

datasets available for multimodal depression de- 441

tection). This limitation in data granularity and 442

volume significantly hinders the model’s ability to 443

accurately detect depression. 444

The introduction of landmarks led to enhanced 445

performance across all models, affirming the effec- 446

tiveness of our method in integrating landmarks. 447

Landmarks can represent some of the acoustic in- 448

formation due to affective variation, providing ad- 449

ditional information that assists LLMs in detecting 450

depression. Nonetheless, the efficacy of using land- 451

marks in isolation for depression detection was 452

found to be suboptimal. Drawing on past research, 453

we believe this is due to the fact that even after 454

cross-modal instruction fine-tuning, relying solely 455

on information from other modalities (such as au- 456

dio or visual) could potentially impair the stability 457

of LLMs (Zhang et al., 2023; Li et al., 2023). When 458

we combined multiple Llama2 models that had in- 459

tegrated both text and landmark information for 460

depression detection, we achieved SOTA results as 461

shown in table 3. Furthermore, as indicated in Ta- 462

ble 3, there is a gradual improvement in Llama2’s 463

performance in depression detection tasks as the 464

number of sub-dialogues per dialogue increases. 465

This observation further emphasizes the crucial 466

role that data quantity plays in the effectiveness of 467

depression detection tasks. 468

5 Ablation Study and Discussion 469
In this chapter, we conduct an empirical study to 470

meticulously analyze and elucidate the character- 471

istics of LLMs that we identified in the context of 472

depression detection during our experiments. 473

5.1 Effect of Hint in Cross-Modal Instruction 474

Fine-Tuning 475

During the Cross-Modal Instruction Fine-Tuning 476

phase, we discovered that providing a hint to the 477
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(a) 13B No Hint (b) 13B Hint (c) 13B Chat Hint (d) Three Comparison

Figure 4: Evaluation loss for different configurations up to 4000 steps.

LLMs is crucial. In other words, informing the478

LLMs whether the data sample originates from a479

patient with depression significantly impacts the480

training outcome. As evident from Figure 4, with-481

out a hint, the loss converged to around 1.76 (as482

shown in Figure 4a). In contrast, with a hint, the483

loss consistently converged to near 1.1 (as depicted484

in Figures 4b and 4c). Figure 4d offers a more485

vivid illustration of the substantial difference that486

the presence or absence of a hint makes to the487

model’s performance in our empirical study. This488

phenomenon supports our previous conjecture that489

individuals with depression and those who are490

healthy differ in their vocal expressions and that491

landmarks are capable of reflecting this charac-492

teristic. Although the differences between Llama2493

and Llama2 Chat are not substantial, it is still ob-494

servable that, in this phase, Llama2 outperforms495

its Chat version. We will provide a more detailed496

discussion in the subsequent section.497

5.2 How LLMs Learn from Acoustic498

Landmarks499

To further investigate how LLMs learn acoustic500

landmarks, we extended the application of LoRA501

beyond just the attention layers, applying it across502

all layers for comprehensive analysis (Pu et al.,503

2023; Sun et al., 2023). To find the matrix with504

the greatest contribution, we first need to define the505

method for calculating the contribution of a matrix.506

We can approximately consider the changes in the507

LoRA matrix as indicative of its contribution to508

the task (He et al., 2021). Therefore, we assess509

that the contribution of a matrix is calculated by510

summing the absolute values of all its elements,511

normalized by the total number of elements in the512

matrix. Suppose we have a set of LoRA matrices513

L1, L2, . . . , Ln, each matrix Li being an a× b ma-514

trix. Then, the contribution Ci of matrix Li can be515

calculated using the formula: 516

Ci =
1

ab

a∑
j=1

b∑
k=1

|Li(j, k)|. (3) 517

Here, |Li(j, k)| represents the absolute value of 518

the element in the jth row and kth column of ma- 519

trix Li. After calculating the contribution value 520

(C), we rank and select the ten matrices with the 521

highest and the lowest contributions for further 522

analysis. Figure 5 separately illustrates the four 523

matrices with the greatest contributions and the 524

four with the least. To validate the effectiveness of 525

this method, we deactivated the five matrices with 526

the smallest contributions and observed that this 527

had no significant impact on our results. 528

Our analysis of the matrices revealed that LLMs 529

primarily learn landmarks through the feedfor- 530

ward network, while the contribution of the LoRA 531

matrices in the attention layers is quite minimal. 532

This phenomenon is also observed when training 533

LLMs to learn speech codecs (Hao et al., 2023), 534

suggesting that even though landmarks have in- 535

herent linguistic significance, LLMs tend to treat 536

landmarks as abstract tensors, similar to speech 537

codecs, during the learning process. Additionally, 538

we observed that layers closer to the beginning of 539

the LLMs have a greater contribution to learning 540

landmarks. This could be because LLMs treat land- 541

marks as new vocabulary items, leading to more 542

updates in layers nearer to the embedding layer. 543

5.3 Llama2 vs Llama2 Chat, and Generation 544

vs Classification 545

LlaMA2 models are uncensored and have not un- 546

dergone instruction tuning or chat-tuning. In con- 547

trast, LlaMA2 Chat models are censored and have 548

been chat-tuned, making them optimized for dia- 549

logue use cases (Touvron et al., 2023). When treat- 550

ing depression detection as a classification task, 551
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(a) Top 1 Contribution Layer (b) Top 2 Contribution Layer (c) Top 3 Contribution Layer (d) Top 4 Contribution Layer

(e) Bottom Layer 1 (f) Bottom Layer 2 (g) Bottom Layer 3 (h) Bottom Layer 4

Figure 5: The top four images represent the LoRA matrices of the layers that contribute most significantly to the
large language model’s learning of landmarks. The bottom four images depict the LoRA matrices of the layers with
the least contribution. As can be inferred from the graph’s title, the feedforward layer is the primary contributor.

we tested LlaMA2 Chat and found that its perfor-552

mance, both during the Cross-modal Instruction553

Fine-Tuning stage and the depression detection554

phase, was inferior to that of LlaMA2. We hy-555

pothesize two potential reasons for this. The first556

is that the Chat version might not be suitable for557

classification tasks. The second, and our preferred558

explanation, is that the Chat version, having been559

adjusted, tends to avoid answering questions to mit-560

igate ethical risks. To validate our hypothesis, we561

first reimagined the classification task as a gener-562

ative task, where the LLMs diagnoses depression563

through dialogue responses. We tested this zero-564

shot scenario on GPT-3.5 and GPT-4. Addition-565

ally, we applied LoRA for instruction fine-tuning566

in various scenarios presented in Table 2, to ob-567

serve how the models perform post-tuning. We568

observed that when treating depression detection569

as a generative task, neither LlaMA2 nor GPT mod-570

els performed particularly well, with the dialogue-571

enhanced LlaMA Chat still underperforming com-572

pared with LlaMA. This suggests that LLMs in the573

field of depression detection are subject to certain574

artificial limitations, impacting their effectiveness575

in this specific application. The details of the tem-576

plate can be seen on Appendix D.577

5.4 Lora VS P-tuning578

From our previous ablation experiments, we found579

that the conventional method of incorporating580

LoRA matrices into attention layers might not be 581

well-suited for depression detection tasks. After ex- 582

perimenting with applying LoRA matrices across 583

all layers and conducting a hyperparameter search, 584

we observed that LoRA, in this context, achieved 585

results similar to those of P-tuning. Furthermore, in 586

our use of LoRA for classification tasks, we tested 587

a variety of manually crafted templates. However, 588

none were as effective as using no task-specific 589

prompt template. We believe this occurs because 590

when we explicitly inform the LLMs that the task 591

involves depression detection, the model tends to 592

avoid responses that could pose ethical risks. 593

6 Conclusion 594

This paper introduces an efficient approach for de- 595

pression detection using acoustic landmarks and 596

LLMs. This approach is not only valuable for the 597

detection of depression but also represents a new 598

perspective in enhancing the ability of LLMs to 599

comprehend speech signals. Furthermore, we are 600

the first to research multimodal depression de- 601

tection using LLMs. We establish a new bench- 602

mark with a SOTA F1-score of 0.84 through ensem- 603

ble learning. Additionally, we evaluated various 604

PEFT methods and discovered that applying Lora 605

across all layers yields identical outcomes for both 606

P-tuning and Lora in depression detection. Our 607

analysis further reveals how LLMs process speech 608

landmarks, guiding future research in this domain. 609
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Limitations610

In addition, The study is confined to the DAIC-611

WOZ dataset, which is currently the most com-612

monly used and only publicly available dataset in613

the field of multimodal depression recognition, par-614

ticularly in the area of speech. The difficulty in615

acquiring data due to numerous privacy concerns616

surrounding depression datasets is acknowledged.617

Despite the limitations of focusing on this single618

dataset, it aligns with traditional research method-619

ologies in this domain, as previous studies have620

predominantly relied on it.621

Ethics Statement622

The DAIC-WOZ datasets are publicly available623

benchmarks and have been automatically de-624

identifed to protect patient privacy. Although our625

model improves the factual accuracy of generated626

reports, its performance still lags behind the needs627

of practical deployment. The outputs of our model628

may contain false observations and diagnoses due629

to systematic biases. In this regard, we strongly630

urge the users to examine the generated output in631

real-world applications cautiously.632
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A Details of Landmark Detection827

A.1 General Processing Details828

Given a discrete time series signal x[n], the process829

of peak detection consists of several pre-processing830

steps, followed by the identification of significant831

peaks. The steps are as follows:832

Six Frequency Bands833

The following table describes the six frequency834

bands we used in our algorithm.

Table 4: Frequency Bands

Band Frequency Range (kHz)

1 0.0–0.4
2 0.8–1.5
3 1.2–2.0
4 2.0–3.5
5 3.5–5.0
6 5.0–8.0

835

Coarse Smoothing836

The signal is first subjected to a coarse smoothing837

operation to reduce noise and highlight broader838

trends. This is achieved by applying a centered839

moving average with a window size of cp_sm:840

L
(cp)
b [n] = 10·log10

 1

2Ncp + 1

Ncp∑
k=−Ncp

Eb[n+ k]

 ,

(4)841

where Eb[n] is the energy in the bth frequency band842

at time n, and Ncp is half the size of the coarse843

smoothing window.844

Coarse Differentiation845

The smoothed signal undergoes differentiation to846

identify regions of rapid change, which could indi-847

cate potential peaks. The differentiation is centered848

on mitigating delay:849

D
(cp)
b [n] = L

(cp)
b [n+ cp_dt]− L

(cp)
b [n], (5)850

followed by a shift to center the result:851

D
(cp)
b [n]← D

(cp)
b [n− ⌊cp_dt/2⌋]. (6)852

Fine Smoothing 853

A finer smoothing operation is applied to the origi- 854

nal signal to preserve more detail, with a window 855

size of fp_sm: 856

L
(fp)
b [n] = 10·log10

 1

2Nfp + 1

Nfp∑
k=−Nfp

Eb[n+ k]

 ,

(7) 857

where Nfp is half the size of the fine smoothing 858

window. 859

Fine Differentiation 860

As with coarse differentiation, the finely smoothed 861

signal is differentiated: 862

D
(fp)
b [n] = L

(fp)
b [n+ fp_dt]− L

(fp)
b [n], (8) 863

and then centered: 864

D
(fp)
b [n]← D

(fp)
b [n− ⌊fp_dt/2⌋]. (9) 865

Peak Detection 866

After pre-processing, peaks are identified using 867

the conditions specified earlier, considering factors 868

such as prominence, height, and minimum distance 869

between peaks. 870

Given a signal sequence x[n], the peak detec- 871

tion process can be mathematically described as 872

follows: 873

A data point x[n] is considered a local maximum 874

if it satisfies the following condition: 875

x[n] > x[n− 1] and x[n] > x[n+ 1]. (10) 876

If a height threshold h is specified, x[i] is recog- 877

nized as a peak only if: 878

x[i] > h. (11) 879

The prominence P of a peak at x[i] is defined 880

as the vertical distance between the peak and its 881

lowest contour line: 882

P = x[i]−max(vl, vr), (12) 883

where vl and vr are the lowest points on either side 884

of x[i], before reaching a higher point. A peak is 885

considered significant if its prominence exceeds a 886

predefined threshold. 887

The width W of a peak is measured at a vertical 888

distance P from its highest point. Points x[l] and 889

x[r], where l < i < r, are the positions at which 890

11



the signal drops below the threshold defined by the891

prominence:892

x[l] < x[i]− P and x[r] < x[i]− P, (13)893

and the width W is the distance between x[l] and894

x[r].895

If a minimum peak separation distance D is de-896

fined, then for any two peaks x[i] and x[j], the897

condition must be met:898

|i− j| > D. (14)899

These conditions are used to identify peaks in900

the signal that are not only local maxima but also901

exceed certain amplitude and prominence thresh-902

olds, ensuring the detected peaks are significant in903

the context of the signal.904

A.2 Details of Specific Landmark Detection905

g landmark When both the coarse and fine filters906

exhibit a peak in band 1, it is identified as a ’g’907

landmark.908

b landmark In an unvoiced segment (not be-909

tween +g and the next -g), if at least three out910

of five frequency bands demonstrate simultaneous911

power increases of no less than 6 dB in both coarse912

and fine filters, a specific condition or criterion is913

met.914

s landmark In an unvoiced segment (between915

+g and the next -g), if at least three out of five916

frequency bands demonstrate simultaneous power917

increases of no less than 6 dB in both coarse and918

fine filters, a specific condition or criterion is met.919

f+ and v+ landmarks involves detecting a 6920

dB power increase in at least three high-frequency921

bands (4, 5, 6), and a power decrease in low-922

frequency bands (2, 3). For f- and v-, the criteria923

are reversed: a 6 dB power decrease in the same924

high-frequency bands and a power increase in the925

low-frequency bands.The distinguishing factor here926

is that frication landmarks are detected within un-927

voiced segments (b landmark), while voiced frica-928

tion landmarks are sought in voiced segments (s929

landmark).930

p landmark, p landmark extraction can be931

divided into several steps.932

1. Frame Segmentation:933

Let the audio signal be Y (t).934

Define the frame length N and frame shift ∆.935

For the i-th frame, we consider the segment936

Y [i ·∆ : i ·∆+N ].937

2. Autocorrelation Calculation:938

For each frame Yi, calculate the autocorrelation 939

function Rxx(k): 940

941

Rxx(k) =
1

N − k

N−k−1∑
n=0

Yi(n) · Yi(n+ k). 942

943

3. Energy Function Calculation: 944

Compute the energy function Ef for each frame: 945

946

Ef (i) =
1

N

N−1∑
k=0

Rxx(k)
2. 947

948

4. Upsampling: 949

Upsample the energy function Ef to match the 950

length of the original signal. 951

5. Smoothing: 952

Apply smoothing(As defined in the previous sec- 953

tion) to the upsampled energy function. 954

6. Binarization: 955

Define a threshold θ, and convert the smoothed en- 956

ergy function into a binary signal. 957

7. Jump Detection: 958

Detect positive and negative jumps in the binary 959

signal. 960

8. P Landmark Index and Time Determination: 961

Record the positions of jumps, which are the in- 962

dices of P landmarks. 963

Convert these indices into time points to determine 964

the P landmarks. 965

B Details of Data Augmentation 966

The training set was expanded by shuffling sub- 967

dialogues, selecting portions xs:e from each full 968

dialogue x1:T , with s and e as random start and 969

end indices. The algorithm outlines this process. 970

Initially, it counts the positive and negative samples, 971

setting M+ as the target number of sub-dialogues 972

for each positive dialogue (Algorithm 1, lines 1- 973

3). To balance augmentation, M− is calculated 974

using N+, N−, and M+ (line 4). For both pos- 975

itive and negative dialogues, corresponding M+ 976

and M− sub-dialogues are generated (lines 8-12). 977

The sub-dialogue length, d, is set within the range 978

defined by εl and εh, chosen randomly (lines 14- 979

15). The start index s is randomly selected within 980

its range, and the end index e is determined accord- 981

ingly (lines 16-18) (Wu et al., 2023). 982
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Algorithm 1 Sub-dialogue shuffling

1: N+ ← Number of positive samples in the
training set

2: N− ← Number of negative samples in the
training set

3: M ← Set number of sub-dialogues for each
positive sample M+

4: M∗ ← N−/N+

5: Set εl, εh satisfying 0 < εl < εh ≤ 1
6: for Dialogue X(n) n = 1 to N do
7: T ← len(x(n))
8: if x(n) is positive then
9: M ←M+

10: else
11: M ←M−

12: end if
13: for Sub-dialogue X(n)m m = 1 to M do
14: Sample ε uniformly from (εl, εh)
15: d← εT − 1
16: Sample s randomly from range (0, T −

d)
17: e← s+ d
18: X(n)m ← x

(n)
s:e

19: end for
20: end for
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C Sample of Hint Cross-modal983

Instruction Fine Tuning984

Depression Example985

Below are the speech transcripts from a person with depression.986

Please try to predict the concatenated acoustic landmarks987

corresponding to these transcripts988

989

### Transcript:990

{transcript}991

992

### Acoustic Landmark:993

{landmark}994

Healthy Example995

Below are the speech transcripts from a healthy person.996

Please try to predict the concatenated acoustic landmarks corresponding to these transcripts.997

998

### Transcript:999

{transcript}1000

1001

### Acoustic Landmark:1002

{landmark}1003

D Sample of Instruction Fine-Tuning for1004

Depression Detection1005

Text Only1006

"Categorize these dialogues as either depression or healthy based on the its transcripts.1007

1008

### transcript:{transcript}1009

1010

### Response:"1011

Landmark Only1012

"Categorize these dialogues as either depression or healthy based on the its acoustic landmarks.1013

1014

### acoustic landmarks:{landmarks}1015

1016

### Response:"1017

MultiModal1018

"Categorize these dialogues as either depression1019

or healthy based on the its transcripts and acoustic landmarks.1020

1021

### Transcript:{transcript}1022

1023

### Acoustic Landmark:{landmark}1024

1025

### Response:\n"1026
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