
DevEval: A Code Generation Benchmark for Practical Software Projects

Anonymous ACL submission

Abstract

How to evaluate Large Language Models001
(LLMs) in code generation is an open ques-002
tion. There is currently no benchmark for prac-003
tical software projects. In this paper, we pro-004
pose a new benchmark named DevEval, which005
aligns with Developers’ experiences in practi-006
cal projects. DevEval is collected through a rig-007
orous pipeline, containing 2,690 samples from008
119 practical projects and covering 10 domains.009
Compared to previous benchmarks, DevEval010
aligns to practical projects in multiple dimen-011
sions, e.g., real program distributions, sufficient012
dependencies, and enough-scale project con-013
texts. We assess 12 popular LLMs on DevEval014
(e.g., gpt-4, gpt-3.5-turbo, Claude 2, GLM-4,015
CodeLLaMa, StarCoder, and Mistral) and re-016
veal their actual abilities in code generation.017
For instance, the highest Pass@1 of gpt-3.5-018
turbo only is 42.97% in our experiments. We019
also discuss the challenges of code generation020
in practical projects. We open-source DevEval1021
and hope it can facilitate the development of022
code generation in practical projects.023

1 Introduction024

Code generation with Large Language Models025

(LLMs) has attracted lots of researchers’ attention026

(Li et al., 2023c,a), and some commercial prod-027

ucts have been produced, such as GitHub Copilot028

(GitHub, 2023). How to evaluate LLMs on code029

generation is an open question. Many code genera-030

tion benchmarks have been proposed, but there are031

gaps between them and practical software projects.032

The gaps result in the development of code gen-033

eration technologies being inconsistent with the034

experience of developers. To clarify the gaps, we035

analyzed over 1 million functions from 500 practi-036

cal projects and summarized the gaps as follows.037

Gap 1: Existing benchmarks differ from real038

program distributions, especially the proportion039

1https://figshare.com/articles/
dataset/DevEval/25231922

# imapclient.IMAPClient.namespace
def namespace(self): 

data = self._command_and_check(“namespace”)
parts = []
for item in parse_response(data):

(more lines . . )
for prefix, separator in item:

if self.folder_encode:
prefix = decode_utf7(prefix)

converted.append((prefix, to_unicode)
parts.append(tuple(converted))

return Namespace(*parts)

def has_close_elements(numbers, threshold):
for idx, elem in enumerate(numbers):

for idx2, elem2 in enumerate(numbers):
if idx != idx2:

distance = abs(elem - elem2)
if distance < threshold:

return True
return False

(a) A standalone function in HumanEval

(b) A non-standalone function in a real-world project

Figure 1: Examples of standalone and non-standalone
functions Dependencies are highlighted, i.e., yellow:
intra-class dependencies, green: intra-file dependencies,
and blue: cross-file dependencies.

of non-standalone programs. As shown in Figure 040

1, a standalone function solely uses built-in or pub- 041

lic libraries, while a non-standalone one contains 042

project-specific dependencies. A project-specific 043

dependency refers to an invocation of elements de- 044

fined in projects, like parse_response in Fig- 045

ure 1. Out of 500 practical projects, 73.8% of func- 046

tions are non-standalone, and 26.2% are standalone. 047

However, existing benchmarks focus on standalone 048

programs, with few or no non-standalone programs. 049

For example, a popular benchmark - HumanEval 050

(Chen et al., 2021) does not contain non-standalone 051

functions, and the latest benchmark, CoderEval (Yu 052

et al., 2023) only includes 146 non-standalone pro- 053

grams. 054

Gap 2: Dependencies within existing bench- 055

marks are insufficient compared to practical 056

projects. On average, each non-standalone func- 057

tion in 500 practical projects contains 3.22 depen- 058
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Table 1: The comparison between popular code generation benchmarks and DevEval. SA: Standalone. L(Re): the
average lengths (tokens) of requirements.

Benchmark
Program Distribution Dependency Project Contexts

#L(Re)
#Project #Total SA (%) Non-SA (%) #Type #Total #Per Sample Path #File #Line

CoNaLA (Yin et al., 2018) – 500 100% 0% 0 0 0 0 0 13.1
HumanEval (Chen et al., 2021) – 164 100% 0% 0 0 0 0 0 58.8
MBPP (Austin et al., 2021) – 974 100% 0% 0 0 0 0 0 16.1
PandasEval (Zan et al., 2022) – 101 100% 0% 0 0 0 0 0 29.7
NumpyEval (Zan et al., 2022) – 101 100% 0% 0 0 0 0 0 30.5
AixBench (Li et al., 2023b) – 175 100% 0% 0 0 0 0 0 34.5
ClassEval (Du et al., 2023) – 100 100% 0% 0 0 0 0 0 –

Concode (Iyer et al., 2018) – 2,000 19.9% 80.1% 1 2,455 1.23 0 0 16.8
CoderEval (Yu et al., 2023) 43 230 36% 64% 3 256 1.73 71 14,572 41.5
DevEval 119 2,690 26.2% 73.8% 3 5,849 2.95 243 45,941 91.5

500 Practical Projects 500 1M 26.2% 73.8% 3 3M 3.22 – 238 46,313 –

dencies, including intra-class, intra-file, and cross-059

file dependencies. However, existing benchmarks060

have insufficient dependencies. For instance, Con-061

code (Iyer et al., 2018) and ClassEval (Du et al.,062

2023) solely contain intra-class dependencies, and063

CoderEval averages only 1.73 dependencies per064

non-standalone function.065

Gap 3: The project contexts in existing bench-066

marks are small-scale compared to practical067

projects. In practical projects, developers rely068

on the project contexts (e.g., relevant programs in069

projects) to continually write new programs. The070

contexts contain lots of project-specific knowledge071

(e.g., private objects). The project contexts in 500072

practical projects average 239 code files and around073

43k lines. However, the project contexts in existing074

benchmarks often are small-scale. For instance,075

CoderEval’s project contexts average only 71 code076

files and approximately 1.4k lines.077

To address the above gaps, we propose a new078

code generation benchmark named DevEval,079

which aligns with Developers’ experiences in080

practical projects. DevEval comprises 2,690 test-081

ing samples from 119 practical projects, collected082

by a rigorous pipeline and annotated by 13 devel-083

opers. Each sample consists of a manually crafted084

natural language requirement, project contexts, ref-085

erence code, reference dependencies, and multiple086

test cases. Table 1 compares DevEval with existing087

benchmarks, highlighting its three advances.088

Advance 1: Real program distribution. DevE-089

val features a real program distribution, comprising090

1,984 (73.8%) non-standalone and 706 (26.2%)091

standalone programs, aligning the distribution ob-092

served in 500 practical projects.093

Advance 2: Sufficient Dependencies. DevE-094

val includes 5,849 dependencies, around 23 times095

more than CoderEval. Non-standalone programs096

in DevEval average 2.95 dependencies, close to the 097

average value (i.e., 3.22) of 500 practical projects. 098

Besides, previous work (i.e., CoderEval) only pro- 099

vides dependencies’ names (e.g., close). Be- 100

cause many functions with the same name in prac- 101

tice, it is hard to identify whether the dependen- 102

cies generated by LLMs are correct by relying 103

on names. DevEval labels dependencies with 104

paths (e.g., A.py::ClassB::close), address- 105

ing ambiguity and biases. 106

Advance 3: Enough-scale project contexts. 107

DevEval contains enough-scale project contexts, 108

averaging 243 code files with 45,941 lines per 109

sample. Compared to previous benchmarks (e.g., 110

CoderEval: 71 files with 14k lines), DevEval’s 111

project contexts are closer to the average in 500 112

practical projects (238 files with 46,313 lines). 113

DevEval also has advantages in requirements, 114

diversity, and evaluation metrics. ❶ Requirements. 115

Original comments of programs often are short 116

and vague and are not suitable for code genera- 117

tion. Thus, we engaged 13 developers to manually 118

write detailed and accurate requirements for all 119

programs. Our requirements average 91.5 tokens, 120

approximately 2.2 times that of CoderEval. ❷ Di- 121

versity. DevEval contains 11 times more samples 122

than CoderEval (2,690 vs. 230), collected from 123

119 projects across 10 domains (e.g., Text Process- 124

ing, Internet, Database). It covers diverse program- 125

ming topics to comprehensively assess LLMs. ❸ 126

Evaluation Metrics. DevEval leverages Pass@k 127

(functional correctness) and Recall@k (recall of 128

reference dependencies) to comprehensively assess 129

generated programs. 130

We evaluate 12 popular LLMs upon De- 131

vEval (i.e., gpt-4-turbo-1106 (OpenAI, 2023b), 132

gpt-3.5-turbo-{0613, 1106} (OpenAI, 2023a), 133

CodeLLaMa-{70B, 34B, 13B, 7B} (Rozière et al., 134
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import functools
import imaplib
...
class Namespace(tuple):
...

class SocketTimeout(…):
...

class MailboxQuotaRoots(…):
...

class Quota(…):
...

def require_capability(…):
...

Intra-class Dependency:
imapclient.py::IMAPClient::_command_and_check
imapclient.py::IMAPClient::folder_encode

Intra-file Dependency:
imapclient.py::Namespace

Cross-file Dependency:
imap_utf7.py::decode_utf7
response_parser.py::parse_response

def test_namespace(self):
self.set_return(b'(("&AP8-." "/")) NIL NIL‘)
self.assertEqual(self.client.namespace(), ((("\xff.", "/"),), None, None))
. . . .

def namespace(self):

“””Return the namespace for the IMAP account as a tuple of three 
elements: personal, other, and shared. The function should send the
namespace command to the server and receive the response. Then, it
parses the response and converts it into the desired format.

:param self: IMAPClient, an instance of the IMAPClient class.
:return: Namespace. The namespace for the account as a tuple of 

three elements. Each element may be None if no namespace of that type 
exists, or a sequence of (prefix, separator) pairs. ""”

data = self._command_and_check("namespace")
parts = []
for item in parse_response(data):
if item is None:
parts.append(item)

else:
converted = []
for prefix, separator in item:
if self.folder_encode:
prefix = decode_utf7(prefix)

converted.append((prefix, to_unicode(separator)))
parts.append(tuple(converted))

return Namespace(*parts)

DevEval Benchmark
Stats: A code generation benchmark containing 2690 testing samples, collected from 119 practical projects
Metrics: Pass@k, Recall@k
Evaluation Task: Context-based Code Generation:①②③→④

① Signature

② Requirement

④ Reference Code

③ Project Contexts

⑤ Reference
Dependency

⑥ Test cases

Figure 2: An overview of DevEval. It contains 2,690 samples, and each sample consists of six components.

2023), StarCoder (Li et al., 2023d), and Mistral-135

{7B, MoE} (Jiang et al., 2023; Mistral.AI, 2023))136

and obtain surprising findings. First, LLMs exhibit137

low performance on DevEval, especially compared138

to their performance on previous benchmarks. For139

example, gpt-3.5-turbo-1106 achieves a Pass@1140

score of 73% on HumanEval, while its highest141

Pass@1 on DevEval is only 42.97%. Our results142

reveal the actual abilities of LLMs in code genera-143

tion. Second, LLMs benefit from project contexts144

but struggle with comprehensively understanding145

long contexts. Even if we input oracle contexts, the146

Pass@1 of LLMs is still below 50%.147

In summary, our contributions are as follows:148

• We identify gaps (e.g., unreal program dis-149

tributions, insufficient dependencies, and150

small-scale project contexts) between exist-151

ing benchmarks and practical projects. We152

propose a new benchmark named DevEval153

with 2,690 samples, addressing these gaps.154

• DevEval closely aligns practical projects, in-155

cluding real program distributions, sufficient156

dependencies, and enough-scale project con-157

texts.158

• We evaluate 12 popular LLMs on DevEval,159

analyzing their strengths and shortcomings in 160

code generation for practical projects. 161

We hope DevEval can align with actual experi- 162

ences of developers during the practical develop- 163

ment process. By DevEval, practitioners can pick 164

up superior LLMs and facilitate the application of 165

code generation techniques in practical projects. 166

2 Benchmark - DevEval 167

2.1 Overview 168

DevEval contains 2,690 samples derived from 119 169

real-world open-source projects. As shown in Fig- 170

ure 2, each sample consists of six components. ❶ 171

Function Signature: The signature of the code 172

to be generated. ❷ Requirement: An English 173

description detailing the functionality of the code 174

to be generated. ❸ Project Contexts: Existing 175

programs (e.g., hundreds of code files) in the cur- 176

rent project. ❹ Reference Code: A reference im- 177

plementation of the code to be generated, crafted 178

by developers. This code invokes dependencies 179

defined in project contexts. ❺ Reference Depen- 180

dency: The dependencies invoked in the reference 181

code, include intra-class, intra-file, and cross-file 182

dependencies. ❻ Test Cases: Test cases are used 183

to check the functional correctness of the code. 184
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Table 2: The distribution of dependency types. The
values in parentheses are the corresponding percentages
in all dependencies.

Dependency
Type

HumanEval Concode CoderEval DevEval 500 Projects

Intra-class 0 2,455 (100%) 117 (46%) 2,383 (41%) 939k (42%)
Intra-file 0 0 90 (35%) 1,833 (31%) 597k (29%)
Cross-file 0 0 49 (19%) 1,633 (28%) 611k (30%)

2.2 Benchmark Characteristics185

Compared to existing benchmarks (e.g., CoderEval186

(Yu et al., 2023)), DevEval aligns practical projects187

due to three key advances.188

❶ Real program distributions. As shown in Ta-189

ble 1, it contains 1,984 (73.8%) non-standalone pro-190

grams and 706 (26.2%) standalone programs, align-191

ing the observed ratio in 500 practical projects.192

❷ Sufficient dependencies. DevEval covers193

three dependency types and contain sufficient de-194

pendencies. As shown in Table 1, each sample195

in DevEval averages 2.95 dependencies, surpass-196

ing the averages in previous benchmarks (e.g.,197

CoderEval: 1.75) and closely approaching that of198

500 practical projects (i.e., 3.22).199

Table 2 shows the distribution of dependency200

types, i.e., intra-class, intra-file, and cross-file de-201

pendencies. DevEval outperforms previous bench-202

marks in all types, showing a more real distribution203

that is close to the distribution in 500 practical204

projects. For instance, cross-file dependencies con-205

stitute 28% in DevEval compared to the meager206

19% in CoderEval.207

❸ Enough-scale project contexts. As shown208

in Table 1, previous benchmarks’ project contexts209

are notably small-scale, e.g., CoderEval: 14k lines210

versus practical projects: 46k lines. In contrast, De-211

vEval introduces more large-scale project contexts,212

averaging 45k lines.213

Moreover, DevEval has advantages in other as-214

pects compared to existing benchmarks, such as215

requirements and test cases.216

Requirements. We engaged 13 developers217

to manually write requirements, costing approx-218

imately 674 person-hours. As depicted in Figure 2,219

each requirement encapsulates the code’s purpose220

and input-output parameters. The average length of221

requirements in DevEval (91.5 tokens) more than222

doubles that of CoderEval (41.5 tokens).223

Test cases. Each sample in DevEval is equipped224

with 7.95 test cases on average. These test cases225

are rigorously validated through code reviews and226

are capable of achieving high line-level and branch-227

level coverages. In comparison, the average num- 228

ber of test cases in HumanEval and MBPP are 7.7 229

and 3.0, respectively. Therefore, DevEval provides 230

a reliable evaluation environment. 231

2.3 Task Definition 232

We define the Context-based Code Generation 233

task upon DevEval. It aims to generate code based 234

on a function signature, a requirement, and the 235

project contexts. We also design a baseline setting, 236

which generates code based on the signature and re- 237

quirement. The baseline is used to evaluate LLMs’ 238

coding ability without project contexts. 239

2.4 Evaluation Metrics 240

Pass@k (Functional Correctness). Following pre- 241

vious studies (Chen et al., 2021; Austin et al., 2021; 242

Yu et al., 2023), we assess the functional correct- 243

ness of programs by executing test cases and com- 244

pute the unbiased Pass@k. Specifically, we gen- 245

erate n ≥ k programs per requirement, count the 246

number of correct programs c ≤ n that pass test 247

cases, and calculate the Pass@k: 248

Pass@k := E
Requirements

1−
(

n− c
k

)
(

n
k

)
 (1) 249

Recall@k (Recall of Reference Dependency). 250

Besides the functional correctness, we expect 251

LLMs to invoke relevant dependencies defined in 252

contexts. Hence, we propose Recall@k, which 253

gauges the recall of reference dependencies in gen- 254

erated programs. 255

Specifically, LLMs generate k programs per re- 256

quirement. For the i-th program, we employ a 257

parser2 to extract its dependencies as Pi. Subse- 258

quently, we compare Pi with reference dependen- 259

cies R and compute the Recall@k: 260

Recall@k := E
Requirements

[
max
i∈[1,k]

|R ∩ Pi|
|R|

]
(2) 261

where | · | means the number of elements of a set. 262

3 Benchmark Collection 263

As shown in Figure 3, the collection of DevEval 264

consists of four steps. 265

❶ Project Selection. We crawl high-quality 266

projects from an open-source community - PyPI 267

2We develop the parser based on an open-source static
analysis tool - Pyan (Pyan, 2023).
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① Project Selection

PyPI

500 Projects, 1 million+ Functions

497 Projects, 590k Functions

② Function Parse

142 Projects, 3,764 Functions

③ Tests
Construction

121 Projects, 2,846 Functions

④ Human
Annotation

Signature, Reference Code,
Project Context

Test Cases

Requirement,
Reference Dependency

119 Projects, 2,690 Functions

⑤ Benchmark
Construction

DevEval

Figure 3: The process of collecting DevEval.

(PyPI). To ensure a broad diversity, we identify the268

top 50 projects with open-source licenses in the top269

10 popular programming topics. The 10 topics are270

shown in Appendix A. We download the latest re-271

leased versions in November 2023 and obtain 500272

practical projects (10 topics * 50 projects).273

❷ Function Parse. We extract all functions274

within projects and parse their signatures and bod-275

ies. Unparseable or empty functions are excluded.276

The function bodies, crafted by developers and sub-277

jected to rigorous code reviews, are deemed as the278

reference code. Subsequently, we extract other pro-279

grams within the current project as project contexts.280

Finally, we obtain 590,365 functions.281

❸ Tests Construction. For each function, we ex-282

tract test cases invoking it from its project. We use a283

popular testing framework - Pytest3 to organize284

these test cases. We leverage a public framework -285

setuptools4 to automatically build the running286

environments for each project. Functions without287

successful test cases are excluded. In summary, we288

retain 3,764 functions, each equipped with both289

successful test cases and running environments.290

❹ Human Annotation. We engage 13 annota-291

tors to manually annotate requirements and refer-292

ence dependencies for each function. All annota-293

tors obtain adequate payments given their countries294

of residence.295

Through discussions with annotators, we estab-296

lish two criteria for requirements. Naturalness–297

ensuring the requirement reads like a natural de-298

3https://docs.pytest.org/en/8.0.x/
4https://github.com/pypa/setuptools

scription from the perspective of a real-world devel- 299

oper. Functionality–demanding clear descriptions 300

of the code’s purposes and input-output parame- 301

ters. Each requirement undergoes a dual-annotation 302

process, with one annotator assigned to its initial 303

drafting and another responsible for a meticulous 304

double-check. Trivial functions (e.g., shortcut func- 305

tions) and functions violating the ethical code (e.g., 306

malware) are excluded. Subsequently, the same 307

13 annotators review the reference code and label 308

dependencies within it. Finally, we retain 2,846 309

functions with high-quality requirements and la- 310

beled reference dependencies. 311

❺ Benchmark Construction. Among the re- 312

tained functions, 862 are standalone, and 1,984 are 313

non-standalone. We follow the program distribu- 314

tion in 500 practical projects to construct DevEval, 315

ensuring the data size is maximized. Retaining all 316

1,984 (73.8%) non-standalone functions, we ran- 317

domly sample 706 (26.2%) standalone functions, 318

resulting in the DevEval with 2,690 samples. 319

4 Experiments 320

4.1 Studied LLMs 321

We evaluate 12 popular LLMs, including closed- 322

source LLMs (i.e., gpt-4-1106 (OpenAI, 2023b), 323

gpt-3.5-turbo-{0613, 1106} (OpenAI, 2023a), 324

Claude 2 (Anthropic, 2023), and GLM-4 (Zhipu.AI, 325

2024)) and open-source LLMs (i.e., CodeLLaMa- 326

{70B, 34B, 13B, 7B} (Rozière et al., 2023), Star- 327

Coder (Li et al., 2023d), and Mistral-{7B, MoE} 328

(Jiang et al., 2023; Mistral.AI, 2023)). We use of- 329

ficial interfaces or implementations to reproduce 330

these LLMs. The details of LLMs can be found in 331

Appendix B. 332

4.2 Experimental Setup 333

The prompt template in our experiments is shown 334

in Appendix C. We use Pass@k and Recall@k (see 335

Section 2.4) to assess generated programs. In this 336

paper, k ∈ [1, 3, 5, 10]. When k = 1, we use the 337

greedy search and generate a single program per 338

requirement. When k > 1, we use the nucleus 339

sampling with a temperature 0.4 and sample 20 340

programs per requirement. We set the top-p to 0.95 341

and the max generation length to 500. 342

4.3 Main Results 343

Baseline. Table 3 shows Pass@k and Recall@k 344

of LLMs in the baseline setting (i.e., without the 345

project contexts). As some closed-source LLMs 346
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Table 3: Pass@k and Recall@k on the baseline setting i.e., generating code based on the function signature and
requirement.

LLMs Size Context Window Pass@1 Pass@3 Pass@5 Pass@10 Recall@1 Recall@3 Recall@5 Recall@10

gpt-4-1106 N/A 128,000 22.31 – – – 18.64 – – –
gpt-3.5-turbo-0613 N/A 4,096 18.48 21.38 22.50 23.93 12.51 14.25 14.75 15.85
gpt-3.5-turbo-1106 N/A 16,385 17.88 20.39 21.55 22.99 11.72 13.28 14.01 14.9
Claude 2 N/A 100,000 17.73 – – – 15.78 – – –
GLM-4 N/A 128,000 17.14 – – – 13.43 – – –

CodeLLaMa-Instruct 70B 16,384 21.60 26.44 28.87 31.83 19.31 22.31 23.89 25.87
CodeLLaMa-Python 13B 16,384 17.88 22.86 25.32 28.39 16.80 20.43 22.02 24.27
CodeLLaMa-Python 7B 16,384 17.21 22.20 24.61 27.67 14.77 19.00 20.87 23.32
StarCoder 15.5B 8,192 17.10 21.89 24.33 27.26 17.73 21.36 23.57 25.75
CodeLLaMa-Instruct 34B 16,384 16.25 19.34 20.69 22.77 15.35 17.23 17.82 18.79
Mistral-Instruct-MoE 8*7B 32,768 13.23 17.06 18.75 20.76 10.44 13.66 15.26 16.67
Mistral-Instruct 7B 32,768 10.89 13.68 15.35 17.51 11.97 13.49 14.92 16.08

Table 4: Pass@k and Recall@k on context-based code generation, i.e., generating code based on a signature, a
requirement, and project contexts.

Settings
gpt-3.5-turbo-1106 CodeLLaMa-Instruct-34B Mistral-Instruct-MoE

Pass@1 Recall@1 Pass@1 Recall@1 Pass@1 Recall@1

W/o Contexts 17.88 11.72 21.60 15.35 13.23 10.44
Local File 38.88 40.32 34.61 38.43 21.77 26.16
Local File + Sibling Files 41.26 45.91 39.70 46.36 23.56 28.14
Local File + Similar Files 42.34 46.29 39.78 47.63 24.65 30.95
Local File + Imported Files 42.97 47.48 40.15 49.35 28.51 30.95

Local File + Oracle 44.64 51.13 44.61 53.54 29.26 37.92

are expensive, we report the Pass@1 with greedy347

search. We can see that gpt-4 and CodeLLaMa-348

Instruct-70B achieve the highest Pass@1 and Re-349

call@1 among all LLMs, respectively. However, all350

LLMs exhibit relatively low Pass@k and Recall@k351

values, compared to their performance on previous352

benchmarks. For instance, gpt-4 achieves a Pass@1353

score of 88.4 on HumanEval, whereas it scores354

22.31 on Pass@1 in this setting. The decreases355

validate our motivation that existing benchmarks356

can not comprehensively assess the capabilities of357

LLMs in practical projects. Furthermore, the re-358

sults emphasize the importance of project contexts.359

Interestingly, LLMs can successfully generate360

several dependencies without project contexts. A361

manual inspection of these dependencies reveals362

that they are mainly simple dependencies that can363

be reasoned from the requirements, e.g., initial-364

ization functions of returned objects. It is hard365

for LLMs to generate more intricate dependencies366

without project contexts.367

Context-based Code Generation. We further take368

the project contexts into considerations. Project369

contexts are typically very long, surpassing context370

windows of existing LLMs. Inspired by related371

work (Shrivastava et al., 2023), we extract parts372

of contexts as inputs. ❶ Local file: The code file373

where the reference code is in. We only take pro-374

grams above the reference code. We consider the 375

local file as a fundamental context and progres- 376

sively add other contexts. ❷ Sibling files: Files 377

within the same sub-folder as the local file. ❸ Im- 378

ported files: Files imported by the local file. ❹ 379

Similar files: Files with names similar to the local 380

file. We split the names based on underscore or 381

camelcase formatting and then match the tokens 382

of names. If one or more parts match, two files 383

are considered to have similar names. ❺ Oracle: 384

Code implementations corresponding to reference 385

dependencies. It consists of many code snippets 386

from different files. 387

We input different contexts to three LLMs 388

(i.e., gpt-3.5-turbo-1106, CodeLLaMa-Instruct- 389

34B, and Mistral-Instruct-MoE), and the results 390

are presented in Table 4. After introducing the 391

contexts, Pass@k and Recall@k values increase 392

significantly. gpt-3.5-turbo-1106 achieves the high- 393

est Pass@1 under different contexts, although it is 394

worse than other LLMs without contexts. It shows 395

that gpt-3.5-turbo-1106 has a stronger ability to 396

understand contexts compared to other LLMs. 397

We further inspect a few successful cases and 398

attribute the improvements to the synergy of 399

contexts and our requirements. On the one hand, 400

the contexts provide lots of project-specific knowl- 401

edge. For example, the local file contains essen- 402
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…

…

(a) Prompt

(b) Generated Code

Figure 4: A failed case on DevEval-CGen.

Table 5: Lengths (#Tokens) of different contexts.

Context Average length Max length

Local File 2,468 51,716
Local File+Imported Files 14,913 771,644
Local File+Similar Files 17,589 2,038,908
Local File+Sibling Files 53,412 579,237
All Files 1,147,282 9,263,195

tial local environments (e.g., current classes, im-403

ported libraries) and a majority of dependencies404

(e.g., intra-class and intra-file: 72% in DevEval).405

Similar and sibling files typically contain programs406

pertinent to the requirements (e.g., parent classes).407

Imported files offer many cross-file dependencies408

that are likely to be invoked. Recent work (Zhang409

et al., 2023) in code completion also proved the im-410

portance of contexts. On the other hand, our man-411

ually written requirements elaborate the purposes412

of code and the background knowledge of projects.413

Thus, our requirements help LLMs understand long414

contexts and locate relevant dependencies.415

Although promising, LLMs’ abilities in416

context-based code generation are not satisfying.417

Even if we input oracle contexts, the highest418

Pass@1 only is 44.64%. A manual inspection419

of failed cases reveals LLMs struggle with420

understanding contexts. Figure 4 illustrates a421

failed case. LLMs invoke a non-existent function422

- create_connection, even though a valid423

function connect is present in the contexts. We424

think this problem is caused by two reasons.425

First, the contexts are too long. Table 5 shows426

Figure 5: The Pass@1 of gpt-3.5-turbo-1106 on differ-
ent program types.

the lengths of different contexts. The complete 427

project contexts are lengthy, approximately 9 times 428

the context window of the state-of-the-art LLM 429

- gpt-4-1106. Even when partial contexts are 430

considered, their lengths match or even exceed 431

the context window of most current LLMs. Re- 432

cent works (Liu et al., 2023) have found that 433

LLMs often ignore relevant information in the 434

middle of long contexts. This finding is consis- 435

tent with our results. Second, the contexts are 436

heterogeneous. In other words, the contexts are 437

composed of discrete code snippets from different 438

files rather than a continuous file. As shown in 439

Figure 4, the programs within contexts come from 440

multiple files, e.g., boto.regioninfo.py and 441

boto.swf.layer1.py. However, LLMs are 442

typically trained to predict the next tokens based on 443

the continuous contexts. The gap between training 444

and inference objectives leads to a poor understand- 445

ing of LLMs in contexts. Recent work (Shi et al., 446

2023) also found similar gaps in reading compre- 447

hension and question answering. 448

♡ Takeaway: 449

(1) Project contexts play a pivotal role in code 450

generation; without them, LLMs exhibit subpar 451

performance. 452

(2) Inputting relevant contexts benefits code gen- 453

eration. With limited context windows, local files 454

and imported files can bring obvious improvements. 455

(3) Detailed and accurate requirements not only 456

help LLMs know the purposes of programs but also 457

understand long contexts. 458

(4) Existing LLMs struggle with understanding 459

long and heterogeneous contexts. It causes LLMs to 460

disregard the knowledge in contexts and even gen- 461

erate hallucinations (e.g., non-existent functions). 462

7



Figure 6: The Recall@1 of gpt-3.5-turbo-1106 on dif-
ferent dependency types.

4.4 Discussion463

Results on different program types. Figure464

5 shows Pass@1 of gpt-3.5-turbo-1106 on dif-465

ferent program types (i.e., standalone and non-466

standalone). The results reveal three observations.467

❶ Project contexts are crucial to generating non-468

standalone functions. For example, adding local469

files improves the Pass@1 on non-standalone func-470

tions from 10.84 to 36.24. ❷ Project contexts also471

benefit standalone functions. This is attributed to472

the project-specific knowledge within contexts, aid-473

ing LLMs in understanding requirements. Thirdly,474

there exists considerable room for improving LLMs475

on both types of programs. How to effectively uti-476

lize contexts is a key problem.477

Results on different dependency types. Figure478

6 shows the Recall@1 of gpt-3.5-turbo-1106 on479

different dependency types (i.e., intra-class, intra-480

file, and cross-file). The results yield two insights.481

❶ Without project contexts, LLMs exhibit low Re-482

call@1 values across three dependency types. How-483

ever, LLMs demonstrate the ability to infer reason484

about easy dependencies based on requirements,485

e.g., initialization functions of returned objects.486

❷ With contexts, LLMs exhibit an improvement487

in generating dependencies. Nevertheless, LLMs488

have yet to grapple with generating dependencies,489

especially cross-file dependencies. As illustrated in490

Figure 4, LLMs often ignore available dependen-491

cies defined in contexts.492

Data leakage. Theoretically, all open-source493

projects may be included in the training data for494

LLMs. Consequently, there is a risk of data leak-495

age where several projects used to build DevEval496

appear in the training data. We think this risk has497

only a slight impact on DevEval due to four rea-498

sons. ❶ DevEval contains new data, i.e., manu-499

ally written requirements. These requirements are500

never included in the training data. ❷ Existing501

LLMs do not show overfitting tendencies to DevE- 502

val. Based on the release dates of 12 LLMs (see 503

Section 4.1), we divide DevEval into two groups: 504

unseen projects released later than LLMs and po- 505

tentially seen projects released earlier than LLMs. 506

The average difference of Pass@1 between the two 507

groups is around 0.42. Compared to the average 508

variations between LLMs (e.g., 3.38 in Table 3 and 509

10.98 in Table 4), 0.42 is slight. ❸ DevEval is 510

geared toward evaluating future LLMs. We release 511

the links to our selected projects in Appendix A 512

and encourage practitioners to omit these projects 513

when collecting the training data for future LLMs. 514

The bias of Recall@k. As stated in Section 2.4, we 515

develop a static analysis-based parser to automati- 516

cally extract dependencies in generated programs. 517

Because Python is a dynamically typed language, 518

certain dependencies only are determined at run- 519

time and may elude our parser. It may lead to lower 520

Recall@k than actual values. 521

To gauge the above bias, we manually annotate 522

dependencies within 100 programs generated by 523

gpt-3.5-turbo-1106. Simultaneously, we employ 524

our parser to extract dependencies in the same 100 525

programs. Based on the human-annotated and auto- 526

extracted dependencies, we compute two Recall@1 527

values. The bias of two Recall@1 values is 0.23. 528

Compared to the average variations between LLMs 529

(3.47 in Table 3 and 11.08 in Table 4), 0.23 is 530

slight. Consequently, we believe that Recall@k can 531

effectively rank different LLMs, notwithstanding 532

its slight bias. 533

5 Conclusion and Future Work 534

In this paper, we propose a new code generation 535

benchmark named DevEval. Collected through a 536

meticulous pipeline, DevEval aligns practical soft- 537

ware projects in multiple dimensions, e.g., real pro- 538

gram distributions, sufficient dependencies, and 539

enough-scale project contexts. We evaluate 12 pop- 540

ular LLMs on DevEval. The results reveal the 541

strengths and weaknesses of LLMs in practical 542

projects. Compared to previous benchmarks, De- 543

vEval offers a more challenging and practical eval- 544

uation scenario. We hope DevEval can facilitate 545

the applications of LLMs in practical projects. 546

In the future, we will continue to update De- 547

vEval, e.g., multilingual testing samples, more 548

projects, and more test cases. Besides, we will 549

explore how to improve the performance of LLMs 550

in context-based code generation, e.g., retrieval- 551

augmented and tool-augmented generation. 552
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6 Limitations553

In this paper, we propose a new code generation554

benchmark - DevEval, which aligns with practical555

software projects. Based on DevEval, we evaluate556

12 popular LLMs and analyze their strengths and557

shortcomings.558

We believe that DevEval itself has four limita-559

tions. ❶ DevEval is a monolingual benchmark (i.e.,560

requirements in English and code in Python) and561

ignores other languages. In practice, LLMs require562

understanding requirements in different natural lan-563

guages (e.g., Chinese, Spanish) and generating564

programs in various programming languages (e.g.,565

Java, C). Thus, we plan to build a multilingual De-566

vEval in future work. ❷ Test cases in DevEval may567

be insufficient. As stated in Section 2.2, each sam-568

ple in DevEval is equipped with 7.95 test cases on569

average. These test cases are collected from prac-570

tical projects and pass rigorous reviews. However,571

there is a risk where several samples lack corner572

test cases. This results in some incorrect programs573

being mistaken for correct ones. To alleviate this574

threat, we plan to leverage test case generation tools575

(Lukasczyk and Fraser, 2022; Dinella et al., 2022)576

to produce corner test cases and improve the cov-577

erage of test cases. ❸ As shown in Table 1 and 2,578

DevEval is closer to practical projects, but still has579

slight differences in the number and distribution580

of dependencies. In the future, we will introduce581

more dependencies into DevEval and alleviate the582

difference. ❹ As stated in Section 4.4, Recall@k583

values in DevEval may have slight biases, i.e., they584

may be slightly less than actual values. Because585

Python is a dynamically typed language, certain586

dependencies can only be identified at runtime and587

may elude our parser. To gauge the bias introduced588

by our parser, we manually annotate dependencies589

within 100 programs generated by gpt-3.5-turbo-590

1106. Simultaneously, we employ the parser to591

extract dependencies in the same 100 programs.592

Based on the human-annotated and auto-extracted593

dependencies, we compute two Recall@1 values.594

The bias of two Recall@1 is 0.23. Compared to the595

average variations between LLMs (3.47 in Table 3596

and 11.08 in Table 4), 0.23 is slight. Consequently,597

the Recall@k can effectively rank different LLMs,598

notwithstanding its slight bias.599

Besides, our evaluation experiments can be fur-600

ther improved in three aspects. ❺ More LLMs.601

Due to the limited computing budgets, we mainly602

evaluate 12 mainstream LLMs (see Section B). It is603

worthy to evaluate some recently proposed LLMs 604

(Guo et al., 2024; DeepMind, 2023). ❻ More in- 605

vestigations of project contexts. As shown in Ta- 606

ble 4, we explore 5 straightforward approaches 607

to utilizing project contexts. In the future, we will 608

introduce more advanced techniques (e.g., retrieval- 609

augmented or tool-augmented generation) to inves- 610

tigate how to utilize contexts. ❼ Tuning hyper- 611

parameters. It is known that LLMs are sensitive 612

to sampling hyper-parameters and prompts. We 613

ensure all LLMs are evaluated under the same ex- 614

perimental settings. Due to the limited computing 615

budgets, we do not carefully tune hyper-parameters 616

and prompts. Thus, there may be better hyper- 617

parameters and prompts to further improve the per- 618

formance of LLMs. 619

7 Ethics Consideration 620

DevEval is collected from open-source projects 621

from the real world. We manually check all sam- 622

ples in DevEval. We ensure all samples do not 623

contain private information or offensive content. 624

We ensure all programs in DevEval are behaving 625

normally and exclude any malicious programs. 626
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