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Abstract

Legal question-answering systems powered by Large Lan-
guage Models can significantly enhance the efficiency and ac-
cessibility of legal services. However, their practical deploy-
ment is hindered by prohibitive computational costs and the
risk of generating unreliable advice, leading to resource mis-
allocation and safety concerns. To address this, model rout-
ing is essential, but generic routing solutions fail to meet the
stringent demands of the legal domain. In the paper, we pro-
pose a Chain-of-Thought (CoT)-Guided Two-Stage Routing
Framework to optimize resource allocation in legal QA. Our
framework consists of three modules: (1) an LLM fine-tuned
with Group Relative Policy Optimization (GRPO) to generate
high-quality CoTs as routing features; (2) a human—machine
gate that decides whether to defer a query to a human expert
or answer automatically; and (3) a contextual-bandit selec-
tor that maximizes expected net utility, trading off predicted
answer quality against inference cost. Experimental results
demonstrate the effectiveness of our proposed framework.

Introduction

Large Language Models (LLMs) have rapidly advanced the
field of Legal Question Answering (Legal QA) and are capa-
ble of functioning as agentic components within enterprise
legal workflows (Yao et al. 2025b; Wu et al. 2023). For in-
stance, LLMs can provide powerful semantic understand-
ing and knowledge generation capabilities for automated le-
gal QA systems, thereby greatly accelerating consultation
tasks (Yao et al. 2025a). Compared to smaller or simpler
models, large LLMs are capable of delivering more nuanced
and accurate responses within legal automated QA systems.
However, solutions that route every user query to these ex-
tremely large LLMs inherently incur prohibitive operational
costs and prolonged response times (Ong et al. 2025). Fur-
thermore, even the outputs of the most state-of-the-art LLMs
may still be unreliable, unsubstantiated, or non-compliant
with specific legal standards (Huang et al. 2025). In legal
settings, erroneous answers can lead to significant economic
losses and severe legal liabilities. Therefore, a workable and
practical system must be designed to evaluate each query,
select the most appropriate processing path, and provide an
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Figure 1: An illustration of our framework.

auditable, seamless handoff to human experts when neces-
sary (Mozannar and Sontag 2020; Narasimhan et al. 2022;
Feng, Shen, and You 2025).

A wide range of routing approaches has been proposed to
address similar challenges (Zhao, Jin, and Mao 2024; Ding
et al. 2024; Yang et al. 2025). Confidence-based routers are a
prevalent approach, utilizing metrics such as softmax prob-
abilities, entropy, or verifier scores to determine whether
to defer or escalate a query (Chuang et al. 2024). Alterna-
tively, rule- or classifier-based routing methods select mod-
els based on question type, topic, or heuristic complex-
ity (Srivatsa, Maurya, and Kochmar 2024). More recently,
lightweight or meta-model routers have emerged, which pre-
dict the optimal model for a given query by leveraging his-
torical cross-model performance (Chen, Zaharia, and Zou
2023). However, the majority of existing routers are devel-
oped for general-purpose settings and conspicuously lack
legal-aware signals. Furthermore, these solutions primarily
focus on selection among machine models and generally of-
fer no principled mechanism for seamlessly deferring high-
risk or out-of-scope queries to human experts, a critical re-
quirement in practical legal workflows. While learning-to-
defer frameworks explicitly optimize for machine-human
assignment, prior work in this area typically assumes a sin-
gle machine model interacting with a human. They do not



account for routing among diverse machine models, which
are essential for robust deployment in the legal sector (Hem-
mer et al. 2023).

In this paper, we propose a novel Chain-of-Thought
(CoT)-Guided Two-Stage Routing Framework to address
these critical gaps. As illustrated in Figure 1, for a given
legal query from a user, our framework first determines
whether the question should be handled by a human expert
or processed automatically by a machine. If an automated re-
sponse is deemed appropriate, the framework then dynami-
cally selects the most cost-effective LLM from a model pool
to generate the answer. To better align with the complex rea-
soning requirements of the legal domain, we integrate CoT
into the routing process. This allows the system to leverage
structured, legal-aware reasoning traces as pivotal features
for making more informed and reliable routing decisions.

The contributions are summarized as follows:

* We propose a novel CoT-guided two-stage routing frame-
work specifically designed for the legal domain. This
framework first decides on human—machine delegation
and then performs model selection.

* We introduce CoT as enriched routing features. This pro-
vides our router with deeper, legal-aware reasoning sig-
nals.

* We collected a real-world legal dataset and conducted ex-
periments on it to validate the effectiveness of our pro-
posed framework. The dataset will be released to foster
future research and development in the legal QA domain.

Related Work
Learning to Defer

Learning to Defer addresses the when-to-answer problem
in automated systems. Its core mechanism is to trade auto-
mated coverage for reduced risk by escalating uncertain or
high-stakes instances to human experts.

Contemporary Learning to Defer methods can be grouped
into four methodological families. End-to-end surrogate
losses jointly optimize the classifier and the deferrer un-
der a single objective, explicitly encoding the coverage-risk
trade-off (Mozannar and Sontag 2020). Building on this,
follow-up work tackles limited expert supervision (Hem-
mer et al. 2023; Charusaie et al. 2022). Uncertainty- and
confidence-based approaches avoid training a separate de-
ferrer and instead trigger deferral using internal signals, of-
ten combined with human—Al complementarity or triage
frameworks (Steyvers et al. 2022). Conformal-prediction ap-
proaches provide training-free, distribution-free guarantees
on error or hallucination rates at test time, yielding prin-
cipled abstention thresholds (Quach et al. 2023; Yadkori
et al. 2024). Additionally, several studies focus on deploy-
ment issues, including calibrating abstention policies to curb
over-abstention while preserving safety (Srinivasan et al.
2024), predicting human—model disagreement to guide es-
calation in clinical pipelines (Sanchez et al. 2023), and using
LLM-based evidence elicitation to inform deferral decisions
(Strong, Men, and Noble 2025).

Despite these advances, most Learning to Defer meth-
ods assume a single automated model and employ domain-
agnostic signals, such as confidence or entropy, providing
limited leverage of legal-specific structure and no mech-
anism for choosing among multiple automated endpoints
once automation is selected.

LLM Routing

LLM routing is the problem of assigning each query to an
appropriate model or toolchain subject to explicit quality,
cost, and latency constraints.

Cascading strategies invoke a cheaper model first and es-
calate only when the initial response is insufficient, yield-
ing substantial cost savings with minimal quality degrada-
tion (Chen, Zaharia, and Zou 2023). To enable rigorous,
apples-to-apples comparison across providers and cost pro-
files, benchmarks such as RouterBench standardize tasks,
metrics, and evaluation protocols for multi-LLM selec-
tion (Hu et al. 2024). Learning-based routers leverage pref-
erence or feedback signals to switch online between weaker
and stronger models based on input features and interac-
tion history (Ong et al. 2025; Stripelis et al. 2024). Systems
research explores hybrid architectures that explicitly trade
privacy and latency by choosing between local small lan-
guage models (SLMs) and hosted LLM services (Ding et al.
2024). A parallel direction models routing as a budgeted
reinforcement-learning problem, optimizing long-horizon
cost—quality trade-offs and enabling conservative escalation
under uncertainty (Wei et al. 2025; Zhang et al. 2024; Li
2025; Wang et al. 2025b). Training-free routers use global
or local Elo-style ranking to select models without per-task
fine-tuning, offering a lightweight and scalable alternative
when labeled routing data are scarce (Zhao, Jin, and Mao
2024).

Methodology

We cast resource allocation in a legal QA system as a two-
stage routing problem driven by chain-of-thought (CoT).
Figure 2 shows the framework, which comprises (i) GRPO-
based CoT generation, (ii) human-machine deferral gate,
and (iii) contextual-bandit model selector.

GRPO-based CoT Generation

Effective routing in the legal domain hinges on a nuanced
understanding of a query’s latent characteristics. Generic
routing solutions are insufficient for law, as they fail to cap-
ture critical dimensions. A query’s difficulty is not merely
semantic; it is deeply tied to the structure of the legal system
itself.

To address this gap, we propose using Chain-of-Thought
(CoT) rationales as rich, structured features for routing.
A well-formed CoT can externalize the implicit reasoning
steps needed to approach a legal question. This provides a
far more informative signal for downstream routing deci-
sions than a dense vector alone.

For a given legal query g, our goal is to train a policy LLM
mo(y | ¢). The model generates a chain of thought (CoT):

y =1, yr) (D
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Figure 2: The overall framework.

The CoT supports high-quality legal reasoning and ex-
poses routing-relevant signals. We fine-tune 7y from a fixed
reference policy 7. using Group Relative Policy Optimiza-
tion (GRPO).

Specifically, for each query ¢, we first sample J candidate
CoTs from the current policy:

yi~m(la), j=1...,J )

A larger LLM with a fixed rubric acts as a judge to score
eachy;:

e [0,1]. 3)

We then compute the group mean and the group-relative

advantage:
1
s=22 5 @)
=1

j=
Aj =5;—38, (@)
where s; € [0,1] is the judge’s quality score for the j-th
CoT, 5 is the mean score over the J sampled CoTs, and Aj
is the group-relative advantage. The advantage A; measures
the quality of y; relative to the other CoTs in the batch.
Finally, we update 6 by maximizing the GRPO objective.
After training, we use the trained model to generate a CoT
for each query, which then serves as auxiliary information
for the two-stage router.

Human-Machine Deferral Gate

To stabilize human workload and avoid automation imbal-
ance (over-automation or under-automation), we introduce
a coverage-constrained, risk-driven router at the human-—
machine deferral stage. The router estimates a per-instance
risk from automatic quality signals and minimizes expected
risk under a target auto-answer rate p. This stage decides
only whether to answer by machine or defer to a human.
Let (g;, A;) denote a legal QA instance, where ¢; is the
user query and A; is the gold answer. We learn a router gy
that outputs the probability of answering automatically:

pi = go(Enc([g:, zi])) € (0,1), (©)

where Enc(-) denotes the encoder, and z; denotes CoT.
Given a user-specified target auto-coverage p € (0, 1),

we minimize the expected risk over instances routed to the

automatic channel subject to the coverage constraint:

1 & 1 & 2
N;piRi +ﬁ(N;pz‘—P> )

where R; € [0, 1] is an automatic risk proxy.
We instantiate g4 as a multilayer perceptron (MLP):

pi = o(MLP(Enc((g;, z]))) - (8)

Contextual-Bandit Model Selector

For queries that pass the human—machine deferral gate and
are deemed suitable for automated response, the final chal-
lenge is to select the model that maximizes expected net util-
ity, balancing answer quality against inference cost. A one-
size-fits-all approach, such as always using the most power-
ful LLM, would be suboptimal.

To address this, we formulate the model selection task as a
contextual-bandit problem. In this paradigm, each available
LLM in our model pool, M = {M;, ..., Mk}, represents
an arm that the agent can pull. Each model M, is associated
with a known cost C}.

In the paper, we implement the model selector using Neu-
ralUCB. The decision of which arm to pull is conditioned
on the context of the incoming query ¢;. This context vec-
tor, c(g;), is constructed from the query’s encoding and the
CoT’s encoding:

B>0. (7)

c(gi) = Enc([g;, zi]). ©)

At each time step ¢, for an incoming query ¢;, the Neu-
ralUCB agent selects the arm k; that maximizes the Upper
Confidence Bound (UCB):

(Air(e(qr)) + o - U(e(qr))),  (10)

k—arg max
' ke(l,..K)



Method ROUGE-1 ROUGE-2 ROUGE-L METEOR BERTScore Cost
Random Router 13.24 2.04 12.01 18.20 82.48 8.90
LLM Router 13.72 2.24 12.74 19.20 82.80 12.20
ICL-Router 13.95 2.31 12.88 19.55 82.88 10.80
RouterDC 14.08 2.36 13.02 19.82 82.94 9.70
EmbedLLM 14.15 2.40 13.21 20.10 82.95 8.35
Ours 14.85 2.52 14.42 20.80 83.05 6.10

Table 1: Experimental results.

where [ix(c(q:)) is the expected reward for arm k as pre-
dicted by a neural network fy,. The network takes the con-
text c(q;) as input and outputs a reward estimate for each
of the K arms; Uy(c(q:)) is the exploration bonus, quan-
tifying the uncertainty of the reward estimate; and o > 0
is a hyperparameter that balances the trade-off between ex-
ploitation (choosing the current best option) and exploration
(trying new options).

The agent learns by observing a reward signal after each
action. The reward is defined to balance answer quality
against model cost:

7(qe, k) = Quality(ag, (q:), A¢) — AC,, (11)

where ay, (¢;) is the answer produced by the chosen model
M, , Quality(+, -) is an automatic quality metric, and A is a
cost-balancing hyperparameter.

The network parameters v are updated online via gradi-
ent descent. After observing the true reward r;, the model
minimizes the squared error between its prediction and the
observation for the chosen arm:

L = (ju, (c(gr)) — ). (12)

This approach allows our framework to learn a sophisti-
cated policy that reserves the most powerful and expensive
models for queries that genuinely demand their capabilities,
thereby maximizing the system’s overall cost-effectiveness.

Experiments
Dataset

To accurately evaluate our proposed two-stage routing
framework, we collected 11,611 marriage-related legal
Q&A instances from JUSTIA!, consisting of authentic user
questions and expert attorney answers. We randomly split
the data into training and test sets with an 8:2 ratio.

Baselines and Experimental Settings

In the experiments, we employ Qwen2.5-7B, Qwen2.5-32B,
and Qwen2.5-72B as LLMs at progressively larger scales for
the second-stage selector. To facilitate a thorough compari-
son, we consider the following baseline methods: Random

"https://www.justia.com/

Method METEOR BERTScore Cost
Ours (full) 20.80 83.05 6.10
w/o CoT 20.13 82.86 7.85
w/o Gate 20.62 82.98 8.40

Table 2: Ablation results.

Router, LLM Router, ICL-Router (Wang et al. 2025a), Rou-
terDC (Chen et al. 2024), and EmbedLLM (Zhuang et al.
2024).

To comprehensively evaluate the performance of our
framework, we assess it along two core dimensions: An-
swer Quality and Cost-Effectiveness. For answer quality,
we employ ROUGE, METEOR, and BERTScore. We adopt
the cost-accounting methodology of Li (2025). For our two-
stage routing framework, we use Qwen2.5-7B-Instruct as
the CoT generator. A two-layer MLP serves as the deferral
gate.

Experimental Results

Table 1 reports the results on the JUSTIA marriage-law
dataset. Our proposed framework delivers uniformly higher
quality across all metrics while maintaining superior cost-
efficiency. Table 2 presents the ablation results, demonstrat-
ing the necessity of each module in our framework.

Conclusion

In legal QA systems, efficient resource allocation can de-
liver reliable answers at lower cost while preserving ac-
countable human oversight. In this paper, we introduce a
novel CoT-Guided Two-Stage Routing Framework for Le-
gal QA. The framework operates in two phases: first, a
coverage-constrained deferral gate routes high-risk or out-
of-scope queries to human experts. Second, a contextual-
bandit selector dynamically chooses the most cost-effective
automated model from a pool. We enhance routing intelli-
gence by using GRPO-trained CoT rationales as features, in-
jecting legal-aware reasoning signals that generic routers of-
ten miss. Experiments on a marriage-law dataset validate the
performance and cost-effectiveness of our proposed frame-
work.
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