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ABSTRACT

Single-cell multi-omics technologies (e.g., sScRNA-seq and scATAC-seq data) have
provided more comprehensive insights for understanding cellular conditions and
activities in recent years. However, multimodal representation learning for tran-
scriptomics data remains a challenging problem due to heterogeneous relationships
and label scarcity in reality. In this work, we propose a novel approach named
Geometric Relation Exploration with Cross-modal Supervision (GRACE) for re-
alistic multimodal single-cell matching. In particular, we map both multimodal
data into a shared embedding space by maximizing the log-likelihood of ZINB
distributions. To reduce the semantic gap between multimodal data, we construct a
geometric graph using mutual nearest neighbors to indicate cross-modal relations
between samples for distribution alignment. Furthermore, to extract most pairwise
information, we explore high-order relations in the geometric graph, which would
be incorporated into a meta-learning paradigm for robust optimization. In addition,
to further mitigate label scarcity, we introduce a nonparametric way to generate
label vectors for unlabeled data for cross-modal supervision across different modal-
ities. Extensive experiments on several benchmark datasets validate the superiority
of the proposed GRACE compared to various baselines. In general, compared to
the second-best method, GRACE exhibits an average performance improvement of
6.71% and 14.17% for the R2A task and A2R task, respectively. Code is available
athhttps://anonymous.4open.science/r/GRACE.

1 INTRODUCTION

Modern single-cell multi-omics technologies (Chappell et al., 2018}, [Wen et al., 2022b) have made
extensive achievements, which enable the measurement of cells from various modalities for under-
standing cell biology in health and disease. Among them, single-cell RNA-sequencing (scRNA-seq)
(Kolodziejczyk et al.,[2015)), single-cell ATAC-sequencing (scATAC-seq) (Pott & Lieb, [2015)), and
single-cell DNA methylome sequencing (Karemaker & Vermeulen| [2018) quantify the gene expres-
sion, chromatin accessibility and DNA methylation of individual cells, respectively. There have
also been sequencing technologies for the joint measurement of multi-omics information from the
same cell such as CITE-seq (Stoeckius et al.| 2017) and ASAP-seq (Mimitou et al., [2021). To
understand and integrate data from various modalities, it is highly anticipated to develop a unified
cell representation learning framework, which maps multimodal data to a common embedding space
while preserving the original semantic relationships.

In literature, several multimodal single-cell data integration approaches are proposed (Lin et al.|
2022;|Li et al.} 2023)). Despite their tremendous progress, these single-cell multimodal integration
approaches require a large number of labeled single-cell data (Wang et al.l 2021; Huang et al.
2021) to boost the performance. Nevertheless, multimodal single-cell data frequently originate
from different sources (Kiselev et al., 2019), where cell type information is not provided for all
the data. In reality, there always exists a large number of economic unlabeled multimodal data (Q1
et al., 2020). Moreover, the existing multimodal single-cell data integration approaches focus on
transferring knowledge about cell types, while ignoring the more challenging problem of matching
single-cell multimodal representations. This motivates us to study an underexplored problem of
realistic multimodal single-cell data matching, which learns unified cell representations with cellular
semantics incorporated by jointly using both labeled and unlabeled multimodal data.
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In practice, formalizing a framework for realistic multimodal single-cell data matching remains
challenging since two questions are required to tackle : (1) How to obtain modality-invariant
representations for multimodal single-cell data? Note that scRNA-seq and scATAC-seq data offer
different perspectives on cell-level descriptions (Green et al., [2022). Therefore, the distribution
discrepancy in the hidden space (Andonian et al., 2022} |Liu et al.| 2021} [Patel et al.,[2023)) usually leads
to the semantic gap between the two modalities. (2) How to learn discriminative cell representations
under label scarcity? Due to the absence of annotation information, cell representations of unlabeled
data could be of poor quality without proper semantics incorporated (Li et al., 2020). This leads
to insufficient supervision during the learning process. In addition, the heterogeneous relationship
across multimodal data makes the problem more complicated.

To address these issues, we propose a new approach named Geometric Relation Exploration with
Cross-modal Supervision (GRACE). Our GRACE utilizes separate auto-encoders to transform
multimodal high-dimensional single-cell data into a unified embedding space. To preserve the most
information, we reconstruct the original count data with likelihood maximization by incorporating
underlying zero-inflated negative binomial (ZINB) (Clivio et al.| 2019)) distributions. The core of
our GRACE is to explore hierarchical geometric relations between unlabeled multimodal samples.
In particular, we construct a geometric graph among unlabeled samples by employing mutual
nearest neighbors in the hidden space to illustrate the distribution discrepancy across modalities,
which is minimized with the help of a memory bank. Furthermore, we investigate high-order
relations in the geometric graph for extra supervision, which is integrated into a meta-learning
framework (Vanschoren, [2018)) for robust optimization. To mitigate label scarcity, we present a
nonparametric strategy for generating label distributions by comparing unlabeled cell representations
with support representations. These label distributions would be refined for informative signals for
effective discriminative learning across modalities. Extensive experiments on a range of benchmark
datasets validate the superiority of the proposed GRACE in comparison to competing baselines. The
contribution of this work can be summarized as follows:

* Problem Formulation. We study an underexplored problem of realistic multimodal single-cell data
matching, which extends multimodal learning into biological data understanding.

* Novel Methodology. On the one hand, GRACE explores hierarchical geometric relations among
cross-modal unlabeled samples, which are incorporated into a meta-learning paradigm to ensure
robust distribution alignment. On the other hand, GRACE introduces a nonparametric manner to
generate label vector distributions for discriminative learning across different modalities.

* Multifaceted Experiments. Extensive experiments on a range of benchmark datasets validate the
superiority of the proposed GRACE compared with diverse baseline methods in different settings.

2 BACKGROUND

Prior Works. Early efforts often focus on matrix factorization (Duren et al., 2018} Jin et al.| 2020;
Stein-O’Brien et al.|, 2018)) and statistical models (Shen et al.| 2009}, |Stuart et al., [2019; Welch et al.,
2017). Matrix factorization (Wang & Zhang, 2012} Xu et al., | 2020)) is a powerful tool for dimension
reduction, producing low-dimensional representations that facilitate cellular inference. In contrast,
statistical models (Xiao et al.,[2022)) frequently employ intricate data distributions to characterize
gene expression, followed by statistical inference with uncertainty. In recent years, deep learning has
made significant strides in single-cell data integration (Tang et al.,|2023)). Some existing approaches
utilize auto-encoders (Gong et al.| 2021;|Wu et al., 2021 |Tu et al., 2022} Gala et al.,|2019)) to produce
compact cell representations. Other approaches (Wen et al., [2022aj; [Wang et al.l 2021) employ graph
neural networks to model the relationships between genes and cells, and then utilize the message
passing mechanism to generate discriminative representations. However, it’s imperative to underscore
that none of the existing works are suitable for our problem setting. They fall short in effectively
leveraging both labeled and unlabeled multimodal data for efficient representation matching.

Problem Definition. To begin, we provide the problem definition of realistic multimodal single-cell
data matching. Let DM = DM U DM denote the scRNA-seq dataset with unlabeled data
PO = {(z")}¥, and labeled data DM = {(z{V, y N | Let D@w = D@ DRI
denote the scATAC-seq dataset with unlabeled data D(?) = {(a:z(z)) N |} and labeled data D) =

{(:c2(2)7l7 y§2)’l)}§ill. N'and N denote the number of labeled pairs and unlabeled pairs, respectively.
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Figure 1: An overview of our GRACE. GRACE adopts separate auto-encoders to compress multi-
modal single-cell data into a common space. To reduce the semantic gap, we construct a geometric
graph and explore first-order and second-order neighbors for pairwise distance minimization. We
also reconstruct label vectors in a nonparametric way for cross-modal supervision.

We aim to develop a representation learning model, which maps multimodal data into a common
embedding space. Here, it is anticipated that these samples with the same semantics would be close
compared with those with different semantics. During evaluation, given a query from one modality,
samples from the other modality are ranked according to similarity scores in the embedding space.

3 METHODLOGY

3.1 FRAMEWORK OVERVIEW

This work investigates the realistic problem of realistic multimodal single-cell data matching, which
is challenging due to heterogeneous relationships between modalities and label scarcity in practice.
In brief, we propose a new approach named GRACE for this problem, which mainly consists of
three modules as follows: (1) Joint Representation Learning, which leverages separate auto-encoders
to compass high-dimensional and sparse single-cell data from different modalities with likelihood
maximization; (2) Geometric Relation Exploration, which builds a geometric graph using mutual
nearest neighbors at different orders and then explore relations among the hierarchical neighbors
for robust semantics alignment with a bi-level meta learning paradigm; (3) Nonparametric Semi-
supervised Learning, which reconstructs label vector distributions by comparing unlabeled data with
labeled data, providing supervision for cross-modal consistency. The overview of our GRACE can be
found in Figure[T} Next, we elaborate on the details of each module in the proposed approach.

3.2 JOINT REPRESENTATION LEARNING WITH LIKELTHOOD MAXIMIZATION

To map both multimodal data into a common embedding space, we utilize two separate auto-encoders
for samples from different modalities. We characterize these samples using an underlying zero-
inflated negative binomial (ZINB) distribution (Clivio et al.;2019)) and maximize the log-likelihood
for reconstruction to keep the most information of representations. Moreover, the distance between
labeled samples and their corresponding anchors is reduced for semantics injection.

In particular, two feed-forward networks (FFNs) ¢((31) () and ¢£2> (+) are introduced to generate cell
representations:

20 = oM (@V), 2% = o (2?). (1)

€ ?

To characterize the distribution of count data, we adopt ZINB distribution with three parameters, i.e.,
the mean (u), the dispersion () and the probability of dropout 7. The ZINB distribution for any



Under review as a conference paper at ICLR 2025

given sample from both modalities  can be written as:

ZINB (x | m, 1, 0) = 7o () + (1 — 7)NB (z | 1, 6), 2)
_T@+0) (6 \'( n \"
B0 = ) (9+u) <9+/~L> ’ ®

where I'(+) denotes the Gamma distribution and NB(-) denotes the negative binomial distribution.
d0(+) denotes a Dirac delta function. Different from the classic auto-encoders, we involve three heads
in each decoder to generate the above three parameters, i.e., u, 6 and 7 for likelihood maximization.
In other words, the loss objective can be formalized into:

Lzing = — > log (ZINB (z | 7, 1, 0)) - 4
zeD)wyD(2),w

Compared with the standard regression loss accompanied by Gaussian distribution (Ng et al., 2011)),
our loss objective is more suitable for non-negative count single-cell data. To inject semantics infor-

mation, we project labels into embedding space, resulting in C' learnable anchors, i.e., hy, - , he.
Then, we enforce the representations of labeled samples to approach their corresponding anchors. In
formulation,
_ 1) 2 2 2
Ls= > |z —hollz+ >l —h ol &)
M D). 2P eDp@).

By minimizing the distance between deep representations between shared anchors, we can align
representations from both modalities with semantics incorporated. However, in realistic scenarios,
labeled samples are usually scarce (L1 et al.,2020). Therefore, high-quality data matching cannot be
guaranteed by reconstruction and supervised learning. To achieve this goal, we are required to design
effective modules to make use of a large number of unlabeled data.

3.3 GEOMETRIC RELATION EXPLORATION FOR SEMANTICS ALIGNMENT

One major challenge is the semantic gap between different modalities. To reduce this gap, we propose
to explore the hierarchical geometric relations for extensive unlabeled samples. Due to our joint
representation learning, samples with similar semantics tend to gather and the distance between
cross-modal pairs indicates the potential distribution discrepancy. Therefore, we build a geometric
graph using cross-modal mutual nearest neighbors and minimize the distance between connected
pairs for distribution alignment. High-order relations in the graph are explored with less emphasis,
which offers extra robust supervision. Additionally, we optimize the relationships of neighbors at
different orders through meta learning (Vanschoren, |2018) to ensure robustness.

1)

In detail, for each unlabeled sample x,”’, we identify its £ nearest neighbors in D®) | denoted as

N (mgl)). Similarly, we record the cross-modal neighbors of z? as N (a:(?)). To ensure accurate
relations, we construct a geometric graph to connect these unlabeled sampfes using mutual nearest
neighbors. In other words, the adjacency matrix can be written as:

A {1 eV e NP nzl? e M=)},
J 0 otherwise.

(6)

With the geometric graph, we can optimize the network by maximizing the similarity of connected
samples. To reduce the potential representation collapse (Chi et al.l 2022), we introduce a memory
bank to restore every deep representation pair as 1’1(1) and 1‘52)

the mini-batch. The optimization objective can be written as:

Loro = — Z Z Aij(zi(l) * rj(?) + zi(2) * r§1)), @)
a2V eBW 2P eB®

, which are updated using samples in

where B ¢ DM and B ¢ D@ are from a mini-batch. « calculates the cosine similarity between
samples. After minimizing Eqn. [7, we utilize deep features in B") and B to update the memory
bank. However, our geometric relations are measured a little strictly, which could filter out a range
of positive pairs. To remedy this, we explore high-order geometric relations to enhance the density
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of the graph. In particular, we define a second-order geometric graph with the adjacent matrix as

follows:
s 1 if Zk AikAkj > 0,
Aivj - { 0 otherwise, ®)

where two samples are connected if they are both related to at least one intermediate sample. Similarly,
the loss objective for learning from the second-order graph is written as:

Lsero=— . Y ASEM«r? 42 %r)), ©)
xVeBW 22 eB®

However, due to the graph expansion, there could be a few false positives introduced. To promise
a robust optimization process, we expect the gradient alignment of two objectives, i.e., VLgEo
and VLsgEro- In particular, if we have VLggo(¢) - VLsaro(¢) > 0 with network parameters ¢,
the loss of two objective can be minimized simultaneously while VLsro(¢) - VLscro(¢) < 0
would fail it. Therefore, we propose a meta-learning (Finn et al., 2017} |[Franceschi et al., 2018))
paradigm with bi-level optimization (Sinha et al., 2017). Here, minimizing Eqn. [7|and Eqn. [9 would
be considered as meta-train and meta-test tasks, respectively. In the inner task, we conduct one-step
gradient descent as:

¢’ =¢—aVLgro (¢), (10)

where « denotes the learning rate. In the outer task, we make a final update using the following
equation:

qugn Lerv = Lapo (¢) + AMscro (9'), (11)

where A < 1 is a parameter to give the priority of Lgpo. With our meta-learning paradigm, we
can achieve a robust interface of two different objectives, which results in a reduced semantic gap
between the two modalities.

Theoetical Analysis: A SGD Perspective. Next, we provide the theoretical analysis of the proposed
geometric relation exploration. The proof of Theorem [3.1]can be found in Appendix [A]

Theorem 3.1. Let Fy(x) and Fy(z) be two real-valued function on RY.  Suppose g1 j(z)
and g (x) are two estimates of gradients at the k-th iteration and define Fj, =
O({Thy G1.k—1,92.k—1, Th—15 -y §1.1, 2.1, To } )- Assume there exists constants L, M, a,c?,(* > 0
and 0 < m < 1 such that

(1) F(z) = Fy(x)+ Fy(x) is L-smooth and Fy (z), F5(x) are both twice continuously differentiable;

(2) E{g1.x(2)|Fr} = VFi(2); E{gor(z)|Fr} = VEa(x) + b(z), where b(z) : R — Réisa
bias function;

(3) E{llg1,e() + g2,k ()2 Fr} < M| VF(z) + b(z)||*> + o2 for all z € R? for all x € RY;
(4) ||b(2)|]® < m || VFy(z) + VFy(z)|]* 4 ¢2 forall z € RY;
(5) [|[V2Fi(2)| < aand |Vgai(z)|, < aas. forall x € R

)
(6) (VF(z),(VEFy(y) + Vb(y)) - Fi(z)) < 0 for all = € R* and y lies between x and x —
aVFy ().

Consider SGD updates

Trt1 = Tk — ¥ (016 (@k) + g2,k (xx — aVFi(2))] . (12)

Then, we have

1-m X AoL (0% +a%a®) | 200LM | ¢*

1 5 \/
b P <9 . 13
5 K+1k:0”v (@)l” = K+1 TR+l T2 (13)
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Remarks. Condition (1)-(4) are standard conditions for stochastic gradient descent (Ajalloeian &
Stichl [2020). Condition (6) implies that the gradient of F; helps find the largely correct descent
direction. For example, when d = 1, F5(z) is convex and b(x) is decreasing, condition (6) becomes
F'(x)F{(z) (FY(y) +b'(y)) < 0, which is equivalent to F’(x)F{(x) > 0. In our setting, this
condition means that VLggo defines the largely correct descent direction, which is consistent with
our design intuition. Based on Theorem [3.1] we can have the following corollaries.

Corollary 3.2. Consider our optimization problem in Egn. with ¢’ = ¢ — aVELgro(¢) and
assume the same conditions as Theorem[3.1|with F1(¢) = ELcEo(¢) and Fy(¢) = AELscro(d).
Then, in our algorithm, SGD converges with

2
K+1Z||VF o)l < <\/5>+0<[1{>+C2, (14)

where F(¢) = ELgpo(¢) + NELsgro(9).

Corollary 3.3. Suppose in Theorem[3.1} g1 i (x) and g2 () have the form

g1k( Zgwxflk) gok(x ng fgk (15)

where 5%2 and f;k are independent samples and §; () satisfies condition (2) with
Var {g; ()| Fr} < 52»2 (i = 1,2). Then,

F(
[(Jrlz:Hv k) K+1 K+1 (16)

Note that By = O(n ), where n is the number of nodes in each mini-batch, so the inclusion of the
second-order neighbors helps efficiently find the solution of optimization problem in Eqn. [T}

1-m i \/AOL (62/By +62/By + a2at)  2A¢LM g2

3.4 NONPARAMETRIC SEMI-SUPERVISED LEARNING WITH CROSS-MODAL SUPERVISION

Another challenge is label scarcity, which hinders discriminative cell representations. Previous semi-
supervised approaches usually generate label distributions using classifiers for pseudo-labeling (Berth-
elot et al., [2019ajb; Hu et al.| 2021b)). However, these approaches are not applicable to our repre-
sentation learning framework. To tackle this, we introduce a nonparametric way to generate label
distributions by comparing unlabeled cell representations with support representations, which guide
the supervision across different modalities.

In particular, we sample a subset from the labeled dataset S®") ¢ D) as support samples and
reconstruct the label distributions using the following nonparametric classifier:

o (z?)wé”(ww)
- ¥ g
> o 2w oM (@) )7
(z,y)eS™ (z',y)esm

Y, a7

where 7 is a temperature parameter set to 0.5 empirically as (Chen et al.| [2020). Similarly, we can

reconstruct the label vector for each unlabeled sample w( ) using:

2 (2
N (2 w0 <m>/r)

2
waes® \ D yneso z x 68 @)/

Ys (18)

where S(2) denotes the a batch of labeled samples from D(?):!, These reconstructed label vectors are
likely to have high entropy when involving extensive samples with different semantics. To tackle this,
we introduce a sharpening operator W(-) for refinement. Given a label distribution p € [0, 1], we
have

[Pl
v = C —c=1,...,C, 19
v >yt [P : )
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where [p].. return the c-th element of the vector. Our sharpening operator can increase the purification
of label distributions to generate informative signals for effective supervision (Li et al.|[2020). Finally,
we utilize the sharpened label predictions from one modality to supervise the optimization of the
other modality. In formulation, we have:

Exse = S0 (0 (o) 02 + 1 (3 () V)L 20)

where H (-, -) calculates the cross-entropy between two distributions. In our module, the sharpened
label vectors of one modality serve as the supervision to produce semantics information for the other
modality. In this manner, the label scarcity problem is overcome to some extent. Moreover, the
proposed nonparametric cross-modal supervision can make use of extra information from different
modalities, thus reducing potential overfitting with regularization (Chen et al., [2021).

3.5 SUMMERIZATION

Consistency Learning. Finally, we adopt cross-modal consistency learning (Feng et al., 2023;
Radford et al.,[2021) to enhance the discriminability of cell representations. In particular, we enforce
the consistency of representation for each unlabeled pair compared with the other samples in a
mini-batch. Given a mini-batch with B(Y) and B(?), the consistency learning objective can be written

as:
B

cap(z") x = /7)
‘CCL = _Z_log B (1) 2) ) (21)
i=1 Zj:l exp(z; 2, [T)
where B denotes the size of B(Y). Our consistency learning objective can maximize the mutual

information between representations from two modalities (Chen et al.|[2020; Zhang et al., [2021}; |Qin
et al.,[2022; [Feng et al., 2023).

In summary, the final objective can be written as:
L=Ls+ Lgrm +Lnst + Lcr- (22)

During optimization, we first warm up the auto-encoder using the reconstruction loss and then conduct
geometric relation exploration and nonparametric semi-supervised learning gradually. The whole
algorithm of the proposed GRACE is summarized in Appendix

4 EXPERIMENT

4.1 EXPERIMENTAL SETTINGS

We evaluate the performance of GRACE with many state-of-the-art (SOTA) multimodal matching
methods from diverse domains, including vision, text, and biology. We employ the widely recognized
mean average precision (MAP) as the evaluation metric. The experiments are conducted on three
public multi-omics datasets, including CITE-ASAP (Mimitou et al.,2021)), snRNA-snATAC (Yao
et al.,[2020), and snRNA-snmC (Yao et al., 2020). More details about the implementation, datasets,
and baselines can be found in Appendix D] [E| and [F

4.2 MAIN RESULTS

Quantitative Comparison. Table[I|presents the results of quantitative experiments with varying
numbers of labeled samples. From these results, several observations can be drawn: Firstly, the
approaches based on image-text and 2D-3D matching outperform the previous scRNA-scATAC
matching methods significantly. This is because these ScCRNA-scATAC matching methods solely rely
on transfer learning for multimodal integration, overlooking the shared representations of different
modalities in the embedding space. Using a shared encoder in scJoint and scBridge for two modalities
instead of separate encoders is not conducive to learning discriminative representations. Secondly, all
previous methods merely focus on the issue of modality matching while neglecting a more realistic
problem of label scarcity. They fail to consider how to leverage unlabeled data efficiently to enhance
matching performance. In contrast, we address this issue and design effective modules to solve this
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Table 1: Performance evaluation (%) on three datasets with different numbers of labeled samples.

sk | Datasets | CITE-ASAP | snRNA-snATAC | snRNA-snmC | A
% | Labels | 50 100 150 200 | 50 100 150 200 | 50 100 150 200 | ¢
MRL 5403 6341 6902 7078 [ 5588 7076 7734 8074 | 5535 6562 80.15 8456 | 68.97
DSC 3219 4996 6029 6373 | 4695 69.17 7693 80.80 | 6097 77.54 8852 8954 | 66.38
ALGCN O3T) | 4887 5892 67.14 6958 | 5045 7220 78.14 8140 | 6874 8059 8945 9059 | 7134
DA-P-GNN (Qian ct al.[2023) | 39.13 5440 6538 67.69 | 5049 7351 8028 8348 | 6771 8389 9005 9254 | 70.71
DA-I-GNN (Gian ctal | 2023] | 36.84 5448 6606 6952 | 5025 7332 7895 81.66 | 6630 8348 90.01 9212 | 70.25
roa | CLE 5120 5935 6658 6901 | 7056 8166 8392 8609 | 7945 90.07 92.65 9378 | 77.03
RONO 4932 5746 6476 6839 | 6654 7760 8240 8437 | 5544 6113 7937 8354 | 69.19
scloint (Cin et al 2077 2500 2668 2050 3360 | 2271 2890 4617 5305 | 1732 3213 4340 42387 | 33.44
scBridge (L1 ot al.| 2073 4599 4873 4917 5166 | 4288 4691 5586 6460 | 3385 3979 4763 61.99 | 49.09
GRACE 6591 69.10 7403 7512 | 78.51 8316 8501 89.10 | 84.17 9210 9421 96.02 8220
MRL (Flu et al 20212 5126 6163 6899 7051 | 5775 6942 7347 7608 | 5051 6079 7606 8191 | 66.53
DSC 3254 4654 5529 5784 | 4188 5631 6426 63.83 | 4871 69.02 7657 8669 | 58.29
ALGCN TB03T] | 4210 5737 6516 6971 | 4736 6210 7031 7334 | 6103 7580 8430 92.04 | 66.72
DA-P-GN L'M.!IH.ZE 4458 5519 6583 68.53 | 002 7276 7875 8261 | 6770 8315 9042 92.00 | 7096
DA-I-GNN (Qian et al, 4381 5619 6649 6728 | 4955 7241 7875 8186 | 67.13 81.82 8974 9157 | 70.55
o | CLF 4521 5766 6521 6832 | 5602 6923 7638 7501 | 6955 8090 8714 9038 | 7008
RONO 3992 5382 6346 6695 | 4559 5509 6575 7046 | 2617 5155 67.06 7278 | 56.55
scloint (Cin et al 2077 2880 3357 4030 4501 | 1506 1780 4692 49.42 | 2585 3070 4725 5020 | 3591
scBridge (Li et al.| 2003] 5122 5304 5673 5950 | 37.55 4574 5295 60.18 | 3453 3871 4994 6378 | 50.33
GRACE 6546 68.13 7199 7505 | 77.46 $239 8403 86.64 | 80.67 87.67 9229 9480 80.55

problem. This is why we consistently and significantly surpass the compared approaches across
different settings on the three datasets, especially when the labels are extremely scarce. Moreover, it
is worth mentioning that some methods (e.g., ALGCN, DA-P-GNN, DA-I-GNN) introduce additional
parameters such as Graph Neural Networks (GNN5s) to boost performance, while we easily outperform
them by a large margin with no extra parameters. This is attributed to the efficacy of nonparametric
cross-modal supervision, demonstrating that our GRACE is concise yet impactful.
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Figure 2: Further comparison with domain-specific approaches using 50 labeled samples.
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Figure 3: Three types of curves on snRNA-snmC with 200 labeled samples.

Qualitative Comparison. To benchmark our approach against more methods in the biological
domain, we include more approaches (scGLUE (Cao & Gao},[2022), MaxFuse (Chen et al.,[2024),

SCOT (Demetci et al [2022b), SCOT V2 2022a), GENOT (Klein et al., 2023),

MOFA+ (Argelaguet et al.,[2020), scAl (Jin et al,[2020), Seurat (Stuart et a1.|, 2019), Conos (Barkas
et al., [2019), LIGER (Welch et al., 2019), BindSC (Dou et al.l[2022)) for comparison. From the

results in Figure[2] GRACE consistently outperforms the compared methods. In addition, we conduct
a qualitative analysis of different approaches by plotting three types of curves in Figure 3] More
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Figure 4: MAP scores with respect to the number of labeled samples on three datasets.

comprehensive qualitative results can be seen in Appendix [M| The Precision-Recall curve represents
the relationship between the conflicting metrics of precision and recall. The Precision-Top N and
Recall-Top N curves depict the trend of precision and recall values as the top N results vary from
1 to 500 with a step size of 10. In brief, for these three types of curves, the higher-performing
method’s curve is positioned above the curves of other methods. It is evident that both for sScRNA —
scATAC and scATAC — scRNA tasks, the curve of GRACE consistently remains a significant lead
over the curves of the compared baselines. Furthermore, in Figure [, we showcase the relationship
between MAP scores and the number of labeled samples. It can be observed that as the number of
labeled samples increases, the performance of most of the approaches improves. Still, our GRACE
outperforms all other methods significantly. Particularly in scenarios with an extremely limited
number of labeled samples, such as 25, GRACE distinctly surpasses all the compared baselines.

4.3 DISCUSSION

Ablation Study. In this sec-
tion, we validate the functional-
ities of each proposed module
in Table Firstly, GRACE

Table 2: Ablation study (%) with 50 labeled samples.

scRNA — scATAC ‘ scATAC — scRNA

Model Variants ‘

% | CLAS SR-SA SR-SM | AS-CI SA-SR SM-SR
wio ZN indicates the removal  sepr 6591 7851 84.17 | 6546 7746  80.67
of ZINB distribution to recon-  GRACEw/oZN | 64.13 7705 8188 | 6352 7520  78.74
struct single-cell data for warm- ~ GRACEw/oGR | 61.69 7453  79.96 | 60.12 7254  76.44
ing up the auto-encoders. The GRACE w/o SN | 62.03  74.88 80.10 62.02 7398 77.50

GRACE w/oNS | 62.10 7499  80.05 | 61.67 74.65 77.71

results exhibit a performance de-
cline compared to the full model.
This is because the network cannot extract semantic information from the pretext task of reconstruct-
ing the original sequences. The model can only obtain parameters through random initialization, but
the intrinsic distribution from random initialization often does not meet the underlying distribution of
single-cell data. Furthermore, GRACE w/o GR removes the exploration of the geometric relation.
While training with labeled data, the model has already developed some initial capacity to explore
latent representations. By constructing graph-based structural relationships of high-order neighbors
in the embedding space, the model further aligns the intra-class and inter-modality representations.
From the results, it can be observed that this module has a significant impact on the final performance.
In addition, GRACE w/o SN merely removes the second-order neighbors, thus the performance of
this model is slightly better than the performance of the GRACE w/o GR. Lastly, GRACE w/o NS
eliminates the nonparametric cross-modal supervision. By reconstructing the label vector distribution
of one modality to supervise the other modality, the model can enforce consistent pseudo-labeling on
the unlabeled data of both modalities, thereby enhancing cross-modal consistency. The performance
decline observed after removing this module confirms its effectiveness.

70

Sensitivity Analysis. In Figure[5| we provide the 70
sensitivity analysis of two crucial hyper-parameters o, . - . . o° 1
k and . Firstly, we explore the number of nearest 67 - o 67

neighbors k. A larger value of k& may include incor- =% S cnas 6o Sl

rect neighbors, while a smaller value of k may neglect o« . roAseiEn |6 *
potential correct neighbors. We gradually increase 3 cowewo ] B

k from 1 to 6 and observe that the performance is Tk ) ) Y

worse when k = 1. As k increases, the performance Figure 5: Sensitivity of & and \ with 50 and
improves and e\{entually saturates. Based on this anal- 1) 1abeled samples on CITE-ASAP.

ysis, we determine the optimal value of £ = 5. Next,
with k fixed at 5, we investigate the sensitivity of A. A is less than 1, indicating that we consider the
second-order neighbors less accurate than the first-order neighbors. Assigning a smaller coefficient to

o CI2AS (50)
AS2CI (50)
CI2AS (100)
AS2CI (100)

0.7 0.9
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the second-order neighbors prioritizes the first-order neighbors. We increase A from 0.1 to 0.9 and
observe that the performance fluctuates within a small range. This indicates that the model is not
highly sensitive to the value of A. Therefore, we set the default value of A as 0.9.

Visualization. In Figure [6] we visualize the em- ALGCN Ours
beddings using t-SNE (Van der Maaten & Hinton,

2008)). The scRNA-seq and scATAC-seq embeddings

are colored yellow and blue, respectively. The over-

lap degree reflects the extent to which multimodal

representations are aligned. It can be observed that

the embeddings of both modalities in ALGCN are un-

evenly distributed and have limited overlaps, whereas

GRACE achieves better alignment in the embeddings. Figure 6: The t-SNE visualization with 50
This further validates the success of our proposed labeled samples on CITE-ASAP.
geometric relation exploration in multimodal data matching under label scarcity conditions.

4.4 FURTHER EXPLORATION ON BIOLOGICAL APPLICATIONS

The proposed GRACE is a versatile representation learning framework as it learns high-quality
representations across multi-omics data. Therefore, it is scalable to diverse multi-omics single-cell
data analysis tasks. In this section, we investigate the potential biological applications of GRACE.

Multi-omics data integration. In Ta- Table 3: Results (%) on multi-omics data integration.
ble 3} we conduct an experiment on multi-
omics data integration using CITE-ASAP Labels | 50 100 150 200
data. PC and FM are short for Pearson Cor- Meuic | PCT FMJ] PCt FM| PCT FM| PCT FM|
relation and FOSCTMM, respectively. The scloint | 58.88 2440 6341 2321 6515 2100 69.79 20.04

; MRL | 6561 2139 6877 2005 7149 1994 7455 1826
results show that our method outperforms Ours | 7153 1806 7408 17.22 75.66 1691 77.83 1599
the compared baselines in terms of both

evaluation metrics, indicating that GRACE successfully integrates CITE-seq and ASAP-seq data.

Batch effect correction. In Table [d] we ex-  Table 4: MAP (%) on batch effect correction.
plore the scalability of GRACE to batch ef-

fect correction task on multi-batch Mouse At-  Bawch | VI-V2 V2.Vl V3-V4 V4-V3 V5.V6 V6-V5
las data. V1-V6 denote the index of different  scloint | 84.68 8395 8282 81.54 8701 8645
batches.'The results demonstrate besides ml'lltl— gﬁl- g;:‘;g 33;;3; géﬁ; ggﬁ g‘;g; géiéi
modal single-cell data, GRACE can also align

scRNA-seq data from different batches to reduce batch effects. From the results, it can be found that
GRACE significantly corrects batch effects, thereby achieving better performance.

Label transfer. In Table[5] we showcase the label transfer re- Table 5: Acc (%) on label transfer.
sults from CITE-seq to ASAP-seq data. It can be observed that

the proposed representation learning framework GRACE ex- Label Ratio | 1% 5%  10%
ceeds the previous SOTA domain-specific methods (scJoint|Lin scloint 6236 6775 70.02

et al.| (2022), scBridge (Li et al., [2023), scNCL (Yan et al.,  scBridge 64.99 69.86 71.44
2023))) with different numbers of labeled scRNA-seq samples.  scNCL 61.50 69.04 71.17
The results indicate that even without labeled scATAC-seq sam- _Ours 66,347 70.78 72,01
ples for semantics injection, GRACE still can successfully transfer cell type knowledge information.

5 CONCLUSION

This paper investigates an underexplored problem of realistic multimodal single-cell data matching
and proposes a novel approach named GRACE, which maps high-dimensional multimodal biological
data into a common embedding space under label scarcity conditions. Extensive experiments
conducted on several benchmark datasets verify the superiority of the proposed method over numerous
baselines and prove that GRACE is scalable to diverse multi-omics single-cell data analysis tasks.
In future works, we plan to extend our framework to a broader range of applications such as spatial
transcriptomics single-cell data analysis and multimodal single-cell foundation models.
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A PROOF OF THEOREM

Proof of Theorem[3.1] Define y, = x, — aVF;(zy). Note that Fy (z) + F(z) is L-smooth, so
EA{F (zx11)|Fi}
L
< Flan) + E{(VF(x) are1 — o) 1P} + SE {llowsn = al* 17

< P(wx) =7 (VF(20). Vi (@) + VEs(e) + b)) + 28 { g ) + g )17 153
< Faox) =y (VF (@), VF (@) + blar) — aV2Fy(m) - VFi(a) — aVh(m) - VFi(a))
+ Ly? {M |VFy(2) + VFy(z) 4+ b(x)|* + o + a2a4} ) (23)

where 1y, lies between zj, and yy.

1

SLA® we have

Therefore, using condition (6) when v <

E{F(zg+1)|Fr}
v

< Flax) + 3 {=2(VF(@0), VF(we) + b(an)) + 2LM7 | VF (@) + bl | |

+ L2 (02 + a2a?)
< F(o) + 5 {~2(VF (@), VE(@r) + b)) + [VF () + (i) |*} + 197 (o2 + a%a?)
= F(ar) + 5 {~ IVF@)I + lo(@e) |* | + Lr? (0 + a%a®)

~

2

Hence, taking expectation on both sides, we get

Ty (02 + a2a4) (condition (4)) 24)

2
%(1 —m) | VF(x)|* < {F(xx) = Fap)} + % +Ly? (0% + a?a?) . (25)
Taking averaging over k = 0,1, ..., K, we have
K 2 2 2.4
1 9 2{F(xo) — F*} ¢ —|—2L7(U —I—aa)
—_— VF < 26
K+1kZ:0H @l = S m ey * —m ! (26)
. —1/2 -1
where F* = min, F(z). Set Ag = F(x¢) — F* andy = {(WM) + QLM} ,
then we have
K
1-m 1 2 \/AOL(02 +a2at)  200LM = ¢?
_— F <2 =. 27
> K+1kZ:0”v @l < K+1 K+1 2 @D
O

B RELATED WORK

Multimodal Single-cell Data Integration. Integrating multimodal single-cell data from various
sources is an essential problem for understanding biological processes. Early attempts usually
focus on matrix factorization (Duren et al.l 2018 Jin et al., [2020; Stein-O’Brien et al.l [2018)) and
statistical models (Shen et al., [2009; [Stuart et al., 2019; |Welch et al., 2017). Matrix factorization
provides an effective tool for generating low-dimensional features from high-dimensional omics data
while statistical models usually introduce a range of assumptions about underlying distributions for
probabilistic inference. For example, scMoMaT (Zhang et al.,2023b)) adopts matrix tri-factorization
to identify multimodal biomarkers associated with cell types. Recently, deep learning-based methods
have achieved extensive progress including auto-encoder-based methods and graph neural network-
based methods. scMoGNN (Wen et al., 2022a)) constructs a graph model to depict the correlation
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between genes and cells and then employs cell-feature graph convolution to learn discriminative cell
and gene representations. Nevertheless, these approaches are data-hungry with the requirement of
extensive labeled data, which is hard to get in realistic scenarios. Towards this end, this work for the
first time, centers on a practical issue of semi-supervised multimodal single-cell data matching and
proposes an effective approach dubbed GRACE to solve the problem.

Semi-supervised Learning. Due to its ability to address label scarcity, semi-supervised learning (Wu
et al.,[2023} |Assran et al., [2021]) has gained significant attention with wide applications including
semantic segmentation (Qiao et al.,[2023; |Chen et al.| 2023) and object detection (Hua et al., 2023}
Zhang et al.| [2023a). Research semi-supervised learning approaches can be broadly categorized
as consistency regularization approaches (Miyato et al., |2018}; |Sohn et al.| 2020; Xie et al., [2020)
and pseudo-labeling approaches (Berthelot et al., [2019a3b; |Hu et al., |2021b). Pseudo-labeling
approaches annotate unlabeled samples using a weak model and incorporate confident pseudo-labels
and their corresponding sample into the training set. Moreover, dual learning, dynamical thresholding,
and curriculum learning are utilized to ensure accurate and unbiased pseudo-labels for reliable
optimization. In contrast, consistency regularization approaches usually incorporate perturbation of
various sources including input (Xie et al.,[2020), network parameters (Ouali et al., 2020) and deep
features (Ke et al.,[2019), and then encourage model invariance under perturbation. Nevertheless,
these approaches primarily focus on single-modality classification problems, which are not applicable
to multimodal data matching. In this work, we propose a new nonparametric strategy to reconstruct
informative and reliable label vectors for discriminative learning across modalities.

C ALGORITHM

The step-by-step training algorithm of our GRACE is summarized in Algorithm|[I]

Algorithm 1 Training Algorithm of GRACE

Require: The training dataset D) and D?); Balance coefficient \; Number of neighbors k.
Ensure: Two projectors fe(l) () and fe(2) )

1: Warm up the network using Eqn.

2: Construct the memory bank using current cell representations;

3: repeat

4:  Update the geometric graphs using Eqn. [7|and Eqn. [0
5 fort=1,2,---,Tdo
6: Sample a mini-batch from D) and D?);
7: Generate cell representations by propagating the networks;
8: Conduct one-step gradient descent using Eqn. [I0}
9: Calculate the final loss using Eqn. 22}
10: Update the network parameters using backpropagation;
11: Update the memory using the current mini-batch;
12:  end for

13: until convergence

D IMPLEMENTATION DETAILS

For fair comparisons, we re-implement all the baselines according to the settings in the corresponding
papers. To extend these approaches to our task, we replace the encoders with two-layer MLPs. All the
experiments are conducted in Pytorch with NVIDIA Tesla A100 GPUs. We utilize the SGD optimizer
with a learning rate of le — 3 and a batch size of 64. The baselines are trained for 50 epochs, while
our GRACE is trained for 20 epochs. The embedding dimensions of both modalities are fixed at 256.
The number of the returned samples to a query is set to the size of the test set.
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Figure 7: An illustration of various multimodal single-cell data.

E INTRODUCTION TO THE DATASETS

We validate the performance of GRACE on three public multi-omics datasets (Figure[7), including
CITE-ASAP (Mimitou et al.| [2021)), snRNA-snATAC (Yao et al., [2020)), and snRNA-snmC (Yao
et al.,2020). We integrate the datasets into multi-omics pairs and randomly split the datasets into two
parts: 80% for training and 20% for testing. Here we provide a detailed introduction to the dataset
information used in this paper:

* CITE-ASAP (Mimitou et al.||2021)) is generated from control condition. CITE-seq is a technology
that enables simultaneous profiling of gene expression and protein abundance. Similarly, ASAP-seq
allows for concurrent profiling of accessible chromatin and protein levels in thousands of single
cells. The whole dataset contains 4,644 cells from CITE-seq and 4502 cells from ASAP-seq.
The lengths of both CITE-seq and ASAP-seq are 17,441. After preprocessing, we get 3,662
CITE-ASAP pairs from 7 cell types.

* snRNA-snATAC (Yao et al.,2020) and snRNA-snmC (Yao et al.; 2020) are generated from mouse
primary motor cortex. The lengths of snRNA-seq, snATAC-seq, and snmC-seq data are 18,603.
The entire dataset consists of 16,624 snRNA-seq, 7,962 snATAC-seq, and 9,633 snmC-seq. After
manually excluding samples with different cell types, we assemble a dataset consisting of 7,904
pairs of sSnRNA-snATAC samples from 18 different cell types, as well as 8,270 snRNA-snmC
samples from 17 cell types.

F INTRODUCTION TO THE BASELINES

Our GRACE is compared with many SOTA multimodal matching methods, including seven methods
from visual and textual domain (MRL (Hu et al.| |2021a), DSCMR (Zhen et al., 2019), ALGCN (Qian
et al.|[2021), DA-P-GNN (Qian et al.}[2022), DA-I-GNN (Qian et al.| 2022), CLF (Jing et al., 2021,
and RONO (Feng et al.,|2023))), and two methods from biological domain (scJoint (Lin et al.| 2022),
scBridge (Li et al.,|2023)). The introduction to the baselines is as below:

* MRL (Hu et al.,[2021a)) utilizes multimodal robust learning to map diverse modalities into a shared
latent space, which is effective against label noise.

* DSCMR (Zhen et al.,2019) aims to jointly minimize both the discrimination loss and the modality
invariance loss, enabling the learning of shared representations for diverse modalities.

¢ ALGCN (Qian et al., |2021) retains the cross-modal semantic correlations and uncovers the latent
semantic structure of labels through the joint training of two branches.

* DA-I-GNN (Qian et al., 2022) utilizes an Iterative Graph Neural Network (GNN) and incorporates
multi-label contrastive learning to acquire a shared representation for cross-modal retrieval.

* DA-P-GNN (Qian et al.,[2022)) is similar to DA-I-GNN and employs a Probabilistic GNN.
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* CLF (Jing et al.} [2021) facilitates the learning of discriminative and modality-invariant features
through a cross-modal center loss.

* RONO (Feng et al.,[2023) incorporates a robust discriminative center learning and a shared space
consistency learning mechanism for mapping different modalities into a common space against
label noise.

* scJoint (Lin et al.l|2022)) integrates scRNA-seq and scATAC-seq data through transfer learning and
pseudo-labeling.

* scBridge (Li et al.,|2023) mines cross-omic samples for dataset expansion and heterogeneously
integrates sScCRNA-seq and scATAC-seq data.

G ASSESS THE VARIABILITY OF THE PROPOSED APPROACH

We conduct multiple trial experiments with different random seeds to assess the variability of our
method and the sensitivity of our method to different random initializations. The results in Table 6]
validate the superiority and robustness of our approach.

Table 6: Multiple trial comparisons on different tasks with 200 labeled samples.

Task | C2A A2C R2A A2R R2S S2R

scJoint | 32.94%£1.21 44.67+0.56 53.68+0.45 49.50+0.39 42.66+0.38 50.88+0.51
MRL 70.4240.94 70.10+0.87 80.56x1.16 76.81+x0.73 84.18+0.77 82.11+0.31
Ours 75.06+0.05 74.95+0.35 88.79+0.24 86.21+0.30 95.97+0.06 94.58+0.40

H INSTANCE-LEVEL MATCHING RESULTS

The proposed approach is a generalized multimodal single-cell data integration framework, which
is not limited to coarse matching based on cell types, but also effective in instance-level matching.
From the results in Table[7] it can be observed that GRACE performs well on paired scRNA-seq and
scATAC-seq data of A549 cells

Table 7: The performance comparison of instance-level matching.

Task \ R2A R2A R2A A2R A2R A2R
Metric \ Recall@l Recall@5 Recall@10 Recall@l Recall@5 Recall@10
scAl 90.12 92.23 95.87 89.01 92.53 95.49
MRL 90.48 92.14 96.05 90.85 92.77 95.10
Ours 93.66 94.40 98.79 93.08 95.69 97.31

I PERFORMANCE COMPARISON ON FULL LABELED DATA

Our method is not only effective under label scarcity but also demonstrates excellent performance
when labels are abundant. As shown in Table (8] even when using fully labeled data, our method still
outperforms the compared baseline methods.

Table 8: The performance comparison of instance-level matching.

Task | R2ZA R2A  R2A  A2R A2R A2R

scJoint | 71.97 70.46 82.40 81.08 86.11 85.60
MRL 80.68 80.01 93.55 9199 97.54 95.06
Ours 81.90 80.87 9433 9348 98.70 96.59
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J  SENSITIVITY ANALYSIS OF LOSS WEIGHT

Here, we include the sensitivity analysis of the weights for each proposed loss function. The results in
Figure[§]indicate that the weights of the four losses have a relatively minor impact on the performance.
Therefore, for the sake of simplicity, we set the weights for all losses to 1.
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Figure 8: The sensitivity analysis of the weights for different loss functions.

K IMPACT OF CONSISTENCY LEARNING

Consistency learning would reduce the distance between these paired cell representations and increase
the distance between unpaired cell representations, encouraging discriminative and modality-invariant
representations. We have included a model variant GRACE w/o CL with 50 labeled samples to
support our point. The results in Figure 0] validate the effectiveness of consistency learning.
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Figure 9: Ablation on the consistency learning module.

L. COMPREHENSIVE VISUALIZATION RESULTS

Moreover, we make the comprehensive t-SNE (Van der Maaten & Hinton, [2008) visualization
(Figure[T0). It can be seen that compared with the other three approaches, the multimodal embeddings
generated by our GRACE strike a balance between being discriminative and modality-invariant.

In addition, we also make visualizations of the feature space before and after applying the ZINB
distribution reconstruction in Figure[TT] From the results, we can observe the feature distribution is
more discriminative after the ZINB distribution reconstruction.

Next, we provide the training curves regarding the incorporation of high-order geometric relations
in Figure[T2] The results show that the model achieved a MAP score of 90.17 after incorporating
high-order geometric relations, surpassing the non-incorporated model which scores 88.39. This
phenomenon validates that high-order geometric relations could enhance optimization robustness.

M COMPREHENSIVE QUALITATIVE RESULTS

We conduct comprehensive qualitative experiments, including Precision-Recall curves with different
numbers of labeled samples with results shown in Figure [I3] Figure [I4] Figure [I5] Figure [16]
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Figure 10: The t-SNE visualization of four methods. The scRNA-seq embeddings are colored yellow
and the scATAC-seq embeddings are colored blue.
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Figure 11: The t-SNE visualization of the feature space before and after the ZINB distribution
reconstruction.
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Figure 12: The training curve with respect to the high-order geometric relations.

Precision-Top N curves with different numbers of labeled samples with results shown in Figure[I7}
Figure[T8] Figure[I9} Figure[20] and Recall-Top N curves with different numbers of labeled samples
with results shown in Figure @Figure [22] Figure 23] Figure[24] All of these qualitative experimental
results consistently demonstrate that our approach is superior to the compared baselines.

N BROADER IMPACTS AND LIMITATIONS

In this paper, we propose a semi-supervised framework for realistic multimodal single-cell data
matching, which effectively integrates multimodal biological representations. It provides inspiration
for many downstream tasks in multi-omics single-cell data analysis, such as multi-omics data
integration, batch effect correction, and cell type transfer. To our knowledge, no potential negative
impacts or limitations have been identified.
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Figure 13: The Precision-Recall curves with 50 labeled samples.
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Figure 14: The Precision-Recall curves with 100 labeled samples.
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Figure 15: The Precision-Recall curves with 150 labeled samples.
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Figure 16: The Precision-Recall curves with 200 labeled samples.
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Figure 17: The Precision-Top N curves with 50 labeled samples.
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Figure 18: The Precision-Top N curves with 100 labeled samples.
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Figure 19: The Precision-Top N curves with 150 labeled samples.
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Figure 20: The Precision-Top N curves with 200 labeled samples.
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Figure 21: The Recall-Top N curves with 50 labeled samples.
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Figure 22: The Recall-Top N curves with 100 labeled samples.
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Figure 23: The Recall-Top N curves with 150 labeled samples.
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Figure 24: The Recall-Top N curves with 200 labeled samples.
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