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Abstract

Code large language models (LLMs) have001
made significant progress in code debugging by002
directly generating the correct code based on003
the buggy code snippet. Programming bench-004
marks, typically consisting of buggy code snip-005
pets and their associated test cases, are used006
to assess the debugging capabilities of LLMs.007
However, many existing benchmarks primarily008
focus on Python and are often limited in terms009
of language diversity (e.g., DebugBench and010
DebugEval). To advance the field of multilin-011
gual debugging with LLMs, we propose the012
first massively multilingual debugging bench-013
mark, which includes 3.9K test samples of 20014
programming languages and covers the auto-015
mated program repair (APR) task, the bug lo-016
calization(BL) task, and the bug identification017
(BI) task. In addition, we introduce the debug-018
ging instruction corpora MDEVAL-INSTRUCT019
by injecting bugs into the correct multilingual020
queries and solutions (xDebugGen). Further,021
a multilingual debugger xDebugCoder trained022
on MDEVAL-INSTRUCT as a strong baseline023
specifically to handle bugs of a wide range of024
programming languages (e.g. “Missing Mut” in025
language Rust and “Misused Macro Definition”026
in language C). Our extensive experiments on027
MDEVAL reveal a notable performance gap be-028
tween open-source models and closed-source029
LLMs (e.g., GPT and Claude series), highlight-030
ing huge room for improvement in multilingual031
code debugging scenarios.032

1 Introduction033

Large language models (LLMs) (OpenAI, 2023;034

Touvron et al., 2023a; Yang et al., 2024a) designed035

for code, such as CodeLlama (Rozière et al., 2023),036

DeepSeekCoder (Guo et al., 2024a), and Qwen-037

Coder (Hui et al., 2024), are highly effective in038

code understanding and generation. These capabil-039

ities make them particularly useful for debugging,040

where deep comprehension of code structure and041

logic is essential. Automated program repair (APR)042

Figure 1: Massively multilingual evaluation task com-
prised of three tasks, including code generation, code
completion, and code explanation.

(Wen et al., 2024) aims to automatically fix bugs 043

without human involvement, significantly reducing 044

time and costs in development processes. 045

LLMs have recently shown considerable po- 046

tential in this area. For instance, CodeX (Chen 047

et al., 2021) and GPT-4 series (OpenAI, 2023) out- 048

performing previous conventional methods have 049

demonstrated promising results on bug benchmarks 050

such as QuixBugs (Lin et al., 2017). The recent 051

work DebugBench (Tian et al., 2024) creates a de- 052

bugging benchmark including Python, Java, and 053

CPP for LLM evaluation. However, for the di- 054

verse programming languages in Figure 1, the mul- 055

tilingual debugging scenario poses more language- 056

specific challenges for APR. Multilingual issues 057

(e.g. “Misused Macro Definition” in programming 058

language C, “Missing mut” in Rust, and “Unused 059

Variable” in Go) highlight the complexities and 060

diversities of locating and fixing bugs in the multi- 061

lingual debugging scenario. Therefore, there is an 062

urgent need to build a truly massively multilingual 063

debugging code benchmark with a wide variety of 064

generic and language-specific bug types. 065

To further characterize the debugging perfor- 066

mance of LLMs across different programming lan- 067

guages, we introduce MDEVAL, a framework for 068

data construction, evaluation benchmark, and a 069

multilingual debugging baseline xDebugCoder, to 070

advance the development of code debugging. First, 071

we propose MDEVAL, the first massively multilin- 072
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gual evaluation benchmark for code debugging cov-073

ering 20 programming languages and 3.9K samples074

to assess the capabilities of LLMs across a wide075

range of languages. Further, we create MDEVAL-076

INSTRUCT, a multilingual debugging instruction077

corpus in 20 languages to help the LLM fix the bug078

given the buggy code snippet. Besides, we propose079

xDebugGen to create the buggy and correct code080

pair for debugging instruction tuning. The bugs are081

injected into the queries and solutions with our de-082

signed three strategies (1) Injecting bugs into query.083

(2) Injecting bugs into solution. (3) Injecting bugs084

with the round-trip code translation. Leveraging085

MDEVAL-INSTRUCT, we develop xDebugCoder086

as a strong baseline, assessing the transferability of087

LLMs in multilingual debugging tasks.088

The contributions are summarized as follows:089

(1) We propose MDEVAL, a comprehensive mul-090

tilingual code debugging benchmark consisting of091

3.9K samples spanning three tasks: automated pro-092

gram repair (APR), code localization (BL), and093

bug identification (BI). This benchmark covers 20094

languages and includes both generic and language-095

specific bug types. (2) We introduce the massively096

multilingual code debugging instruction corpora097

MDEVAL-INSTRUCT created by xDebugGen. By098

injecting bugs into the correct multilingual query099

or response, we can create pairs of buggy code100

and the correct code for instruction tuning. (3)101

We systematically evaluate the multilingual code102

debugging capabilities of 40 models on our cre-103

ated MDEVAL and create a leaderboard to evalu-104

ate them on 20 programming languages dynami-105

cally. Notably, extensive experiments suggest that106

comprehensive multilingual multitask evaluation107

can realistically measure the gap between open-108

source (e.g. DeepSeekCoder and Qwen-Coder)109

and closed-source models (e.g. Claude series).110

2 MDEVAL111

2.1 Data Overview112

In Table 1, the MDEVAL consists of 3.9K prob-113

lems. Following Yang et al. (2024c), we design 3114

multilingual debugging-related tasks: Automated115

Program Repair, Bug Localization, and Bug Identi-116

fication. Each task contains about 1.3K questions,117

with more than 60 problems in each language. Each118

problem in MDEVAL includes question, example119

test cases, buggy code, correct code, and unit tests.120

We calculate the length of the question and121

buggy code using the CodeLlama tokenizer (Roz-122

Statistics Number

Problems 3, 897
Automated Program Repair 1, 299
Bug Localization 1, 299
Bug Identification 1, 299
Total Test Cases 7, 133

#Difficulty Level
- Easy/Medium/Hard 1, 146/1, 407/1362

Length
Question

- maximum length 291 tokens
- minimum length 7 tokens
- avg length 70 tokens

Buggy code
- maximum length 19, 265 tokens
- minimum length 15 tokens
- avg length 320.6 tokens

Table 1: MDEVAL dataset statistics.

ière et al., 2023). The average question length is 123

83 words, highlighting their detailed descriptive na- 124

ture. The average buggy code length is 239 tokens, 125

indicating the complexity of the code. In addition, 126

the total number of unit tests for the dataset is 6,838, 127

to ensure the accuracy of the bug-fix judgment. 128

In Table 2, we compare MDEVAL with other 129

code debugging benchmarks. Our benchmark pro- 130

vides a valuable enhancement to existing ones, sig- 131

nificantly expanding the variety of programming 132

languages and introducing language-specific error 133

types, along with a greater number of questions and 134

diverse bug-fixing tasks. The error types in MDE- 135

VAL are shown in Figure 2. Figure 3 plots error 136

types distribution. We strive to cover all error types 137

in each language. Due to the inherent differences 138

among languages, we ensure a balanced distribu- 139

tion of difficulty levels, leading to variations in the 140

distribution of error types across languages. 141

2.2 Data Construction & Quality Control 142

To curate the massively multilingual code debug- 143

ging evaluation benchmark MDEVAL, we employ 144

a comprehensive and systematic human annotation 145

process for multilingual code samples. This pro- 146

cess is guided by meticulously defined guidelines 147

to guarantee accuracy and consistency. 148

We initially recruite 13 computer science gradu- 149

ates as multilingual debugging annotators, all pro- 150

ficient in their respective programming languages. 151

After completing a comprehensive training course 152

on annotation methods, the annotators are tasked 153

with defining problems, providing corresponding 154

solutions, and buggy code. Annotators adhere to 155

the following principles: (1) Write a clear problem 156

question and design test cases to ensure that bugs 157
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Benchmark #Languages #Task Size
(Easy/Middle/Hard) #Error Types Source of Bugs Language-specific

Bugs

DeepFix (Yasunaga and Liang, 2021) 1 1 6,971 4 Collection ✗

Github-Python (Yasunaga and Liang, 2021) 1 1 15K 14 Collection ✗

Bug2Fix (Lu et al., 2021) 1 1 5,835 - Collection ✗

FixEval (Haque et al., 2023) 2 1 43K/243K - Collection ✗

CodeError (Wang et al., 2023) 1 1 4,463 6 Collection ✗

CodeEditorBench (Guo et al., 2024b) 3 1 676/515/716 14 GPT-4 Generation ✗

DebugBench (Tian et al., 2024) 3 1 1,438/1,401/1,414 18 GPT-4 Generation ✗

DebugEval (Yang et al., 2024c) 3 4 1,933/1,903/1,876 18 Collection & GPT-4 Generation ✗

MDEVAL (Ours) 20 3 1,692/1,209/612 47 Human Annotation ✓

Table 2: Comparison between MDEVAL and other code debugging benchmarks. MDEVAL provides a comprehensive
multilingual view by expanding the variety of programming languages and language-specific error types.
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Figure 2: Error types in MDEVAL. Part (a) shows generic error types, and Part (b) lists language-specific error types.

can be effectively identified; (2) Categorize bugs158

into multiple difficulty levels (easy/medium/hard)159

based on the complexity of fixing these code.160

Figure 4 illustrates the overall process of dataset161

construction. We begin by collecting code snip-162

pets from GitHub, which are then extracted and163

filtered following StarCoder (Li et al., 2023). Prior164

to the annotation phase, we summarize generic er-165

ror types and language-specific error types. The166

three task definitions and corresponding annota-167

tion methods are explained in detail. The annota-168

tors proceede to annotate the code according to the169

identified error types and specified annotation meth-170

ods. To ensure annotation quality, they evaluate the171

annotated code based on four criteria: problem dif-172

ficulty, ambiguity, error type, and solvability. Fur-173

thermore, after completing their annotations, each174

annotator exchanges data with another annotator175

for cross-refining, aiming to minimize subjective176

bias and errors. Any discrepancies between anno-177

tators are resolved through consensus or with input178

from senior annotators. Finally, we engage three179

volunteers to assess the accuracy of the benchmark180

(targeting > 90%) and correct errors.181

2.3 Instruction Corpora for Code Debugging182

To create the instruction corpora, we need to create183

the pair of the correct code snippet and the buggy184

code. First, we select the proper code snippet from185

20 languages and prompt the code LLM to gener-186

ate a new question qLk of programming language 187

Lk. Then, we use the LLM to generate the correct 188

code cLk and filter the low-quality response with 189

an LLM filter and the generated test cases. There- 190

fore, we can regard the (qLk , cLk) as the correct 191

sample by ensuring the correctness of cLk as much 192

as possible. We propose xDebugGen comprised of 193

the following three strategies to create the code de- 194

bugging instruction corpora MDEVAL-INSTRUCT 195

to obtain the fine-tuned LLM xDebugCoder. 196

Injecting Bugs into Query. We can prompt the 197

LLM to modify the original question to another 198

similar question with minor differences, where the 199

similar question q′Lk is used to generate the answer 200

Mw(q
′Lk) by a weak LLM Mw with small size 201

(e.g. Qwen2.5-1.5B). Since there exist differences 202

between the original question qLk and the modified 203

question q′Lk , (Mw(q
′Lk), cLk) can be fed into the 204

LLM as source input and target prediction. 205

Injecting Bugs into Solution. Another more in- 206

tuitive method is to directly inject the bugs into the 207

correct code cLk . Given the bug type and the cor- 208

rect code snippet, we prompt the LLM to generate 209

the buggy code M(cLk). The pair (M(cLk), cLk) 210

can be used for the instruction tuning. 211

Injecting Bugs with Round-trip Code Transla- 212

tion. Under the multilingual scenario, we can 213

translate the correct cLk into the Mw(c
Lk ;Lk → 214
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Figure 3: Error types distribution in 20 programming Languages from the MDEVAL.

Code Snippets

MdEval

Problems Curation

Task Types

Extraction & Filtering

Summarized Error Types

Generic
• Syntax Error
• Reference Error
…
Language-Specific
• Empty Pointer
• Macro Definition Error
• Buffer Overflow
…

Ø Automated Code Repair
Ø Code Review
Ø Bug Identification

Quality Control

• Question
• Buggy Code
• Correct code
• Unit Tests
• Task Instructions
• Multilingual Sandbox

• Check Problem Hard Level
• Check for ambiguity
• Check Error Type
• Check problem is solvable

Software 
developers

Code Repair
1. Label Correct Code

2. Label Unit Tests

3. Check Correct Code with Unit Tests

4. Write Buggy Code based on Error Types

5. Check Buggy Code with Unit Tests

Code Review
• Prepare Buggy Code and Correct Code for Classification

Bug Identification
• Prepare error type of Buggy Code and all types for selection

Cross
Refining

def add(a, b):
return a - b def check_correctness(candidate)

assert candidate(1, 2) == 3
assert candidate(2, 4) == 6
assert candidate(1000, 200) == 1200

def add(a, b):
return a + b

Unit Tests

Figure 4: Overview of the MDEVAL construction process. We collect and filter code snippets from GitHub. Before
annotation, we summarize error types. Annotators then label the code based on these types. To ensure quality, they
use GPT-4o to evaluate the annotations on four criteria: difficulty, ambiguity, error type, and solvable. Finally, they
exchange data with each other to minimize bias and errors.

int main() {
assert(count_odd_numbers(5, 1, 4, 3, 
2, 5) == 3);
assert(count_odd_numbers(4, 2, 2, 0, 
0) == 0);
assert(count_odd_numbers(6, 7, 7, 8, 
1, 9, 10) == 4);
return 0;

}

Test Cases

#include <assert.h>
#include <stdarg.h>
int count_odd_numbers(int count, ...)
{

va_list args;
va_start(args, count);
int ans = 0;
for (int i = 0; i < count; i++) {

int num = va_arg(args, int);
if (num & 1)

ans++;
}
va_end(args);
return ans;

}

Correct Code

#include <assert.h>
#include <stdarg.h>
#define va_start(ap, v) va_start(v, ap)
int count_odd_numbers(int count, ...)
{

va_list args;
va_start(args, count);
int ans = 0;
for (int i = 0; i < count; i++) {

int num = va_arg(args, int);
if (num & 1)

ans++;
}
va_end(args);
return ans;

}

Buggy Code

Automated Program Repair

Given the following faulty C code. Your 
task is to fix up the faulty code.

Bug Localization

Given the following faulty C code and 
fragments of it. Your task is to select the 
fragment that contains the error code. 

A.{Code Fragment A} B. {Code Fragment B}
C.{Code Fragment C}     D. {Code Fragment D} 

Bug Identification

Given the following faulty C code. Your 
task is to select the error type of the code
based on the error list provided.
{Error Type List}

Problem Task

Docstring & Example
Count the number of odd integers in a given list of number
s.
Parameters:
- count (int): The count of numbers to evaluate.
- ...  (int): A sequence of integers.
Returns: int: The count of odd numbers in the input list.
 >>> count_odd_numbers(5, 1, 4, 3, 2, 5)
         3

Figure 5: Examples of multilingual automated program repair, bug localization, and bug identification.

Lj) and then back-translate into the original lan-215

guage Lk of programming languages using the216

weak LLM M, where the round-trip transla-217

tion code snippet can be regarded as the buggy218

code. The pair (Mw(Mw(c
Lk ;Lk → Lj);Lj →219

Lk), c
Lk) can be used for the instruction tuning.220

2.4 Evaluation Task221

Automated Program Repair (APR). The auto-222

mated program repair task forces the LLM to fix223

the bug in the given code snippet and then gen-224

erates the correct code. Given the programming225

language Lk ∈ {Li}Ki=1 (K = 20 is the number of226

programming languages), we provide the question 227

qLk , the corresponding buggy code bLk , and the ex- 228

amples test cases eLk for inputs. We can organize 229

the different input settings for evaluation: 230

rLk = I(P (cLk |I;M);uLk ) (1) 231

where I(·) is the executor of the multilingual sand- 232

box to verify the correctness of the generated code 233

with the test cases uLk (If the fixed code cLk passes 234

all test cases, the evaluation result rLk = 1, else 0). 235

In our work, we provide three settings for evalua- 236

tion to simulate the realistic user queries: (1) Ques- 237

tion with buggy code: I = {qLk , bLk} (2) Buggy 238
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code with example test cases: I = {bLk , eLk} (3)239

Only buggy code: I = {bLk}.240

Bug Localization (BL). The Bug Localization241

(BL) task aims to identify the specific line(s) of242

code within a given buggy program cLK that con-243

tains the error. For each test instance in the BL244

task, a buggy code cLK is provided, from which245

four code snippets, SA, SB , SC , SD, are extracted.246

The LLMs are then tasked with identifying the247

golden snippet SG, which contains the error.248

Bug Identification (BI). In this task, LLMs are249

required to classify the type of error present in250

a given buggy program cLk with one error. The251

LLMs must choose the correct error category from252

47 bug types (including generic bug types and253

language-specific bug types).254

2.5 Evaluation Metrics255

Automated Program Repair. In the automated256

program repair task, we evaluate models by exe-257

cuting the generated code against a set of unit tests258

and assessing performance using the Pass@1 met-259

ric (pass rate for just one-time generation). Greedy260

Pass@1 indicates whether a result produced by the261

LLM successfully passes corresponding unit tests.262

Bug Localization & Bug Identification. In the263

bug localization and bug identification tasks, we264

evaluate model performance using accuracy, as265

both require the model to select from a set of pro-266

vided options.267

3 Experiments268

3.1 Experiment Setup269

Code LLMs. We evaluate 40 popular models,270

including GPTs (OpenAI, 2023), Claude-3.5 (An-271

thropic, 2023), and code-specific models like272

Qwen2.5-Coder (Hui et al., 2024), DeepSeek-273

Coder (Guo et al., 2024a), CodeLlama (Rozière274

et al., 2023), and Codegemma (Gemma Team,275

2024). Additionally, we fine-tune Qwen2.5-Coder-276

7B as our baseline xDebugCoder.277

xDebugCoder Training Setup The training data278

for xDebugCoder comprises our debugging dataset279

MDEVAL-INSTRUCT and the Magicoder-Instruct280

code generation dataset (Wei et al., 2023), ensur-281

ing fundamental instruction-following capabilities282

for code-related tasks. xDebugCoder, built on283

Qwen2.5-Coder-7B, is trained for 3 epochs using284

a cosine scheduler with an initial learning rate of285

5 × 10−5 with a 3% warmup ratio. We employ 286

AdamW (Loshchilov and Hutter, 2017) as the opti- 287

mizer, with a batch size of 1024 and a maximum 288

sequence length of 2048. (Details can be found in 289

the Appendix). 290

3.2 Main Results 291

Automated Program Repair. Table 3 presents 292

the Pass@1 results of different models on MDE- 293

VAL for the multilingual automated program re- 294

pair task (given question with buggy code, request 295

the model to fix buggy code). The results in- 296

dicate a marked disparity between closed-source 297

state-of-the-art models and the majority of open- 298

source models across nearly all programming lan- 299

guages. Notably, GPT-4o, Claude-3.5-sonnet, and 300

Qwen2.5-Coder-Instruct excel in this task and 301

demonstrate significant performance advantages 302

over other models. Furthermore, our baseline 303

model xDebugCoder, is fine-tuned using only 16K 304

bug-related data MDEVAL-INSTRUCT. Despite 305

the limited size of this dataset, the model demon- 306

strated competitive performance compared to oth- 307

ers of similar scale, highlighting the effectiveness 308

of MDEVAL-INSTRUCT in enhancing the debug- 309

ging capabilities of models. 310

Bug Localization Table 5 illustrates the accu- 311

racy of different models on the multilingual bug 312

localization task. It is evident that closed-source 313

models outperform open-source models by a sig- 314

nificant margin, demonstrating the superior bug 315

localization capabilities of closed-source models. 316

Specifically, open-source models with smaller pa- 317

rameter sizes like OpenCoder-1.5B-Instrcut, due 318

to their poor instruction-following capabilities, are 319

unable to output the correct format as required, re- 320

sulting in lower accuracy in localization. Besides, 321

it is observed that for the same model, the bug lo- 322

calization accuracy is lower than its pass@1 scores 323

in automated program repair task. We hypothesize 324

that this discrepancy arises because the bug local- 325

ization task requires a strong understanding of loca- 326

tion information, which happens to be a weakness 327

of large language models. Therefore, improving 328

LLMs’ ability to understand location information 329

is a critical issue that needs to be addressed. 330

Bug Identification. In the bug identification task, 331

the goal is to identify the error type in a given 332

code snippet, where the LLMs analyze source code 333

for defects and choose the correct bug type from 334

the pre-defined 47 bug types. Table 4 lists the 335
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Model Size Avgall C C# CLISP CPP F# Go HTML JS Java Json Julia MD PHP Pascal Python R Ruby Rust Scala Swift

Closed-Source Models

o1-preview µ 70.2 68.6 73.1 91.7 63.8 89.2 38.6 15.5 84.0 90.0 39.0 89.6 20.0 84.1 80.0 91.8 60.0 93.7 85.7 84.4 56.7
o1-mini µ 72.9 65.7 76.1 60.0 68.1 81.5 68.7 5.2 80.0 91.7 42.4 92.5 25.0 87.0 78.5 90.2 88.3 96.8 98.6 87.5 60.0
GPT-4o-240806 µ 67.5 14.3 64.1 85.0 66.7 86.2 56.6 13.8 57.3 83.3 42.4 80.6 20.0 87.0 72.3 91.8 86.7 84.1 84.3 89.1 86.7
GPT-4o-mini-240718 µ 65.3 18.6 64.1 71.7 57.6 75.4 56.6 8.6 61.3 85.0 47.5 83.6 23.3 85.5 67.7 88.5 80.0 81.0 87.1 76.6 85.0
GPT-4-Turbo-240409 µ 61.7 24.3 53.7 63.3 49.3 84.6 50.6 3.4 60.0 80.0 35.6 74.6 21.7 81.2 75.4 95.0 76.7 82.5 81.4 81.2 56.7
Claude-3.5-sonnet-240620 µ 66.0 34.3 56.2 83.3 60.6 83.1 63.9 5.2 65.3 70.0 47.5 68.7 20.0 76.8 67.7 91.8 71.7 84.1 90.0 93.8 80.0
Claude-3.5-sonnet-241022 µ 70.3 81.4 57.8 86.7 59.1 89.2 44.6 8.6 60.0 91.7 44.1 82.1 21.7 82.6 75.4 82.0 80.0 85.7 88.6 93.8 90.0
Yi-lighting µ 57.8 24.3 53.7 60.0 55.1 67.7 41.0 5.2 60.0 76.7 25.4 82.1 8.3 78.3 63.1 91.7 75.0 79.4 81.4 78.1 46.7
Doubao-Pro µ 60.2 68.6 55.2 56.7 55.1 78.5 53.0 8.6 56.0 80.0 15.3 70.1 8.3 72.5 66.2 85.0 81.7 82.5 87.1 78.1 35.0

0.5B+ Models

Qwen2.5-Instruct 0.5B 20.6 28.6 10.4 8.3 14.5 9.2 1.2 13.8 45.3 28.3 10.2 26.9 5.0 17.4 13.8 39.3 6.7 58.7 24.3 18.8 31.7
DS-Coder-Instruct 1.3B 33.6 28.6 42.2 13.3 43.9 24.6 38.6 5.2 44.0 48.3 18.6 47.8 1.7 33.3 27.7 44.3 16.7 61.9 41.4 34.4 45.0
Qwen2.5-Instruct 1.5B 35.5 24.3 32.8 15.0 27.5 23.1 18.1 8.6 60.0 50.0 28.8 55.2 8.3 34.8 30.8 62.3 20.0 69.8 67.1 32.8 35.0
OpenCoder-Instruct 1.5B 34.8 15.7 13.4 20.0 26.1 26.2 15.7 12.1 57.3 58.3 15.3 55.2 8.3 36.2 47.7 54.1 31.7 68.3 52.9 51.6 28.3
Yi-Coder-Chat 1.5B 32.4 37.1 34.4 3.3 30.3 7.7 28.9 8.6 45.3 53.3 15.3 55.2 1.7 34.8 41.5 52.5 28.3 49.2 42.9 28.1 40.0
Qwen2.5-Coder-Instruct 1.5B 34.8 11.4 26.9 15.0 30.4 16.9 20.5 17.2 61.3 45.0 28.8 58.2 10.0 40.6 36.9 55.7 28.3 60.3 58.6 29.7 40.0
Qwen2.5-Instruct 3B 46.0 51.4 40.3 28.3 36.2 41.5 41.0 12.1 69.3 61.7 27.1 61.2 11.7 53.6 47.7 63.9 45.0 58.7 65.7 53.1 38.3

6B+ Models

DS-Coder-Instruct 6.7B 56.3 37.1 60.9 56.7 63.6 60.0 56.6 8.6 61.3 75.0 23.7 64.2 6.9 52.2 60.0 78.7 51.7 88.9 80.0 60.9 68.3
CodeQwen1.5-chat 7B 42.6 34.3 34.4 43.3 33.3 41.5 42.2 10.3 54.7 55.0 20.3 62.7 8.6 49.3 41.5 52.5 30.0 69.8 62.9 34.4 61.7
CodeLlama-Instruct 7B 27.2 2.9 20.3 25.0 25.8 24.6 22.9 19.0 53.3 6.7 15.3 37.3 12.1 24.6 33.8 42.6 16.7 50.8 48.6 14.1 41.7
CodeGemma-Instruct 7B 45.9 34.3 32.8 3.3 43.9 44.6 44.6 19.0 60.0 68.3 25.4 64.2 0.0 56.5 36.9 65.6 40.0 73.0 67.1 56.2 70.0
Qwen2.5-Instruct 7B 50.4 57.1 47.8 38.3 50.7 61.5 26.5 8.6 60.0 81.7 32.2 61.2 8.3 73.9 47.7 70.5 50.0 58.7 62.9 60.9 45.0
Qwen2.5-Coder-Instruct 7B 61.7 58.6 60.9 61.7 60.6 70.8 47.0 19.0 60.0 81.7 37.3 74.6 22.4 73.9 61.5 77.0 65.0 73.0 78.6 70.3 75.0
OpenCoder-Instruct 8B 53.4 10.0 56.2 46.7 50.0 66.2 8.4 13.8 66.7 78.3 27.1 74.6 15.5 62.3 53.8 77.0 61.7 76.2 81.4 71.9 75.0
Meta-Llama-3-Instruct 8B 37.9 51.4 35.8 8.3 42.0 30.8 21.7 10.3 60.0 41.7 20.3 49.3 0.0 55.1 40.0 57.4 50.0 49.2 48.6 46.9 28.3
Meta-Llama-3.1-Instruct 8B 42.1 57.1 41.8 26.7 40.6 44.6 21.7 6.9 56.0 60.0 20.3 49.3 8.3 65.2 32.3 50.8 40.0 58.7 61.4 53.1 38.3
Yi-Coder-Chat 9B 50.6 45.7 54.7 28.3 47.0 40.0 42.2 22.4 65.3 76.7 20.3 58.2 3.4 52.2 58.5 65.6 45.0 68.3 68.6 71.9 68.3

14B+ Models

Qwen2.5-Instruct 14B 57.7 58.6 62.7 61.7 66.7 60.0 21.7 13.8 62.7 78.3 28.8 59.7 10.0 69.6 66.2 80.3 68.3 74.6 77.1 76.6 56.7
DS-Coder-V2-Lite-Instruct 2.4/16B 56.7 10.0 56.2 43.3 56.1 81.5 50.6 10.3 58.7 76.7 28.8 68.7 17.2 65.2 63.1 72.1 71.7 76.2 80.0 60.9 81.7
Starcoder2-Instruct-v0.1 15B 34.2 10.0 34.3 20.0 33.3 29.2 25.3 5.2 50.7 46.7 16.9 50.7 0.0 37.7 56.9 44.3 35.0 57.1 58.6 39.1 25.0

20B+ Models

Codestral-v0.1 22B 56.1 72.9 64.2 43.3 63.8 63.1 31.3 10.3 64.0 85.0 27.1 79.1 11.7 63.8 47.7 68.9 55.0 79.4 72.9 68.8 41.7
Qwen2.5-Instruct 32B 65.8 64.3 53.7 75.0 50.7 87.7 53.0 10.3 65.3 93.3 32.2 74.6 13.3 81.2 75.4 90.2 80.0 85.7 82.9 84.4 58.3
Qwen2.5-Coder-Instruct 32B 68.2 78.6 60.9 75.0 56.1 83.1 44.6 13.8 61.3 91.7 33.9 85.1 22.4 82.6 64.6 91.8 80.0 79.4 82.9 82.8 91.7
DS-Coder-Instruct 33B 57.7 65.7 59.4 46.7 50.0 70.8 39.8 19.0 65.3 75.0 28.8 73.1 10.3 58.0 55.4 73.8 61.7 79.4 68.6 78.1 70.0
CodeLlama-Instruct 34B 28.6 70.0 23.9 18.3 26.1 15.4 18.1 10.3 40.0 18.3 25.4 46.3 3.3 24.6 24.6 49.2 11.7 60.3 38.6 14.1 25.0
Meta-Llama-3-Instruct 70B 50.1 27.1 29.9 61.7 34.8 73.8 4.8 10.3 56.0 75.0 27.1 76.1 13.3 75.4 73.8 70.5 60.0 73.0 60.0 64.1 43.3
Meta-Llama-3.1-Instruct 70B 56.6 48.6 49.3 55.0 44.9 75.4 8.4 17.2 61.3 71.7 35.6 83.6 16.7 79.7 67.7 75.4 63.3 76.2 77.1 81.2 46.7
DS-V2.5 21/236B 65.1 14.3 60.9 70.0 62.1 78.5 51.8 12.1 61.3 80.0 40.7 83.6 23.3 82.6 69.2 83.6 80.0 81.0 87.1 92.2 86.7
DS-V3 37/671B 64.9 42.9 59.7 66.7 55.1 83.1 42.2 8.6 70.7 81.7 40.7 88.1 13.3 81.2 76.9 90.0 75.0 88.9 82.9 92.2 55.0
Qwen2.5-Instruct 72B 63.6 62.9 53.7 68.3 56.5 81.5 34.9 10.3 62.7 81.7 37.3 67.2 21.7 82.6 69.2 90.2 76.7 87.3 82.9 82.8 61.7
xDebugGen (Our Method) 7B 47.5 21.4 57.8 36.7 62.1 60.0 31.3 17.2 56.0 33.3 25.4 67.2 12.1 62.3 41.5 60.7 43.3 61.9 77.1 45.3 70.0

Table 3: Pass@1 (%) scores of different models for Automated Program Repair tasks on MDEVAL. The underlined
numbers are the best scores for each language. “Avgall” represents the average scores of all code languages.

all results of the bug identification. Notably, the336

closed-source LLMs, such as GPT-4o and Claude337

series, have the dominant advantages, outperform-338

ing the open-source LLMs by nearly +10 points.339

Bug identification with 47 bug types poses a daunt-340

ing challenge to the LLMs, requiring alignment341

capability of LLMs between the given code snippet342

and its corresponding bug type. As a result, some343

open-source models with smaller parameter sizes344

perform poorly in this task345

4 Further Analysis346

Performance across Different Error Types. In347

Figure 7, The performance of models on the auto-348

mated program repair task varies across different349

error types, highlighting the strengths and weak-350

nesses of these models in addressing specific chal-351

lenges. Consistently, the models demonstrate ro-352

bust capabilities in repairing syntax errors, refer-353

ence errors, and logic errors. These error types354

tend to be more straightforward and well-defined,355

allowing the models to leverage their knowledge356

effectively to identify and correct issues with high357

accuracy. In contrast, the models exhibit their worst358

performance when dealing with language-specific359

errors. Language-specific errors can arise from360

unique syntax rules, idiomatic expressions, or even361

cultural programming practices that are not uni-362

versally applicable. As a result, addressing these 363

types of errors presents a significant challenge and 364

underscores the need for further improvements in 365

model training. 366

Other APR Settings In Figure 6, we explore two 367

additional automated program repair settings that 368

aim to simulate realistic user queries in software 369

debugging. Part (a) presents the results for the 370

scenario in which models are given both buggy 371

code and corresponding example test cases. This 372

setup allows for a comprehensive evaluation of 373

the ability of models to understand and correct 374

specific issues based on contextual examples. In 375

contrast, Part (b) illustrates the results for a more 376

challenging scenario where only the buggy code is 377

provided to the models, requiring them to identify 378

and rectify errors without any additional context. 379

This comparison highlights the varying capabilities 380

of models in different settings, emphasizing the 381

importance of context in automated program repair. 382

Anslysis of Code Review task Besides auto- 383

mated program repair tasks, code review tasks also 384

play a crucial role in software development. To an- 385

alyze the performance of different models on code 386

review tasks, we conducted experiments based on 387

MDEVAL. For the code review task, we present 388

two versions of code to LLMs: the correct code 389

6



Model Size Avgall C C# CLISP CPP F# Go HTML JS Java Json Julia MD PHP Pascal Python R Ruby Rust Scala Swift

Closed-Source Models

o1-preview µ 37.0 34.3 37.3 18.3 36.2 38.5 47.0 25.9 52.0 31.7 13.6 40.3 28.3 33.3 32.3 52.5 41.7 38.1 60.0 35.9 31.7
o1-mini µ 32.8 32.9 29.9 25.0 30.4 23.1 38.6 27.6 53.3 30.0 13.6 28.4 23.3 29.0 29.2 49.2 35.0 34.9 55.7 29.7 28.3
GPT-4o-240806 µ 24.2 30.0 25.0 15.0 25.8 12.3 39.8 24.1 44.0 20.0 8.5 14.9 23.3 21.7 13.8 45.9 21.7 30.2 31.4 14.1 13.3
GPT-4o-mini-240718 µ 20.9 21.4 18.8 11.7 21.2 16.9 25.3 19.0 29.3 23.3 10.2 11.9 26.7 24.6 12.3 29.5 38.3 22.2 27.1 9.4 16.7
Claude-3.5-sonnet-240620 µ 31.7 44.3 26.6 20.0 24.2 26.2 44.6 19.0 45.3 23.3 13.6 35.8 25.0 33.3 33.8 45.9 38.3 34.9 30.0 29.7 30.0
Claude-3.5-sonnet-241022 µ 33.1 37.1 28.1 16.7 30.3 29.2 37.3 22.4 45.3 23.3 8.5 38.8 25.0 33.3 43.1 55.7 40.0 36.5 38.6 34.4 30.0

1B+ Models

Qwen2.5-Instruct 1.5B 2.0 1.4 4.5 1.7 4.3 1.5 0.0 5.2 1.3 1.7 0.0 1.5 5.0 1.4 0.0 4.9 0.0 1.6 4.3 0.0 0.0
OpenCoder-Instruct 1.5B 4.2 0.0 0.0 18.3 1.4 0.0 2.4 1.7 1.3 0.0 25.4 1.5 10.0 7.2 1.5 0.0 0.0 1.6 12.9 1.6 0.0
Qwen2.5-Instruct 3B 10.2 10.0 10.4 3.3 5.8 16.9 14.5 5.2 10.7 8.3 3.4 6.0 18.3 8.7 4.6 11.5 15.0 6.3 10.0 14.1 20.0

7B+ Models

Qwen2.5-Coder-Instruct 7B 8.4 11.4 4.7 8.3 3.0 6.2 15.7 8.6 14.7 8.3 10.2 7.5 13.8 4.3 1.5 16.4 8.3 11.1 8.6 0.0 3.3
Meta-Llama-3-Instruct 8B 3.0 2.9 4.5 3.3 2.9 0.0 3.6 0.0 8.0 6.7 1.7 0.0 0.0 4.3 0.0 9.8 1.7 0.0 7.1 0.0 1.7
Meta-Llama-3.1-Instruct 8B 5.4 7.1 10.4 3.3 11.6 0.0 7.2 1.7 5.3 3.3 1.7 6.0 3.3 8.7 3.1 9.8 1.7 6.3 4.3 1.6 10.0
Yi-Coder-Chat 9B 8.7 25.7 9.4 5.0 9.1 4.6 10.8 5.2 12.0 11.7 1.7 16.4 6.9 5.8 4.6 14.8 5.0 3.2 5.7 7.8 5.0

20B+ Models

Codestral-v0.1 22B 16.2 21.4 19.4 10.0 21.7 6.2 31.3 12.1 20.0 18.3 6.8 16.4 20.0 7.2 10.8 32.8 8.3 20.6 14.3 12.5 6.7
Qwen2.5-Instruct 32B 19.4 28.6 25.4 10.0 23.2 9.2 34.9 12.1 24 18.3 10.2 26.9 30.0 11.6 10.8 32.8 13.3 25.4 14.3 9.4 10.0
Qwen2.5-Coder-Instruct 32B 23.6 30.0 25.0 13.3 31.8 15.4 37.3 22.4 28.0 16.7 11.9 31.3 29.3 18.8 21.5 36.1 36.7 28.6 20.0 4.7 6.7
DS-Coder-Instruct 33B 12.3 14.3 15.6 0.0 15.2 6.2 15.7 12.1 22.7 8.3 6.8 11.9 27.6 10.1 10.8 24.6 6.7 17.5 11.4 4.7 1.7
Qwen2.5-Instruct 72B 17.6 28.6 16.4 13.3 18.8 7.7 25.3 19.0 26.7 15.0 8.5 20.9 28.3 13.0 6.2 26.2 21.7 22.2 12.9 7.8 10.0
DS-Coder-V2.5 21/236B 19.2 21.4 17.2 11.7 16.7 13.8 32.5 19.0 29.3 18.3 5.1 13.4 20.0 8.7 15.4 37.7 15.0 23.8 25.7 17.2 15.0
xDebugGen (Our Method) 7B 2.3 2.9 4.7 3.3 4.5 0.0 1.2 6.9 8.0 0.0 0.0 0.0 0.0 1.4 3.1 4.9 0.0 0.0 2.9 0.0 1.7

Table 4: Accuracy of different models for Bug Identification tasks on MDEVAL. The underlined numbers are the
best scores for each language. “Avgall” represents the average accuracy of all code languages.

Model Size Avgall C C# CLISP CPP F# Go HTML JS Java Json Julia MD PHP Pascal Python R Ruby Rust Scala Swift

Closed-Source Models

o1-preview µ 64.9 72.9 50.7 30.0 62.3 60.0 49.4 74.1 72.0 66.7 79.7 74.6 50.0 79.7 55.4 86.9 71.7 66.7 54.3 71.9 73.3
o1-mini µ 68.1 78.6 65.7 41.7 63.8 67.7 47.0 69.0 81.3 71.7 67.8 76.1 53.3 84.1 60.0 78.7 78.3 79.4 60.0 73.4 66.7
GPT-4o-240806 µ 56.1 60.0 53.1 30.0 54.5 61.5 47.0 65.5 65.3 60.0 62.7 50.7 46.7 58.0 53.8 63.9 61.7 66.7 55.7 57.8 48.3
GPT-4o-mini-240718 µ 36.8 51.4 28.1 23.3 25.8 32.3 37.3 58.6 54.7 36.7 45.8 20.9 40.0 30.4 26.2 44.3 36.7 50.8 37.1 23.4 31.7
Claude-3.5-sonnet-240620 µ 62.9 74.3 62.5 61.7 60.6 50.8 59.0 67.2 73.3 63.3 69.5 71.6 55.0 60.9 58.5 68.9 68.3 58.7 58.6 57.8 56.7
Claude-3.5-sonnet-241022 µ 64.2 67.1 60.9 58.3 59.1 55.4 59.0 69.0 73.3 56.7 72.9 73.1 65.0 60.9 66.2 68.9 76.7 55.6 67.1 57.8 61.7

1B+ Models

Qwen2.5-Instruct 1.5B 22.8 22.9 40.3 13.3 21.7 9.2 26.5 8.6 26.7 36.7 16.9 34.3 21.7 15.9 21.5 19.7 30.0 12.7 24.3 15.6 33.3
OpenCoder-Instruct 1.5B 10.5 1.4 17.9 10.0 5.8 6.2 16.9 5.2 25.3 13.3 8.5 10.4 8.3 14.5 15.4 6.6 1.7 6.3 14.3 7.8 8.3
Qwen2.5-Instruct 3B 21.4 30.0 14.9 16.7 13.0 23.1 18.1 29.3 21.3 31.7 27.1 19.4 21.7 20.3 20.0 36.1 26.7 17.5 12.9 23.4 8.3

7B+ Models

Qwen2.5-Coder-Instruct 7B 26.8 42.9 21.9 16.7 27.3 23.1 31.3 8.6 32.0 33.3 32.2 25.4 10.3 23.2 32.3 41.0 18.3 36.5 28.6 31.2 13.3
Meta-Llama-3-Instruct 8B 7.8 8.6 6.0 3.3 5.8 1.5 10.8 12.1 10.7 11.7 18.6 6.0 18.3 4.3 3.1 3.3 1.7 6.3 11.4 10.9 1.7
Meta-Llama-3.1-Instruct 8B 7.0 7.1 9.0 10.0 5.8 3.1 12.0 17.2 0.0 6.7 27.1 4.5 13.3 2.9 1.5 3.3 3.3 0.0 8.6 7.8 0.0
Yi-Coder-Chat 9B 29.5 42.9 40.6 20.0 34.8 29.2 22.9 0.0 60.0 40.0 18.6 28.4 1.7 42.0 30.8 6.6 26.7 36.5 35.7 25.0 33.3

20B+ Models

Codestral-v0.1 22B 43.6 52.9 41.8 35.0 44.9 43.1 42.2 32.8 62.7 48.3 32.2 53.7 20.0 50.7 43.1 60.7 40.0 47.6 38.6 42.2 31.7
Qwen2.5-Instruct 32B 58.4 68.6 50.7 33.3 65.2 55.4 49.4 75.9 65.3 60.0 66.1 68.7 53.3 56.5 50.8 62.3 68.3 61.9 58.6 51.6 46.7
Qwen2.5-Coder-Instruct 32B 59.4 81.4 50.0 46.7 65.2 64.6 63.9 13.8 72.0 68.3 52.5 68.7 12.1 66.7 55.4 73.8 85.0 63.5 60.0 59.4 50.0
DS-Coder-Instruct 33B 17.8 28.6 12.5 8.3 19.7 16.9 20.5 1.7 38.7 33.3 8.5 20.9 3.4 13.0 12.3 1.6 10.0 27.0 31.4 15.6 21.7
Qwen2.5-Instruct 72B 57.4 74.3 44.8 43.3 44.9 66.2 55.4 65.5 64.0 68.3 61.0 67.2 45.0 50.7 47.7 68.9 61.7 60.3 50.0 59.4 50.0
DS-Coder-V2.5 21/236B 52.3 75.7 50.0 28.3 56.1 40.0 54.2 63.8 64.0 68.3 59.3 44.8 43.3 58.0 27.7 70.5 53.3 34.9 47.1 57.8 46.7
xDebugGen (Our Method) 7B 18.7 30.0 21.9 3.3 15.2 10.8 20.5 8.6 30.7 36.7 28.8 23.9 8.6 18.8 15.4 13.1 5.0 33.3 20.0 15.6 6.7

Table 5: Accuracy of different models for Bug Localization tasks on MDEVAL. The underlined numbers are the
best scores for each language. “Avgall” represents the average scores of all code languages.

bLk and the buggy code cLk with only a few minor390

differences between them. The correct code and391

buggy code are listed in a random order to feed into392

LLM for distinguishing the buggy code. Figure 8393

displays the accuracy for code review tasks. The394

results show that closed-source models still signifi-395

cantly outperform open-source models in the code396

review task. The closed-source models demon-397

strate a strong ability to understand complex code398

logic, achieving an accuracy rate of approximately399

90%. In contrast, the smaller open-source model400

exhibits significant challenges, with an accuracy401

rate of around 50%. This disparity underscores402

the limitations of the current open-source model in403

effectively interpreting intricate coding patterns.404

Effect of Bug Location for APR In previous405

studies, bug localization has been regarded as the406

first step in program repair, playing a critical role.407

To verify whether the bug location information can408

also have a positive impact when using large lan-409

guage models for automated program repair, we410

designed and conducted a series of comparative411

experiments, as shown in Figure 9. We test two 412

scenarios: providing the bug location information 413

and not providing it and task the model with repair- 414

ing buggy code in both cases. The results indicate 415

that providing the bug location information sig- 416

nificantly improves Pass@1 scores of automated 417

program repair. However, our prior experimental 418

results reveal that for LLMs, the difficulty of the 419

bug localization task is notably higher than that 420

of the automated program repair task. Therefore, 421

improving the bug localization capabilities of the 422

model is essential for enhancing its overall auto- 423

mated program repair performance. 424

5 Related Work 425

The rapid progress of large language mod- 426

els(OpenAI, 2023; Touvron et al., 2023b; AI, 2024; 427

Bai et al., 2023; Yang et al., 2024a) has enabled 428

complex code-related tasks. Early models like 429

BERT(Devlin et al., 2019) and GPT (Radford et al., 430

2018), trained on billions of code snippets, focused 431

on code understanding and generation (Chen et al., 432
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(a) Buggy code with example test cases
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Figure 6: Two additional automated program repair
settings are designed to simulate realistic user queries.
Part (a) presents results for the scenario where models
are provided with buggy code along with example test
cases, while Part (b) illustrates results for the scenario
where only the buggy code is provided to the models.
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Figure 7: Performance of models on the automated
program repair task across error types.
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Figure 8: Accuracy of different models for Code Review
tasks on MDEVAL.

2021; Feng et al., 2020; Scao et al., 2022; Li et al.,433

2022; Wang et al., 2021; Allal et al., 2023). Re-434

cent advances in domain-specific pre-training and435

instruction fine-tuning (Zheng et al., 2024a; Yue436

et al., 2024) have enhanced models like CodeL-437

lama (Rozière et al., 2023) and WizardCoder (Luo438

et al., 2023), achieving strong performance in code439

completion, synthesis, and repair.440
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Figure 9: Comparison of the Pass@1 (%) scores with
only the buggy code provided versus when additional
bug location information is supplied.

LLMs have also gained popularity for automatic 441

program debugging, a critical task for bug detec- 442

tion, vulnerability identification (Pradel and Sen, 443

2018; Allamanis et al., 2021), fuzz testing (Deng 444

et al., 2023; Xia et al., 2024), and program re- 445

pair (Wen et al., 2024; Gu et al., 2024). Bench- 446

mark tests, such as DebugBench (Tian et al., 2024) 447

and DebugEval (Yang et al., 2024c), assess LLM 448

debugging capabilities across error categories and 449

tasks. However, these focus on 1-3 languages, ne- 450

glecting language-specific errors. To fill this gap, 451

we propose MDEVAL, a comprehensive debugging 452

benchmark for 20 languages to evaluate LLM per- 453

formance from a broader perspective. 454

6 Conclusion 455

In this work, we introduce MDEVAL of instruction 456

corpora MDEVAL-INSTRUCT, evaluation bench- 457

mark, and a strong baseline xDebugCoder, where 458

the benchmark includes automated program repair 459

(APR), bug localization (BL), and bug identifica- 460

tion (BI) of 20 programming languages (total 3.9K 461

samples), aiming to assess the debugging capabil- 462

ities of large language models (LLMs) in multi- 463

lingual environments. Further, we propose xDe- 464

bugGen to construct a multilingual debugging in- 465

struction corpus, where we inject the bugs into the 466

query or answer to create the pair of the buggy code 467

and correct code. Based on MDEVAL-INSTRUCT, 468

we develop xDebugCoder, a multilingual LLM for 469

debugging in a wide range of programming lan- 470

guages as a strong baseline. Through extensive 471

experiments, this paper reveals a substantial perfor- 472

mance gap between open-source and closed-source 473

LLMs, underscoring the need for further improve- 474

ments in multilingual code debugging. In the fu- 475

ture, we will continue expanding the number of 476

languages in MDEVAL. 477
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Limitations478

Language Coverage. Although MDEVAL cov-479

ers 20 programming languages, there are still many480

languages not included, particularly those that are481

less commonly used or have niche applications. Ex-482

panding the benchmark to include more languages483

would provide a more comprehensive evaluation of484

multilingual debugging capabilities.485

Real-world Applicability. While MDEVAL aims486

to simulate realistic debugging scenarios, the tasks487

and data may not fully capture the complexity and488

variability of real-world software development. In-489

corporating more diverse and complex real-world490

projects into the benchmark could improve its ap-491

plicability and relevance.492

Instruction Tuning Data. The instruction cor-493

pora MDEVAL-INSTRUCT used for fine-tuning494

the baseline model xDebugCoder is generated by495

LLM-based bug injection. While this approach has496

shown promise, the quality and diversity of the gen-497

erated data could be further improved. Exploring498

alternative methods for generating high-quality in-499

struction data, such as leveraging more advanced500

LLMs or incorporating feedback from real-world501

debugging sessions, could enhance the effective-502

ness of the instruction tuning process.503

Ethical Considerations504

Potential Risks505

MDEVAL, as evaluation tools, can comprehen-506

sively assess the capability of large language mod-507

els in debugging tasks across a wide range of pro-508

gramming languages, thereby advancing the devel-509

opment of large language models in this domain.510

However, improper or erroneous use of MDEVAL511

may pose significant risks, such as incorrect pro-512

gram analysis and faulty program repair, which513

could even lead to severe consequences such as pro-514

gram crashes or operating system failures. There-515

fore, to ensure the security and reliability of the516

evaluation process, we strongly recommend using517

MDEVAL within a sandbox environment. Such an518

environment can effectively isolate potential sys-519

tem risks, ensuring the accuracy and safety of the520

evaluation.521
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A Human Annotation902

To construct the massively multilingual code de-903

bugging benchmark MDEVAL, we designed and904

implemented a comprehensive and systematic hu-905

man annotation process to ensure the accuracy,906

consistency, and high quality of multilingual code907

samples. This process strictly adheres to carefully908

formulated annotation guidelines and incorporates909

multiple quality control mechanisms.910

We recruited 13 computer science graduates as911

multilingual debugging annotators, all of whom are912

proficient in at least one programming language913

and possess a solid foundation in computer science.914

Prior to the formal annotation process, annotators915

underwent systematic training on annotation meth-916

ods, covering core tasks such as problem definition,917

solution design, and buggy code generation.918

Our annotation training guidelines focus on the919

following key aspects:920

• Standardized Format: We provide detailed921

annotation examples and templates for 20 pro-922

gramming languages. Annotators must strictly923

adhere to a standardized format throughout924

the annotation process to ensure data consis-925

tency and reusability.926

• Accessibility: All annotation reference data927

are sourced from open-source materials that928

allow free use and distribution, ensuring com-929

pliance with academic research purposes and930

relevant legal and ethical requirements.931

• Difficulty Classification: We establish a de-932

tailed difficulty classification guideline for933

each programming language. Annotators934

must categorize each problem according to935

complexity, error type, and problem scale, as-936

signing an appropriate difficulty level (e.g.,937

easy, middle, hard) following the guidelines.938

• Self-Containment: Annotators must ensure939

that each problem description is complete and940

unambiguous, containing all necessary infor-941

mation for problem-solving. Provided exam-942

ple inputs and outputs must be accurate, the943

generated buggy code must be ensured to fail944

execution correctly, and the reference solu-945

tion must pass all test cases. Additionally, test946

cases should comprehensively cover various947

boundary conditions and exceptional scenar-948

ios.949

To maintain annotation quality and incentivize 950

annotators, we offered a compensation of approx- 951

imately $6 per problem. Moreover, we provided 952

annotators with a comfortable working environ- 953

ment, free meals, souvenirs, and high-performance 954

computing equipment. A total of approximately 955

1,300 problems were annotated, with additional 956

annotators hired for quality inspection, leading to 957

a total cost of around $5,000. Quality inspection 958

tasks included bug identification, bug localization, 959

and code review. 960

A.1 Quality Control 961

To ensure the high quality of the MDEVAL, we 962

implemented a rigorous quality control mechanism. 963

First, annotators were required to evaluate the anno- 964

tated code based on four core criteria: problem dif- 965

ficulty, ambiguity, error type, and solvability. Sec- 966

ond, we adopted a dual verification system, where 967

each code snippet was independently annotated by 968

at least two annotators to minimize subjective bias 969

and human errors. In cases of disagreement, res- 970

olution was achieved through discussion or by a 971

senior annotator making the final decision. 972

To further ensure the reliability of the bench- 973

mark, we employed three volunteers to assess 974

whether MDEVAL achieved a correctness rate of at 975

least 90% and to correct any errors, thereby guar- 976

anteeing the accuracy of the annotations. 977

B Experiment Detail 978

xDebugCoder Training Corpora. The training 979

corpora consist of our debugging dataset MDEVAL- 980

INSTRUCT, which contains 16K samples, and the 981

Magicoder-Instruct code generation dataset (Wei 982

et al., 2023), comprising 180K samples. This com- 983

bination ensures that the model possesses a funda- 984

mental capability to follow instructions for basic 985

code tasks. We apply data decontamination be- 986

fore training our xDebugGen. Following Li et al. 987

(2023); Wei et al. (2023), we adopt the N-gram ex- 988

act match decontamination method with MDEVAL, 989

HumanEval (Chen et al., 2021), MultiPL-E (Cas- 990

sano et al., 2023), MBPP (Austin et al., 2021). 991

xDebugCoder Optimization. Our model, xDe- 992

bugCoder, based on Qwen2.5-Coder-7B, is trained 993

for 3 epochs using a cosine scheduler, starting at a 994

learning rate of 5× 10−5 with 3% of total training 995

steps for warmup. We utilize AdamW (Loshchilov 996

and Hutter, 2017) as the optimizer; the batch size 997

is set to 1024, with a maximum sequence length 998
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of 2048. All experiments are performed with 8999

NVIDIA A800-80GB GPUs.1000

Code LLMs. We evaluate 40 popular models,1001

both closed-source and open-source (sizes rang-1002

ing from 1.3B to 605B parameters). For general1003

models, we evaluate GPTs (OpenAI, 2023) (GPT4-1004

o, GPT4-o-mini), Claude-3.5 (Anthropic, 2023).1005

For code models, we test Qwen2.5-Coder (Hui1006

et al., 2024), DeepSeekCoder (DS-Coder) (Guo1007

et al., 2024a), CodeLlama (Rozière et al., 2023),1008

and Codegemma (Gemma Team, 2024). Further-1009

more, we fine-tune the Qwen2.5-Coder-7B to pro-1010

vide a baseline model xDebugCoder for reference.1011

For closed-source models, the responses are gener-1012

ated by the official API. For the open-source mod-1013

els, we perform inference on all models using the1014

vLLM (Kwon et al., 2023) framework. All models1015

adopt a greedy decoding strategy during inference,1016

the temperature is set to 0, and the maximum gen-1017

eration length is 4096.1018

C Related Work1019

Code Large Language Model. With the1020

rapid advancement of large language mod-1021

els(LLMs) (OpenAI, 2023; Touvron et al., 2023b;1022

AI, 2024; Bai et al., 2023; Yang et al., 2024a), solv-1023

ing complex code-related tasks has become increas-1024

ingly feasible, leading to the emergence of numer-1025

ous Code LLMs. Early studies utilized models like1026

BERT (Devlin et al., 2019) or GPT (Radford et al.,1027

2018) as backbones, trained on billions of code1028

snippets to enable tasks involving code understand-1029

ing and generation (Chen et al., 2021; Feng et al.,1030

2020; Scao et al., 2022; Li et al., 2022; Wang et al.,1031

2021; Allal et al., 2023). Recently, advancements1032

in domain-specific pre-training and instruction fine-1033

tuning techniques (Zheng et al., 2024a; Yue et al.,1034

2024) have led to extensive efforts in fine-tuning1035

models on large-scale code corpora and crafting1036

code-related task instructions (Rozière et al., 2023;1037

Zheng et al., 2023; Luo et al., 2023; Muennighoff1038

et al., 2023; Gemma Team, 2024; Zheng et al.,1039

2024b; Guo et al., 2024a; Wei et al., 2023; Sun1040

et al., 2024; Lozhkov et al., 2024; Jiang et al., 2023;1041

Hui et al., 2024; Wang et al., 2024a; Deng et al.,1042

2024; Liu et al., 2024). These models demonstrate1043

remarkable performance in tasks like code comple-1044

tion, synthesis, and program repair.1045

Debugging with Large Language Models. Au-1046

tomatic program debugging holds substantial prac-1047

tical value. With the emergence of LLM capabili- 1048

ties, a growing number of individuals are utilizing 1049

LLMs for code debugging, leading to extensive 1050

research in this field. Code Debugging includes 1051

serval tasks such as bug or vulnerability detec- 1052

tion (Pradel and Sen, 2018; Allamanis et al., 2021; 1053

Yuan et al., 2023; Zhang et al., 2024; Zhong et al., 1054

2024), fuzz test (Deng et al., 2023; Xia et al., 2024; 1055

Yang et al., 2024b), program repair (Wen et al., 1056

2024; Lin et al., 2017; Zhang et al., 2023; Prenner 1057

and Robbes, 2023; Gu et al., 2024; Tambon et al., 1058

2024; Wang et al., 2024b), GitHub issues auto re- 1059

solving (Jimenez et al., 2023; Chen et al., 2024; 1060

Tao et al., 2024). To effectively assess the code 1061

debugging capabilities of LLMs, several bench- 1062

mark tests have been introduced (Prenner et al., 1063

2022; Sobania et al., 2023; Xia and Zhang, 2023; 1064

Zhang et al., 2023; Tian et al., 2024; Yang et al., 1065

2024c). Notably, DebugBench (Tian et al., 2024) 1066

provides a comprehensive classification of error 1067

types and analyzes the debugging capabilities of 1068

LLMs based on these categories. Similarly, De- 1069

bugEval (Yang et al., 2024c) has designed various 1070

debugging-related tasks to evaluate LLM perfor- 1071

mance across different task dimensions. However, 1072

these studies focus on 1 to 3 languages. In real- 1073

ity, there are significant differences in code errors 1074

between languages, leading to numerous language- 1075

specific errors. To address this gap, we propose 1076

MDEVAL, a comprehensive code debugging bench- 1077

mark covering 20 languages, aiming to assess LLM 1078

debugging capabilities from a broader perspective. 1079
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