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ABSTRACT

A significant obstacle to the development of new image completion models is the lack of a standardized evaluation metric that reflects human judgement. Recent work has proposed the use of human evaluation for image synthesis models, allowing for a reliable method to evaluate the visual quality of generated images. However, there does not yet exist a standardized human evaluation protocol for image completion. In this work, we propose such a protocol. We also provide experimental results of our evaluation method applied to many of the current state-of-the-art generative image models and compare these results to various automated metrics. Our evaluation yields a number of interesting findings. Notably, GAN-based image completion models are outperformed by autoregressive approaches.

1 INTRODUCTION

Image completion is a form of image generation in which a set of missing pixels within an image are filled in by a generative model conditioned on the visible pixels. It is an important problem in machine learning and has a wide range of real-world applications, including photo repair, content-aware filling, and denoising. Image completion also acts as a useful proxy task to measure the progress of generative image models in general, as it is much easier to detect problems such as mode collapse or memorization in image completion models than in image synthesis models.

Over the past few years, an increasing number of image completion models based on GAN and autoregressive architectures have been released. But how do we best evaluate and compare these models? This question is of critical importance for measuring current progress and informing future research. Despite the development of a plethora of new models, there does not yet exist a standardized evaluation method appropriate for the task of image completion.

Reconstruction error metrics—such as $l_1$ error, $l_2$ error and peak signal-to-noise ratio (PSNR)—are commonly used, but are a poor method to evaluate such models. There may be many different valid ways to complete an image other than the original content, and these metrics only judge how well a model recreates the missing portion of an image in its original state.

Image synthesis models are often compared using automatic metrics based on deep networks features, such as the Frechet Inception Distance (Heusel et al., 2017) and the Inception Score (Salimans et al., 2016). Such techniques have been adapted to provide alternative metrics applicable to image completion (Zhang et al., 2018), but the use of deep networks to evaluate models is flawed in a number of ways. Not only can deep networks diverge considerably from human perception, as evidenced by their failures on adversarial examples (Nguyen et al., 2015), but the evaluation results can vary substantially depending on the architecture of the evaluation model and the dataset on which it was trained (Barratt & Sharma, 2018).

For these reasons it has been well recognized that there does not yet exist a satisfactory automatic procedure for generative model evaluation—particularly in the case of image completion—and that the gold standard remains human assessment. While it is common to use crowdsourcing platforms such as Amazon Mechanical Turk to evaluate models, these evaluations are usually ad-hoc and do not allow for a direct comparison of different models. Recent work has attempted to standardize human evaluation for image synthesis models and provide an easy to use benchmark. In particular, the HYPE protocol (Zhou et al., 2019) accepts a set of fully synthetic images, randomly mixes them with real images taken from the models training set, and asks humans on crowdsourcing platforms
to rate each image as real or fake. The HYPE score of a model measures how often the generated images are rated as real by humans.

However, HYPE is not well suited to evaluating image completion models. As it does not provide standardized image masks to define the regions to complete, it is not possible to guarantee a fair and consistent score when applied to image completion. Additionally, due to the fact that HYPE does not define a standardized test set on which to perform completions and selects comparison images randomly from the training set, it is not possible to directly compare models on a per-image basis.

Our two main contributions are as follows. First, we develop a modified version of HYPE, called “HYPE-Completion (HYPE-C)”, that resolves these issues and makes it possible to apply HYPE to image completion models. Second, we use HYPE-C to benchmark a number image completion models, well-known GAN architectures which we modify to perform image completion, and autoregressive models which are able to perform image completion out-of-the-box, in order to create a baseline for future work. We evaluate the models at different image resolutions on commonly used datasets, including FFHQ (Karras et al., 2019), CUB (Wah et al., 2011), LSUN-Bedrooms (Yu et al., 2015), and Stanford Cars (Krause et al., 2013). On each dataset, all models are evaluated on the same test split that is disjoint from the training images.

Additionally, our HYPE-C evaluation reveals a number of interesting findings. First, state-of-the-art GAN-based image synthesis models modified to perform image completion often outperform models designed for image completion from the ground up. Second, GAN-based image completion methods are substantially outperformed by autoregressive image completion. Third, high quality image completion remains difficult for all of our evaluated methods across datasets, with the only exception of faces at lower resolutions. Finally, that a model trained to predict human evaluations directly can outperform previous automatic evaluation methods, but is still not a reasonable approximation of human judgement.

2 Related Work

2.1 Per-Pixel Perceptual Metrics

Image completion models are often evaluated using simple perceptual or reconstruction error metrics. These include metrics such as $l_1$ or $l_2$ error, as well as peak signal-to-noise ratio (PSNR) and the structural similarity index measure (SSIM). However, while these metrics are well suited to evaluating the quality of lossy compression algorithms or similar tasks, they are unable to provide a reasonable assessment of image completion quality as they simply measure the difference between the original and partially synthetic images at the scale of individual pixels. Under these metrics, an image completion model may receive a poor score despite being able to consistently create realistic and believable images, if the completed regions diverge significantly from the original image in pixel space.

2.2 Automatic Evaluation Metrics for Generative Models

Many methods for evaluating generative image models have been proposed, particularly for unconditional GANs (Borji, 2019). As GANs are prone to overfitting and mode collapse (Arora et al., 2017; Arora & Zhang, 2017), it is important to not only evaluate the visual fidelity of generated images, but also their diversity. The most commonly used automatic evaluation metrics are the Inception Score (Salimans et al., 2016) and the Frechét Inception Distance (FID) (Heusel et al., 2017).

The Inception Score uses an Inception Net model pre-trained on ImageNet to label a large number of generated samples, and measures the KL divergence between the conditional label distribution $p(y \mid x)$ and the marginal distribution $p(y) = p(y \mid x = G(z)) dz$. Generated images with a high visual fidelity should be more easily labeled and therefore have a conditional label distribution with low entropy, while the marginal distribution should have a high entropy when the images are diverse. Therefore, the Inception Score $\exp(\mathbb{E}_x[KL(p(y \mid x) || p(y))])$ simultaneously evaluates both image
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1The supporting code used to launch HYPE-C evaluations through Amazon Mechanical Turk will be released publicly upon publication.
quality and diversity. However, the Inception Score may produce deceptive results when applied to models trained on a dataset other than ImageNet (Salimans et al., 2016; Barratt & Sharma, 2018).

The FID uses the same pre-trained Inception Net model, but does not utilize the label distributions. Instead, it embeds a set of real images and a set of generated images into the latent feature space of the Inception Net. Then, modelling the distributions of the embeddings of the real and generated images as multivariate Gaussians \( \mathcal{N}(\mu_R, \Sigma_R) \) and \( \mathcal{N}(\mu_G, \Sigma_R) \), the FID is the Frechet distance between them. FID is sensitive to both the visual quality of generated images as well as their diversity. However, it makes the strong assumption that the feature vectors follow a Gaussian distribution. Additionally, as in the case of the Inception Score, the FID may not provide accurate results when applied to models trained on datasets other than ImageNet.

Techniques similar to FID have been used for purposes other than GAN evaluation as well. Loss functions computed from the features of a pre-trained network are a key component of neural style transfer (Johnson et al., 2016; Jing et al., 2019) and are frequently used for super-resolution (Johnson et al., 2016; Ledig et al., 2017; Wang et al., 2018). Zhang et al. (2018) recently proposed adapting such techniques to create a perceptual distance metric, which outperforms classical metrics such as PSNR and SSIM in correlation with human evaluations. Although these techniques have produced impressive results in their respective domains, they are still reliant on pre-trained networks, meaning that they may produce vastly different results depending upon the specific network architecture used and the dataset on which the network was trained, and can only act as a rough approximation of how human beings perceive images.

2.3 HUMAN EVALUATION METRICS

Direct human evaluation through crowdsourcing platforms such as Amazon Mechanical Turk provides an attractive alternative, as it avoids many of the pitfalls of automatic metrics. The recently produced HYPE (HUMAN EYE PERCEPTUAL EVALUATION) benchmark (Zhou et al., 2019) standardized the process of performing human evaluations for generative image models, allowing for direct comparison. The first HYPE evaluation method, HYPE\textsubscript{time}, tasks human evaluators from Amazon Mechanical Turk with classifying a random sequence of real and fake images. Images are shown for a varying length of time, and the generative model is scored based on the average minimum length of time required for the human evaluators to reliably discern real from fake images. The second evaluation method, HYPE\textsubscript{∞}, again shows evaluators a random sequence of real and fake images, but does not limit the amount of time that each image is displayed, and scores models based on the percentage of images incorrectly classified by the evaluators (both real and fake).

3 EVALUATION METHOD

Although HYPE provides an effective standardized method to perform human evaluations of image synthesis models, it is not directly applicable to image completion. In order to adapt HYPE to the task of image completion, we must define a standardized set of test images, as well as standardized mask or set of masks to apply to the test images denoting which regions to complete.

For our modified HYPE evaluation protocol, we first select 100 random test images and 100 random comparison images from the dataset. We then mask the bottom half of the test images and use the respective image completion model to replace the masked portion, while leaving the comparison images unchanged. All 200 images are then shown in random order to each of the human evaluators, who classify each image as real or synthetic, and are given an unlimited amount of time to view each image. The model’s HYPE-C score is simply the percentage of images (both real and completed) that are misclassified by the human evaluators. In the scenario that the model produces perfect completed images, the human evaluators are no longer able to distinguish the difference between real and partially synthetic images, reaching a HYPE-C score of 50% or more. In our experiments we use 15 human evaluators for each model evaluation. The primary difference between HYPE-C and the original HYPE is the use of a standardized test set and image mask.

Note that while masking the bottom half of each image does not necessarily replicate a real-world use case, it allows us to evaluate the widest range of model architectures, and provides a useful baseline.
Quality Control: To ensure high-quality results, we follow the approach used in HYPE of requiring evaluators to pass a qualification exam. Potential evaluators are shown a random sequence of 50 real and 50 synthetic images, and must correctly classify at least 65 of the given images. Additionally, to encourage workers to remain fully focused on their given tasks, we pay evaluators a bonus of $0.02 for every correctly classified image.

4 Experiments

4.1 Datasets

We trained models on the Flickr-Faces-HQ (FFHQ) dataset (Karras et al., 2019), the Caltech-UCSD Birds-200-2011 (CUB) dataset (Wah et al., 2011), the Stanford Cars dataset (Krause et al., 2013), the LSUN-Bedroom dataset (Yu et al., 2015), and the LSUN-Cat dataset (Yu et al., 2015) at 32x32, 64x64, and 128x128 resolution.

Train and Test Split: From each dataset, we randomly selected 100 test images and 100 comparison images from the dataset’s predefined test-set if available. For datasets that did not have a predefined test-set, we generated a new train-validation-test split, with 100 test images and 100 comparison images set aside for HYPE-C evaluation. The same train-validation-test splits were used for the evaluation of all models at all resolutions.

4.2 Evaluated Models

<table>
<thead>
<tr>
<th>Inpainting Method</th>
<th>Model</th>
<th>Feasible Resolutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latent Space Search</td>
<td>StyleGAN (Karras et al., 2019)</td>
<td>32x32, 64x64, 128x128</td>
</tr>
<tr>
<td></td>
<td>ProGAN (Karras et al., 2018)</td>
<td>32x32, 64x64, 128x128</td>
</tr>
<tr>
<td></td>
<td>WGAN-GP (Gulrajani et al., 2017)</td>
<td>32x32, 64x64, 128x128</td>
</tr>
<tr>
<td>Conditional GAN</td>
<td>Conditional StyleGAN (Karras et al., 2019)</td>
<td>32x32, 64x64, 128x128</td>
</tr>
<tr>
<td></td>
<td>Conditional ProGAN (Karras et al., 2018)</td>
<td>32x32, 64x64, 128x128</td>
</tr>
<tr>
<td></td>
<td>Conditional WGAN-GP (Gulrajani et al., 2017)</td>
<td>32x32, 64x64, 128x128</td>
</tr>
<tr>
<td></td>
<td>DeepFill (Yu et al., 2020)</td>
<td>32x32, 64x64, 128x128</td>
</tr>
<tr>
<td>Autoregressive Generation</td>
<td>PixelCNN++ (Salimans et al., 2019)</td>
<td>32x32, 64x64</td>
</tr>
<tr>
<td></td>
<td>PixelSNAIL (Chen et al., 2018)</td>
<td>32x32, 64x64</td>
</tr>
<tr>
<td></td>
<td>Pixel Constrained CNN (Dupont &amp; Suresha, 2018)</td>
<td>32x32, 64x64</td>
</tr>
</tbody>
</table>

Table 1: Model Architectures

In Table 1 we list all of the tested model architectures. We evaluated a combination of both GAN-based image completion methods and autoregressive methods. The evaluated methods can be divided into three categories:

Latent Space Search: We adapt several unconditional GAN architectures to image completion using the latent space search technique proposed by Yeh et al. (2018). Given any trained GAN model, we search the latent space for an optimal latent vector, one that maximizes the discriminator score of the generated image, while minimizing the difference between the generated and the input image.

Conditional GAN Generation: We also adapt unconditional GAN architecture to perform image completion by modifying the architecture directly. We swap the latent inputs to the generator with features conditioned on the upper-half of the image, while making minimal changes to other parts of the model. More specifically, we adopt an encoder-decoder architecture as the generator, where the encoder consists of multiple convolutional layers, and the decoder is the one used in the original generator. Skip connections are made to propagate the high-resolution details from the encoder to the decoder. In terms of training objectives, in addition to the adversarial term, the generator is also trained with an image reconstruction term that minimizes the difference between the inpainted and the original image (Wang et al., 2020). Additionally, we test the DeepFill architecture (Yu et al., 2020), which is designed for image completion.
**Autoregressive Generation:** Our evaluation method can in general be directly applied to autoregressive generative models. As PixelCNN++ (Salimans et al., 2019) and PixelSNAIL (Chen et al., 2018) generate images pixel-by-pixel in raster scan order, it is not necessary to modify the model architecture to generate the bottom half of test images. Additionally, Pixel Constrained CNN (Dupont & Suresha, 2018) is an autoregressive model specifically designed for image completion and requires no modification for our evaluation.

### 4.3 Evaluation Results

<table>
<thead>
<tr>
<th>Model</th>
<th>FFHQ</th>
<th>Stanford Cars</th>
</tr>
</thead>
<tbody>
<tr>
<td>StyleGAN (Karras et al., 2019)</td>
<td>0.119</td>
<td>0.126</td>
</tr>
<tr>
<td>ProGAN (Karras et al., 2018)</td>
<td>0.303</td>
<td>0.159</td>
</tr>
<tr>
<td>WGAN-GP (Gulrajani et al., 2017)</td>
<td>0.095</td>
<td>0.164</td>
</tr>
<tr>
<td>Conditional StyleGAN (Karras et al., 2019)</td>
<td>0.453</td>
<td>0.160</td>
</tr>
<tr>
<td>Conditional ProGAN (Karras et al., 2018)</td>
<td>0.440</td>
<td>0.111</td>
</tr>
<tr>
<td>Conditional WGAN-GP (Gulrajani et al., 2017)</td>
<td>0.156</td>
<td>0.135</td>
</tr>
<tr>
<td>DeepFill (Yu et al., 2020)</td>
<td>0.259</td>
<td>0.080</td>
</tr>
<tr>
<td>PixelCNN++ (Salimans et al., 2019)</td>
<td>0.486</td>
<td>0.306</td>
</tr>
<tr>
<td>PixelSNAIL (Chen et al., 2018)</td>
<td>0.458</td>
<td>0.293</td>
</tr>
<tr>
<td>Pixel Constrained CNN (Dupont &amp; Suresha, 2018)</td>
<td>0.200</td>
<td>0.166</td>
</tr>
</tbody>
</table>

Table 2: HYPE-C scores of different models on FFHQ and Stanford Cars at 32x32 resolution.

In order to identify and filter out models that are not capable of higher resolution image generation, we first performed an initial set of evaluations of all model architectures on the FFHQ and Stanford Cars datasets at 32x32 resolution, the results of which can be seen in Table 2. Autoregressive methods in particular are often unable to cope with high resolution image generation. On the other hand, autoregression and conditional GAN models achieve the best results. For a qualitative comparison of images completed by the selected models, see Figure 1.

Based on these initial results, we selected four top-performing model architectures (ProGAN, Con-StyleGAN, Con-ProGAN, and PixelCNN++), including at least one model from each category of image inpainting methods. We then evaluated these models on the remaining datasets and resolutions (Table 3). Figure 2, 3 show qualitative examples. More are provided in appendix.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Dataset</th>
<th>ProGAN</th>
<th>Con-StyleGAN</th>
<th>Con-ProGAN</th>
<th>PixelCNN++</th>
</tr>
</thead>
<tbody>
<tr>
<td>32x32</td>
<td>FFHQ</td>
<td>0.030</td>
<td>0.453</td>
<td>0.440</td>
<td>0.486</td>
</tr>
<tr>
<td></td>
<td>Stanford Cars</td>
<td>0.159</td>
<td>0.160</td>
<td>0.111</td>
<td>0.306</td>
</tr>
<tr>
<td></td>
<td>CUB</td>
<td>0.331</td>
<td>0.399</td>
<td>0.377</td>
<td>0.376</td>
</tr>
<tr>
<td></td>
<td>LSUN-Bedroom</td>
<td>0.387</td>
<td>0.310</td>
<td>0.415</td>
<td>0.465</td>
</tr>
<tr>
<td></td>
<td>LSUN-Cat</td>
<td>0.353</td>
<td>0.403</td>
<td>0.407</td>
<td>0.461</td>
</tr>
<tr>
<td>64x64</td>
<td>FFHQ</td>
<td>0.123</td>
<td>0.307</td>
<td>0.374</td>
<td>0.369</td>
</tr>
<tr>
<td></td>
<td>Stanford Cars</td>
<td>0.088</td>
<td>0.086</td>
<td>0.138</td>
<td>0.239</td>
</tr>
<tr>
<td></td>
<td>CUB</td>
<td>0.122</td>
<td>0.156</td>
<td>0.303</td>
<td>0.337</td>
</tr>
<tr>
<td></td>
<td>LSUN-Bedroom</td>
<td>0.245</td>
<td>0.303</td>
<td>0.352</td>
<td>0.283</td>
</tr>
<tr>
<td></td>
<td>LSUN-Cat</td>
<td>0.129</td>
<td>0.368</td>
<td>0.317</td>
<td>0.374</td>
</tr>
<tr>
<td>128x128</td>
<td>FFHQ</td>
<td>0.077</td>
<td>0.218</td>
<td>0.298</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Stanford Cars</td>
<td>0.047</td>
<td>0.084</td>
<td>0.050</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>CUB</td>
<td>0.106</td>
<td>0.146</td>
<td>0.167</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>LSUN-Bedroom</td>
<td>0.087</td>
<td>0.214</td>
<td>0.269</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>LSUN-Cat</td>
<td>0.109</td>
<td>0.252</td>
<td>0.227</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 3: Full results for ProGAN, Con-StyleGAN, Con-ProGAN, and PixelCNN++.
There are a few notable aspects of these results. First, our modified GAN architectures are able to outperform models designed for image completion. Second, PixelCNN++ outperforms all of the other models on every dataset at both 32x32 and 64x64 resolution. Third, even at these low resolutions, the evaluated models perform poorly on all datasets, with the exception of FFHQ at 32x32 resolution. The current state-of-the-art unconditional GAN models are capable of generating realistic images at a resolution of 1024x1024 or higher (Karras et al., 2019; 2018), yet perform poorly when they are tasked with completing half of a low resolution image.

Figure 1: Qualitative comparison between different methods at 32x32 resolution. More results can be found in the appendix.

Figure 2: Qualitative results at 64x64 resolution.

Figure 3: Qualitative results at 128x128 resolution.

4.4 Comparison with Automatic Metrics

We compare FID scores with HYPE-C for each of our evaluated models in Figure 4 in order to determine how well corresponds to human perception. To evaluate an unconditional GAN model, one would usually generate a large set of synthetic images and then compute the FID between that set and the model’s training set. Since we are evaluating image completion models, we complete a subset of the training set and compute the FID between it and the full unmodified training set. We complete the same subset of images when evaluating all models at all resolutions.
Since we are performing image completions, we are limited to generating a set of samples of equal size to the training set with which to compute activation statistic. This is particularly problematic with smaller datasets such as Stanford Cars and CUB, where the training set may have only a few thousand images. Due to the increased computational cost of image completion compared to image generation, we also limit the size of our samples to at most 10,000 images per dataset.

It is clear from the figure that the evaluations of model performance using FID and HYPE-C do not coincide. This is not entirely unexpected, as \( \text{HYPE}_\text{time} \) and \( \text{HYPE}_\infty \) scores were shown to be uncorrelated with FID by Zhour et al. (Zhou et al., 2019). However, FID measures both image quality and diversity, while \( \text{HYPE}_\text{time} \) and \( \text{HYPE}_\infty \) only measure image quality, making it somewhat of an unfair comparison. Since HYPE-C evaluates models based on their ability to complete a set of images representative of the target distribution, it is sensitive to image diversity, and we can much more directly compare our results with FID.

We use Spearman rank correlation coefficients to determine how strongly FID correlates with HYPE-C scores across all models at each resolution. We also measure the correlation between the human evaluations on individual images and four different perceptual metrics – perceptual distance (Zhang et al., 2018), peak signal-to-noise ratio (PSNR), the structural similarity index (SSIM), and mean squared error (MSE). The results can be found in Table 4. A value of \( \rho = \pm 1 \) indicates a perfect positive or negative correlation, while a value of \( \rho = 0 \) indicates no correlation. We see that FID is nearly completely uncorrelated with HYPE-C, while the perceptual metrics achieve no more than a weak correlation with human evaluations.

![Figure 4: FID vs HYPE-C Scores](image)

<table>
<thead>
<tr>
<th>Metric</th>
<th>32x32</th>
<th>64x64</th>
<th>128x128</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \rho )</td>
<td>( p )</td>
<td>( \rho )</td>
</tr>
<tr>
<td>FID</td>
<td>-0.003</td>
<td>0.991</td>
<td>-0.052</td>
</tr>
<tr>
<td>Perceptual Distance</td>
<td>-0.342</td>
<td>0.00</td>
<td>-0.322</td>
</tr>
<tr>
<td>PSNR</td>
<td>0.133</td>
<td>0.00</td>
<td>0.196</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.278</td>
<td>0.00</td>
<td>0.373</td>
</tr>
<tr>
<td>MSE</td>
<td>-0.133</td>
<td>0.00</td>
<td>-0.196</td>
</tr>
</tbody>
</table>

Table 4: Spearman Rank Correlation Coefficients of human evaluations and automatic metrics
4.5 Human Score Predictor

We attempt to create an automatic evaluation metric in a way similar to the perceptual distance metric (Zhang et al., 2018). We created training, validation, and test sets using the full set of completed image from our earlier experiments labeled by their individual average human HYPE-C score. We then trained multiple model architectures to predict the human ratings of the completed images.

We tested a variety of core CNN architectures, including Inception Net, AlexNet, ResNet, and VGG. For each architecture, we replaced the final classification layer with a small fully connected network. To prevent over-training, we used early stopping triggered by a stalled validation score. We tested one version of each model where the core CNN weights are held constant, and one where the core CNN is fine-tuned. The results can be found in Table 5 and Table 6.

<table>
<thead>
<tr>
<th>Model</th>
<th>$l_1$ Error</th>
<th>$\rho$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inception Net V3</td>
<td>0.145</td>
<td>0.764</td>
<td>0.00</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.186</td>
<td>0.637</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>0.158</td>
<td>0.728</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>0.143</td>
<td>0.766</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>0.141</td>
<td>0.778</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>0.136</td>
<td>0.784</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-152</td>
<td>0.132</td>
<td>0.795</td>
<td>0.00</td>
</tr>
<tr>
<td>VGG-11</td>
<td>0.183</td>
<td>0.642</td>
<td>0.00</td>
</tr>
<tr>
<td>VGG-13</td>
<td>0.183</td>
<td>0.631</td>
<td>0.00</td>
</tr>
<tr>
<td>VGG-16</td>
<td>0.179</td>
<td>0.648</td>
<td>0.00</td>
</tr>
<tr>
<td>VGG-19</td>
<td>0.182</td>
<td>0.640</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>$l_1$ Error</th>
<th>$\rho$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inception Net V3</td>
<td>0.142</td>
<td>0.773</td>
<td>0.00</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.162</td>
<td>0.704</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>0.139</td>
<td>0.783</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>0.139</td>
<td>0.772</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>0.140</td>
<td>0.771</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>0.141</td>
<td>0.774</td>
<td>0.00</td>
</tr>
<tr>
<td>ResNet-152</td>
<td>0.138</td>
<td>0.777</td>
<td>0.00</td>
</tr>
<tr>
<td>VGG-11</td>
<td>0.143</td>
<td>0.764</td>
<td>0.00</td>
</tr>
<tr>
<td>VGG-13</td>
<td>0.160</td>
<td>0.710</td>
<td>0.00</td>
</tr>
<tr>
<td>VGG-16</td>
<td>0.207</td>
<td>0.523</td>
<td>0.00</td>
</tr>
<tr>
<td>VGG-19</td>
<td>0.215</td>
<td>0.517</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 5: Score prediction using pre-trained networks as feature extractors.

Table 6: Score prediction with fine-tuning of feature extraction networks.

While these results are a substantial improvement over the automatic metrics we have previously discussed, our score predictor models are not necessarily sufficient to act as a replacement for evaluation by real humans. They will also be vulnerable to the same issues as other metrics based on neural network features, namely that they may produce deceiving results when applied to other datasets, and may have certain “blindspots” with respect to specific images i.e. adversarial examples.

5 Conclusion

In this work we introduced HYPE-C, a modified form of HYPE capable of evaluating image completion models. We provided both qualitative and quantitative experimental results of HYPE-C applied to a variety of image completion models, forming a baseline for comparison. We showed that well-known GAN-based image synthesis models modified to perform image completion can outperform more complex methods in our setting and that autoregressive models can often outperform GANs in terms of human evaluation at low resolutions. Using our evaluation method, we were able to perform an analysis of the efficacy of automatic evaluation metrics, and show that they only weakly correlate with human evaluations. Finally, we evaluated the use of features extracted from a variety of pre-trained networks as a means to create a proxy for human evaluation.
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A Qualitative and Automatic Metric Results

A.1 FFHQ

A.1.1 32x32

Figure 5: Ground truth for FFHQ at 32x32 resolution.
Figure 6: FFHQ 32x32 results for StyleGAN.
Figure 7: FFHQ 32x32 results for ProGAN.
Figure 8: FFHQ 32x32 results for WGAN-GP.
Figure 9: FFHQ 32x32 results for Conditional StyleGAN.
Figure 10: FFHQ 32x32 results for Conditional ProGAN.
Figure 11: FFHQ 32x32 results for Conditional WGAN-GP.
Figure 12: FFHQ 32x32 results for DeepFill.
Figure 13: FFHQ 32x32 results for PixelCNN++.
Figure 14: FFHQ 32x32 results for PixelSNAIL.
Figure 15: FFHQ 32x32 results for Pixel Constrained CNN.
Figure 16: Ground truth for FFHQ at 64x64 resolution.
Figure 17: FFHQ 64x64 results for ProGAN.
Figure 18: FFHQ 64x64 results for Conditional StyleGAN.
Figure 19: FFHQ 64x64 results for Conditional ProGAN.
Figure 20: FFHQ 64x64 results for PixelCNN++.
Figure 21: Ground truth for FFHQ at 128x128 resolution.
Figure 22: FFHQ 128x128 results for ProGAN.
Figure 23: FFHQ 128x128 results for Conditional StyleGAN.
Figure 24: FFHQ 128x128 results for Conditional ProGAN.
A.2  Stanford Cars

A.2.1  32x32

Figure 25: Ground truth for Stanford Cars at 32x32 resolution.
Figure 26: Stanford Cars 32x32 results for StyleGAN.
Figure 28: Stanford Cars 32x32 results for WGAN-GP.
Figure 29: Stanford Cars 32x32 results for Conditional StyleGAN.
Figure 30: Stanford Cars 32x32 results for Conditional ProGAN.
Figure 31: Stanford Cars 32x32 results for Conditional WGAN-GP.
Figure 32: Stanford Cars 32x32 results for DeepFill.
Figure 33: Stanford Cars 32x32 results for PixelCNN++.
Figure 34: Stanford Cars 32x32 results for PixelSNAIL.
Figure 35: Stanford Cars 32x32 results for Pixel Constrained CNN.
A.2.2 64x64

Figure 36: Ground truth for Stanford Cars at 64x64 resolution.
Figure 37: Stanford Cars 64x64 results for ProGAN.
Figure 38: Stanford Cars 64x64 results for Conditional StyleGAN.
Figure 39: Stanford Cars 64x64 results for Conditional ProGAN.
Figure 40: Stanford Cars 64x64 results for PixelCNN++.
Figure 41: Ground truth for Stanford Cars at 128x128 resolution.
Figure 42: Stanford Cars 128x128 results for ProGAN.
Figure 43: Stanford Cars 128x128 results for Conditional StyleGAN.
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**Figure 44:** Stanford Cars 128x128 results for Conditional ProGAN.
A.3  CUB

A.3.1  32x32

Figure 45: Ground truth for CUB at 32x32 resolution.
Figure 46: CUB 32x32 results for ProGAN.
Figure 47: CUB 32x32 results for Conditional StyleGAN.
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Figure 48: CUB 32x32 results for Conditional ProGAN.
Figure 49: CUB 32x32 results for PixelCNN++.
A.3.2 64x64

Figure 50: Ground truth for CUB at 64x64 resolution.
Figure 51: CUB 64x64 results for ProGAN.
Figure 52: CUB 64x64 results for Conditional StyleGAN.
Figure 53: CUB 64x64 results for Conditional ProGAN.
Figure 54: CUB 64x64 results for PixelCNN++.
Figure 55: Ground truth for CUB at 128x128 resolution.
Figure 56: CUB 128x128 results for ProGAN.
Figure 57: CUB 128x128 results for Conditional StyleGAN.
Figure 58: CUB 128x128 results for Conditional ProGAN.
A.4  LSUN-BEDROOM

A.4.1  32x32

Figure 59: Ground truth for LSUN-Bedroom at 32x32 resolution.
Figure 60: LSUN-Bedroom 32x32 results for ProGAN.
Figure 61: LSUN-Bedroom 32x32 results for Conditional StyleGAN.
Figure 62: LSUN-Bedroom 32x32 results for Conditional ProGAN.
Figure 63: LSUN-Bedroom 32x32 results for PixelCNN++.
Figure 64: Ground truth for LSUN-Bedroom at 64x64 resolution.
Figure 65: LSUN-Bedroom 64x64 results for ProGAN.
Figure 66: LSUN-Bedroom 64x64 results for Conditional StyleGAN.
Figure 67: LSUN-Bedroom 64x64 results for Conditional ProGAN.
Figure 68: LSUN-Bedroom 64x64 results for PixelCNN++.
Figure 69: Ground truth for LSUN-Bedroom at 128x128 resolution.
Figure 70: LSUN-Bedroom 128x128 results for ProGAN.
Figure 71: LSUN-Bedroom 128x128 results for Conditional StyleGAN.
Figure 72: LSUN-Bedroom 128x128 results for Conditional ProGAN.
A.5  LSUN-Cat

A.5.1 32x32

Figure 73: Ground truth for LSUN-Cat at 32x32 resolution.
Figure 74: LSUN-Cat 32x32 results for ProGAN.
Figure 75: LSUN-Cat 32x32 results for Conditional StyleGAN.
Figure 76: LSUN-Cat 32x32 results for Conditional ProGAN.
Figure 77: LSUN-Cat 32x32 results for PixelCNN++. 
A.5.2 64x64

Figure 78: Ground truth for LSUN-Cat at 64x64 resolution.
Figure 79: LSUN-Cat 64x64 results for ProGAN.
Figure 80: LSUN-Cat 64x64 results for Conditional StyleGAN.
Figure 81: LSUN-Cat 64x64 results for Conditional ProGAN.
Figure 82: LSUN-Cat 64x64 results for PixelCNN++.
A.5.3 128x128

Figure 83: Ground truth for LSUN-Cat at 128x128 resolution.
Figure 84: LSUN-Cat 128x128 results for ProGAN.
Figure 85: LSUN-Cat 128x128 results for Conditional StyleGAN.
Figure 86: LSUN-Cat 128x128 results for Conditional ProGAN.