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Abstract

We develop a method to generate prediction sets with a guaranteed coverage
rate that is robust to corruptions in the training data, such as missing or noisy
variables. Our approach builds on conformal prediction, a powerful framework
to construct prediction sets that are valid under the i.i.d assumption. Importantly,
naively applying conformal prediction does not provide reliable predictions in this
setting, due to the distribution shift induced by the corruptions. To account for
the distribution shift, we assume access to privileged information (PI). The PI is
formulated as additional features that explain the distribution shift, however, they
are only available during training and absent at test time. We approach this problem
by introducing a novel generalization of weighted conformal prediction and support
our method with theoretical coverage guarantees. Empirical experiments on both
real and synthetic datasets indicate that our approach achieves a valid coverage rate
and constructs more informative predictions compared to existing methods, which
are not supported by theoretical guarantees.

1 Introduction

1.1 Motivation

Uncertainty quantification plays a pivotal role in increasing the reliability of machine learning models.
In this paper, we focus on situations where the training data is corrupted, e.g., due to missing variables
or noisy labels. These corruptions are ubiquitous in high-stakes applications—such as diagnosing
diseases, predicting financial outcomes, or personalizing treatment plans for patients—in which the
data-collection process is complex, resource-intensive, or time-consuming [1-5].

One way to enhance the trustworthiness of data-driven predictions is to provide an uncertainty set
containing the correct outcome at a user-specified coverage rate, e.g., 90%. Conformal prediction
(CP) [6] is a general framework for constructing such reliable prediction sets, however, it assumes
that the training and test data samples are drawn i.i.d from the same distribution. This assumption
does not hold in the problem setting we consider in this work, in which the training data is a corrupted
or a biased version of the ground truth. For instance, consider a medical application in which training
data have missing or incorrect labels for some patients in a non-random pattern. Another example is
a situation where we have missing feature values in the training data but, at test-time, we observe
the full set of features. These examples illustrate common sources for a distribution shift between
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the training and test data, which breaks the coverage guarantee of traditional CP techniques. In this
work, we address this gap and propose a novel calibration technique, called privileged conformal
prediction (PCP), which constructs provably valid uncertainty sets despite being employed with
corrupted samples. Technically, we achieve this by utilizing privileged information—additional data
available only during training time—to account for the distribution shift induced by the corruptions.

1.2 Problem setup

Suppose we are given n training samples {(X;(M;), Y;(M;), Z;, M;)}_,, where X = X;(M;) €
X is the observed covariates, Yi"bs =Y;(M;) € Y is the observed response, Z; € Z is the privileged
information (PI), and M; € {0, 1} is the corruption indicator. Specifically, if M; = 1 then either
X% or Y°° are corrupted, and if M; = 0, then X2 and Y,°® correctly reflect the ground truth.
In our setup, we require that the privileged information Z; explains the corruption occurences M;.
Formally, we assume that the clean data variables are independent of the corruption indicator given
the privileged information, i.e., (X (0),Y(0)) 1L M | Z.

At inference time, we aim to provide reliable predictions for the clean test response Y'*' =Y}, 1(0)
given the clean version of the features: X™' = X, .,(0). That is, even though the observed
X Y°b might be corrupted, the test X', Y are always uncorrupted. Crucially, at test-time,
we do not have access to the test privileged information Z'*' = Z,, 1, nor the clean test label Y.
Moreover, we assume that the PI Z is always clean and correctly reflects the ground truth. We now
emphasize the importance of this problem setup by providing several examples.

Example 1 (Noisy response). Here, we refer to Y;(1) as a noisy version of the ground truth response
Y;(0). For instance, Y = Y;(M;) could be a label obtained either by a non-expert annotator
or an expert annotator, and Z; could be information about the annotator, such as their level of
expertise. In this case, M; = 0 (M; = 1) indicates that the annotator chose the correct (wrong) label
Y% = Y;(0) (Y = Y;i(1)). In contrast, the features are always uncorrupted: X;(0) = X;(1).
Notice that the test Y'' =Y, 1(0) always refers to the clean response. In this setup, since the PI,
Z;, is the information about the annotator; it is likely to explain the corruption appearances M;. That

is, it is sensible to believe that the assumption (X (0),Y (0)) L M | Z is approximately satisfied.

Example 2 (Missing features). Here, X;(0) is the full clean feature vector, and X;(1) is a partial
version of it, i.e., X; j(1) = ‘NA’ for some entries j. For example, consider an application where
participants are requested to fill a user experience (UX) questionnaire, in which the goal is to predict
user engagement. This trial consists of expert participants, who tend to fully answer the questionnaire,
resulting in a full X;(0), and non-experts, who tend to partially answer it, resulting in the incomplete
Xi(1). The PI Z; could be the level of expertise of the participant. Also, the response is always
uncorrupted: Y;(0) = Y;(1). We remark that at test time, the full feature vector X*' = X,, . 1(0) is
completely available. Since the Pl Z; is the information about the participant, it is likely to explain
the missing indices M;. Therefore, for this choice of PI, we have a good reason to believe that the
conditional independence requirement, X (0),Y (0) LL M | Z, is approximately satisfied.

Example 3 (Missing response). Consider a medical setup where patients are being selected for a
costly diagnosis, such as an MRI scan. Here, X;(0) = X,(1) is the more standard medical measure-
ments of the i-th patient, such as age, gender, medical history, and disease-specific measurements.
The PI Z; is the information manually collected by the doctor to choose whether the patient should be
examined by an MRI scan. This information is obtained through, e.g., a discussion of the doctor with
the patient, or a physical examination, and could include, for instance, shortness of breath, swelling,
blurred vision, etc. The response Y;(0) is the disease diagnosis obtained by the MRI scan, and
Y;(1) = ‘NA'. The missingness indicator M; equals 0 if the doctor decides to conduct an MRI scan,
and 1 otherwise. At test time, our goal is to assist the doctors in future decisions before examining
the patients, and hence the test Pl Z,. is unavailable. This task is relevant in situations where the
number of available doctors is insufficient to examine all patients. Here, Z; explains the missingness
M;, and M; does not depend on X; or Y; given Z;.

With the above use cases in mind, our goal is to construct an uncertainty set C'(X'') C ) for the
unknown clean test variable Y'**' = Y, 1 (0) given the clean features X'***' = X, ,1(0). Importantly,
this uncertainty set should be statistically valid and satisfy the following coverage requirement:

PY'*™ e C(X*) >1—aq, (1
where 1 — o € (0, 1) is a pre-specified coverage rate, e.g., 90%. This property is called marginal
coverage, as the probability is taken over all samples {(X;(0), X;(1), Y;(0),Y;(1), Z;, M;)}}!
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which are assumed to be drawn exchangeably (e.g., i.i.d.) from Px () x(1),v(0),y(1),z,m- The
challenge in achieving (1) lies in the fact that there is a distribution shift between the training
data {(X;(M;),Y;(M;))}?_, and the test data (X,,+1(0), Y;,4+1(0)). Indeed, naively calibrating the
model with the corrupted data may produce invalid uncertainty estimates [7]. Also, calibrating using
only the clean data would result in biased predictions as the clean training samples are drawn from
Px (0),v (0)| =0 While the test samples are drawn from Px o),y (0)-

To bypass this bias, we assume that the privileged information explains away the corruption appear-
ances. Formally, we require that the corruption indicator is independent of the clean data conditional
on the value of the privileged information, (X (0),Y (0)) L M | Z. This assumption implies that
our setting is a special case of covariate shift, with the covariates being the privileged information Z.
Since the test PI Z'**' = Z,, , 1 is unknown at test time, conformal methods that account for covariate
shift, such as weighted conformal prediction (WCP) [8] cannot be applied directly in the setup. In this
paper, we re-formulate weighted conformal prediction and show how to construct uncertainty sets
that satisfy the coverage requirement in (1) although Z'** is unavailable.

1.3 Our contribution

We introduce privileged conformal prediction (PCP)—a novel calibration scheme that effectively
handles corrupted data, and constructs provably valid uncertainty sets in the sense of (1). Our key
assumption is that the corruption indicator does not depend on the observed clean data given the
privileged information, namely, (Y (0), X (0)) LL M | Z. This assumption implies that the privileged
information explains away the corruption appearances. Building on WCP, we offer a specialized
calibration scheme that carefully utilizes only the observed training privileged data {Z; }?"_; to attain a
valid predictive inference at test time. To enhance statistical efficiency, we further adapt PCP for scarce
data, building on leave-one-out arguments [9, 10]. Importantly, all methods we offer are supported
by a theoretical valid coverage rate guarantee. Numerical experiments on both synthetic and real
data show that naive conformal prediction techniques do not provide reliable uncertainty estimates,
in contrast with the proposed PCP. To the best of our knowledge, this work is the first to propose
a calibration scheme that generates statistically valid prediction sets, assuming that the privileged
information explains away the corruption appearances. Software implementing the proposed method
and reproducing our experiments is available at https://github.com/Shail28/pcp.

2 Background and related work

2.1 Conformal prediction

Conformal Prediction (CP) [6] is a powerful framework for constructing prediction sets that hold a
marginal coverage rate guarantee, in the sense of (1). The general recipe to construct such prediction
sets is as follows. First, split the data into a proper training set, indexed by Z;, and a calibration
set, indexed by Z,. Then, fit a given learning model f , €.g., a random forest or a neural network,
on the training data. Next, evaluate the holdout prediction error of f by applying a non-conformity
score function S(-) € R to the calibration samples: S; = S(X;,Y;; f),Vi € Z,. Popular score
functions include the absolute residual S(z,y; f) = |f(x) — y| in regression cases, where f is a

mean estimator, or 1 — f(x), in classification settings, where f(x), is the estimated probability of
the y label given X = x. The latter is known as the homogeneous prediction sets (HPS) score [6].
Other score functions include the CQR score [11] for regression tasks and the APS score [12] for
classification tasks. Armed with the non-conformity scores, the conformal procedure proceeds by
computing the (1 + 1/|Z5|)(1 — «)-th empirical quantile of the calibration scores:

Q°F = (14 1/|Z2|) (1 — «)-th empirical quantile of the scores {S; }icz,, )
where 1 — o is a user-specified coverage level. Lastly, the prediction set for the test point is given by
CCP(Xtest) _ {y . S(XteSt,y; f) < QCP}.

The above procedure is guaranteed to generate predictive sets with a valid marginal coverage (1)
under the assumption that the calibration and test samples are exchangeable. We now turn to describe
weighted conformal prediction (WCP) which is designed to handle exchangeability violations that
arise from covariate shifts.
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2.2 Weighted conformal prediction

Weighted Conformal Prediction (WCP) [8] extends the conformal prediction framework to handle
covariate shifts. The key idea behind WCP is to weight the distribution of the calibration scores
when taking their quantile in (2), so that the weighted scores ‘look exchangeable’ with the test
non-conformity score. For the interest of space, we will not present the general form of WCP, and
instead focus on the setup presented in this work, in which (X (0),Y(0)) 1L M | Z. Under this
assumption, the corruption indicator induces a covariate shift between the observed clean calibration
samples and the test sample, which is explained by Z. That is, the clean calibration samples are
drawn from Px o),y (0)| =0, While the test sample is drawn from Py o),y (o). Nevertheless, their
distributions are equal conditionally on Z: Px o),y (0)|z=2z,M=0 = Px(0),v(0)|z=-- With this in
place, we follow the recipe of WCP and construct a prediction set as follows. First, we compute the
ratio of likelihoods between the test and train data:

wio = PEG) S8 e PAI=0) g
dpgam(z) ?TEWZO(Z) f;sl(z)% P(M =0 | Z = Z)

We define the set of uncorrupted calibration indexes as: Z3° = {j :€ T, M; = 0}. The normalized
weights are formulated as:

Z) w(ztest)
i 7Y = ’LU( i gtesty _
pi( ) ZkeIg“ w(Zy) + w(Ze)’ Prest( ) ZkeI;“ w(Zy) + w(Ze)

Then, the calibration threshold for the test point is defined as the 1 — a empirical quantile of the
weighted distribution of the scores:

4)

Q" (Z*") := Quantile { 1 —a; > pi(Z)ds, + pres(Z)00c | , (5)
iETy

and, the prediction set for the test sample is defined similarly to CP:
cwee (Xtest’ Ztest) — {y : S(Xtest, v f) < QWCP(Ztesl)}.

Remarkably, WCP produces uncertainty sets that achieve the desired marginal coverage rate (1)
despite the induced covariate shift. Nonetheless, to implement this method, we must have access to
Z't which is required to obtain w(Z""). In our problem setup, however, we assume that Z*' is
unavailable, and thereby WCP cannot be directly applied. This highlights the key challenge we aim to
tackle in this paper, but before describing our method we first outline additional related work.

2.3 Additional related work

The concept of learning from privileged information was introduced by [13], which proposes tech-
niques to leverage additional knowledge available during training to improve the prediction accuracy
and accelerate algorithm convergence rate. This idea has been further explored to train models that
are more robust to distribution shifts in the context of domain adaptation [14-16]. The method
proposed in [17] utilizes PI to handle datasets containing weak labels and to obtain more accurate
predictions. Furthermore, [18] combined model distillation with privileged information as a way to
enhance learning from multiple models and data representations. The integration of PI with traditional
conformal prediction to generate more informative uncertainty estimates was explored in [19, 20].
This line of work stands in striking contrast with our proposal, as we present a novel robust conformal
calibration procedure based on PI. More broadly, there have been developed conformal methods that
advance beyond the exchangeability assumption, such as WCP, among other contributions [7, 21-26].
However, none of these works utilize PI to ensure the validity of the constructed prediction sets.

3 Proposed method

In this section, we present our main contribution, the privileged conformal prediction (PCP) method.
Since the setup we study in this paper has not been explored in the literature of conformal prediction,
we start by suggesting a naive approach to achieve (1). Beyond serving as a baseline method for our
PCP, this naive approach also reveals the challenges involved in constructing valid prediction sets
when the calibration data is corrupted.



3.1 A naive approach: Two-Staged Conformal

Recall that WCP cannot be directly applied in our setup, since Z'* is unknown. To overcome this,
the naive approach presented below consists of two stages: (i) estimate the unknown Z*" from the
feature vector X', and (ii) employ WCP with the estimated privileged information.

While this approach is intuitive, the estimation of Z*' must be done in care: if the prediction
of Z is incorrect, then WCP would not provide us the desired coverage guarantee. As a way out,
instead of providing a point estimate, we will construct an interval CZ (X'*!) for Z® given X'
using conformal prediction. This interval is guaranteed to contain the true PI Z'' with probability
1 — B, where f3 is a miscoverage rate of our choice, e.g., 8 = 0.01. Since we do not know which
z € CZ(X'™%) is the correct Z'!, we sweep over all possible elements z € C'Z (X'*!), compute their
weights, w(z), and take the largest weight:
conservative testy .

w (XY . Zecrgz(xi((w) w(z). (6)
The intuition behind taking the largest weight lies in Lemma 1, which states that the larger the
test weight is, the larger the threshold Q"°F produced by WCP, which, in turn, increases the size of
the prediction set. Armed with w®nse™ative(Xest) we can run WCP with a nominal coverage level
1 — a + B using the clean calibration samples and their weights { (X, Y w(Z;)) }iezw, and the
conservative test weight, weonservaive( xtest)y 'We denote the weighted score quantile provided by WCP

in (5) with this conservative test weight by QU . . The prediction set is therefore defined as:

conservative

CTwofStaged(Xtest) — {y . S(Xtest’ v ]E) < WCP } ) (7)

An outline of this procedure is given in Algorithm 2 in Appendix B.1. The proposition below states
that the uncertainty set generated by this naive approach is guaranteed to contain the test label Y,
despite the presence of corrupted labels in the calibration set.

Proposition 1. Suppose that {(X;(0), X;(1),Yi(0),Yi(1), Z;, M;)}*" are exchangeable, the ob-
served covariates are clean, i.e., Vi : X?bs = X;(0) = X;(1), the covariate shift assumption holds,
ie, (X(0),Y(0)) IL M | Z, and Py is absolutely continuous with respect to Pz p—o. Then, the
prediction set CT7~5taged( XY from (7) achieves a valid coverage rate:

P(ytest c CTwofStaged(Xtest)) 2 1—a.

The proof is given in Appendix A.1. While this two-staged approach constructs valid prediction sets,
it has several limitations. First, it requires predicting not only Y but also Z'**, and the prediction
of the latter is anticipated to increase the uncertainty encapsulated in the resulting prediction set for
Y'est, This algorithm also requires iterating over all z € CZ(X'*!), which can be computationally
expensive, especially when Z is continuous or multi-dimensional. In addition, and perhaps more
importantly, the prediction set CZ (X'**!) for Z'** might contain unlikely, or off-support values of Z.
This can lead to an extreme w<°™evaive( Xest) which, in turn, results in unnecessarily large prediction
sets for Y'®'. Moreover, this naive method assumes that the calibration features bes reflect the
ground truth, i.e., X fbs = X;(0), and thus the coverage guarantee does not hold in situations where
the features are missing or noisy. This discussion emphasizes the challenges in designing a calibration
scheme that not only provides robust coverage guarantees but is also computationally and statistically
efficient. In the next section, we present our main proposal which fully resolves all limitations of this
naive approach.

3.2 Our main proposal: Privileged Conformal Prediction

In this section, we introduce our procedure to construct prediction sets with a valid coverage rate
under the setting of corrupted samples. We begin similarly to CP, as described in Section 2.1, and

split the data into a training set, Z, and a calibration set, Z,. Next, we fit a predictive model f on the
training data, and compute a non-conformity score for each calibration sample:
S; = S(X, V; £),Vi € To.

Similarly to WCP and Two-Staged methods, we rely on the likelihood ratio of the training and

test distributions, and compute the weight of the i-th sample: w; := %. The problem in



WCP is that the scores threshold Q"< (Z'**') from (5) depends on Z*. Here, we follow the intuition
behind the two-staged baseline and propose an algorithm that provides a fixed threshold QF* that
is not a function of Z'*, This threshold can be thought of as a conservative estimate, or an upper
bound of Q"¢F (Z'**"), which is based on the calibration data, and does not require Z'. To achieve
this, we consider every calibration point ¢ € Zs as a test point, and run WCP as a subroutine to obtain
the i-th score threshold @;. The final PCP test score threshold, QF°F, is defined as the (1 — 8)-th
empirical quantile of the calibration thresholds {Q); }:iez,, where € (0, @) is a level of our choice,
e.g., = 0.01.

Formally, we consider the i-th sample as a test point and compute the normalized weight of the j-th

sample:
Wi

Zkezgc Wi+ w;
n+1

Notice that p; extends the WCP weights, p;, from (4), since p; = ;. Now, we compute the i-th
threshold @); by applying WCP using the uncorrupted calibration data:

)

P , Vi, j € In.

Qi := Quantile | 1 —a+ 85 ) pids, +pidec | , 8)
JETYF

Next, we extract from {Q; };cz, a conservative estimate of Q"°F (Z'*') = Q,,+1, denoted by Q*°F:

1 1
PCP .= Quantile | 1 — j3; So. + Ooo | - 9
QT =Q B e T ©)
i€Zo
Finally, for a new input data X', we construct the prediction set for Y'**" as follows:

CPCP(Xlest) — {y . S(Xlest7y7f) < QPCP}.

For convenience, Algorithm 1 summarizes the above procedure and Algorithm 3 details a more
efficient version of this procedure. We now show that the prediction sets constructed by PCP achieve
a valid marginal coverage rate.

Theorem 1. Suppose that {(X;(0),Xi(1),Y;(0),Y;(1),Z;, M;)}H' are exchangeable,
(X(0),Y(0)) IL M | Z, and Pz is absolutely continuous with respect to Py —o. Then,
the prediction set CTF( X'*") constructed according to Algorithm I achieves the desired coverage

rate:
]P’(YteSt c CPCP(Xtest)) Z 1— Q.

The proof is given in Appendix A.2. We remark that while Theorem 1 requires that the PI satisfies
the conditional independence assumption, i.e., (X (0),Y(0)) L M | Z, in Appendix A.5 we relax
this assumption and provide a lower bound for the coverage rate for settings where the conditional
independence assumption is not exactly satisfied. We pause here to emphasize the significance of
Theorem 1. The key challenge in proving this result lies in the fact that the {Q; };cz,u{n+1} are not
exchangeable. This is attributed to the fact that for every ¢ € Z3°, the threshold @, is defined using its

own score S;, while the test @, 1 does not rely on its corresponding score Sy, 11 = S(X™!, Y™ f).
As a side comment, if the thresholds were exchangeable, the proof was much simpler, as QF“F would
be greater than Q,, 11 with probability 1 — 3. In this case, C*“F includes C"“* at a high probability,
meaning that it achieves the desired coverage rate. Due to the lack of exchangeability, the argument
above is incorrect. Indeed, the validity of PCP does not follow directly from the guarantee of WCP,
and it requires additional technical steps.

We now turn to discuss the role of /3. First, we emphasize that Theorem 1 holds for any choice of
B € (0, «). Therefore, 8 only affects the sizes of the uncertainty sets. Intuitively, as 5 — «, a higher
quantile of the weighted distribution of the scores is taken, and a lower quantile of the @);’s is taken.
Similarly, as 5 — 0 a lower quantile of the weighted distribution of the scores is taken, and a higher
quantile of the );’s is taken. An optimal 3 can be considered as the S that leads to the narrowest
intervals. Such optimal 3 can be practically computed with a grid of values for 8 in (0, ), using a
validation set. Nonetheless, in our experiments, we directly chose £ that is close to 0. In Appendix
E.5 we conduct an ablation study analyzing the effect of 3 on a synthetic dataset.



Lastly, we note that while the real ratios of likelihoods, w;, are required to provide the validity
guarantee in Theorem 1, PCP can be employed with estimates of w;. These weights can be estimated
in the following way. The first step is estimating the conditional corruption probability given Z,
ie., P(M = 0| Z = z), using the training and validation sets with any off-the-shelf classifier. We
remark that this classifier can be fit on unlabeled data, as this classifier only requires the PI Z and
the corruption indicator M. We denote the model outputs by p(M = 0 | Z = z). Next, we estimate
the marginal corruption probability directly from the data: p(M = 0) = % >-i, M;. Finally, the

estimated weights are computed according to (3): w; = w(z;) = %. Even though PCP
is not guaranteed to attain the nominal coverage level when employed with the estimates w;, the
experiments from Section 4.3 indicate that it does achieve a conservative coverage rate in this case.
The effect of inaccurate estimates of w; on the coverage rate attained by PCP could be an exciting

future direction to explore, perhaps by drawing on ideas from [26].

Algorithm 1: Privileged Conformal Prediction (PCP)
Input:
Data (X, Y%, Z;,, M;) € X x Y x Z x {0,1},1 < i < n, weights {w; }_;, miscoverage
level @ € (0,1), level B€ (0, a), an algorithm £, a score function S, and a test point X't = .
Process:
Randomly split {1, ..., n} into two disjoint sets 7, Zs.
Fit the base algorithm f on the training data {(X, Y)Y,z
Compute the scores S; = S( X%, Yo0s; f ) for the calibration samples, ¢ € Z3°.
Compute a threshold (); for each calibration sample according to (8).
Compute Q*F, the (1 — 8) quantile of {Q; };cz,, according to (9).
Output:

Prediction set C*°®(z) = {y : S(z,y; f) < Q°°F}.

3.3 Privileged Conformal Prediction for scarce data

In this section, we present an adaptation of PCP to handle situations where the sample size is small.
While PCP is computationally light, it requires splitting the data into training and calibration sets.
This restriction is significant for small datasets in which the reduction in computations from the
data splitting comes at the expense of statistical efficiency. To avoid data splitting, we build on the
leave-one-out jackknife+ method [9, 27], and, in particular, its weighted version JAW [21]. The
method we propose, which we refer to as LOO-PCP, better utilizes the training data compared to PCP.
For the interest of space, we refer to Appendix B.3 for the description of LOO-PCP. The following
Theorem states that prediction set C*°° ¢ constructed by LOO-PCP is guaranteed to achieve a
valid coverage rate under our setup. In Appendix A.3 we provide the proof, which relies on results
from [21].

Theorem 2. Suppose that {(X;(0),X;(1),Y;(0),Y;(1),Z;, M;)}4' are exchangeable,
(X(0),Y(0)) IL M | Z, and Pz is absolutely continuous with respect to Py n—o. Then,
the prediction set C*9 PP ( X'Y) constructed according to Algorithm 4 satisfies:

P(ytest c CLOO—PCP(Xtest)) Z 1 _ 20&.

We note that in contrast to split CP, here, the coverage guarantee appears with a factor 2 in o. We
refer the reader to [9] for a detailed explanation of why the factor 2 is necessary and cannot be
removed. Nonetheless, it is well-known that this jackknife approach greatly improves statistical
efficiency compared to split conformal methods.

4 Applications

In this section, we exemplify our proposal in three real-life applications. In all experiments, we
randomly split the data into training, validation, calibration, and test sets. We fit a base learning model
on the training data and use the validation set to avoid overfitting. We calibrate the model using the



calibration data with the proposed PCP or with a baseline technique, and evaluate the performance on
the test set. In all experiments, the calibration schemes are applied to achieve a 1 — o = 90% marginal
coverage rate. We use the COR [11] non-conformity score in regression tasks, and the homogeneous
prediction sets (HP S) non-conformity score [6, 28] in classification tasks. Appendix D describes the
full details about the network architecture, training strategy, datasets, corruption technique, and this
experimental protocol. The specific formulation of the PI is described in each experiment. In this
section, we focus on three use cases: causal inference, missing response, and noisy response. We
demonstrate the applicability of PCP on more datasets, and under different corruptions, including
additional causal inference tasks in Appendix E.1, more response corruptions in Appendix E.3 and in
Appendix E.4.1, and missing features settings in Appendix E.4.2.

4.1 Causal inference: semi-synthetic example

We begin with a causal inference example, in which the goal is to obtain inference for individual
treatment effects [29]. In this setting, X;(0) = X;(1) € X denotes the features, Z; denotes the
privileged information, M; € {0, 1} denotes the binary treatment indicator, and Y;(0), Y;(1) € R
denote the counterfactual outcomes under control and treatment conditions, respectively. Recall
that we only observe Y,°* = Y;(M;) and that the PI explains the treatment pattern (X (0), Y (0)) L
L M | Z. In this experimental setup, our goal is to construct a prediction set that covers the true
test potential outcome under control conditions, i.e., Y;,11(0), at a user-specified level 1 — o = 90%.
Alternatively, we could also aim to predict the outcome under treatment Y, 11 (1). However, in this
experiment, we focus on Y;,;1(0) since the dataset we use is highly imbalanced and there are few
samples from the treatment group. This task is compelling since it can be used to generate a valid
uncertainty interval for the individual treatment effect (ITE), Y;(1) — Y;(0), which is a great interest
for many problems [30-33]. For instance, the work in [34] shows how to construct a valid interval
for the ITE by combining intervals for Y;,1(0) and Y, 11 (1). We remark that providing statistically
valid prediction intervals for Y;,11(0) is challenging due to the distribution shift between the observed
control responses, which are drawn from Py(o) |M=0, Whereas the test control response is drawn from
Py (). Moreover, in this example, we intentionally design M; to induce such a distribution shift; see
Appendix D.1 for more details on the definition of M;.

We test the applicability of our method on the semi-synthetic Infant Health and Development Program
(IHDP) dataset [35], in which the objective is to find the effect of specialist home visits on a child’s
future cognitive test scores. That is, the feature vector X; contains covariates describing the child’s
characteristics, the treatment M; is the specialist home visits indicator, and the potential outcomes
Y;(0),Y;(1) are the future cognitive test scores. Since this dataset does not originally contain a
privileged information variable, we artificially define it as the entry in X; that correlates the most
with Y;(0). This feature is then removed from X, so it is unavailable at inference time.

Since the IHDP dataset contains only 747 samples, we apply LOO-PCP in this example and compare
it to the following calibration techniques. The first method is a naive jackkife+, which uses only
the control samples and does not account for distribution shifts. The second and third techniques are
two versions of JAW [21], which is a weighted conformal version of the jackknife+. The first version
(Naive WCP) naively uses an estimate of Py x as the likelihood ratio weights instead of Pz, as
7' is unknown. The second (Infeasible WCP) is an infeasible method which requires access
to the unknown test privileged information Z'** for the computation of the likelihood ratio weights,
which can be considered as an oracle calibration process. Importantly, the infeasible JAW and the
proposed method use the true corruption probabilities when computing the weights w(z) from (3).

Figure 1 reports the coverage rates and interval lengths of each calibration scheme. This figure
shows that naive jackkife+ and the naive JAW achieve a lower coverage rate than desired. This
is anticipated, as both schemes do not accurately account for the distribution shift. In contrast, the
infeasible JAW and PCP achieve the desired coverage rate. This is not a surprise, as JAW is guaranteed
to attain the nominal coverage level when applied with the correct weights [21, Theorem 1]. However,
this method is infeasible to implement in contrast with our proposal, which, according to Theorem 2,
is guaranteed to cover the response at the desired rate without using the test privileged information.
Furthermore, Figure 1 reveals that PCP constructs intervals with approximately the same width as the
ones generated by the infeasible JAW. This indicates that we do not lose much in terms of statistical
efficiency by not having access to the test privileged information Z'*,
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Figure 1: Causal inference experiment: IHDP dataset. The coverage rate and average interval
length achieved by naive jackknife+ (Naive CP), naive JAW which considers only X to cope with
the distribution shift (Naive WCP), an infeasible JAW which uses Z'*' (Infeasible WCP), and
the proposed method (Privileged CP). The metrics are evaluated over 50 random data splits.

4.2 Missing response variable: semi-synthetic example

In this section, we study the performance of PCP and compare it to baselines in a missing response
setting using six real datasets: Facebook1,2 [36], Bio [37], House [38], Meps19 [39] and Blog [40].
Since these datasets do not originally contain privileged information, we artificially define Z; as the
feature from X; that correlates the most with Y; and then remove it from X;. Furthermore, since
all response variables are present in these datasets, we artificially remove the responses in 20% of
the samples. We intentionally set the missing probability in a way that induces a distribution shift
between the missing and observed variables. In Appendix D.1 we provide the full details about the
corruption process and how we impute the missing data.

We compare the proposed method (PCP) to the following calibration schemes: a naive confor-
mal prediction (Naive CP); a naive WCP, which considers only X to cope with the distribution
shift; the two-staged baseline (Two—Staged); and an infeasible weighted conformal prediction
(Infeasible WCP) which has access to the test privileged information Z'**. Importantly, the
baseline Two—-Staged, the infeasible WCP, and PCP use the real corruption probabilities when
computing the weights w(z) in (3). In contrast, Naive WCP estimates the corruption probability
conditioned on X from the data. Figure 2 presents the performance of each calibration scheme,
showing that the naive approach (Naive CP) consistently produces invalid prediction intervals.
This is anticipated, as Naive CP does not provide guarantees under distribution shifts. Figure 2
also shows that Two—Staged generates too wide intervals, resulting in a conservative coverage rate
of approximately 95%. By contrast, the infeasible WCP and the proposed PCP consistently achieve
the desired 90% level. Crucially, PCP is comparable in the interval length to the infeasible WCP. In
conclusion, this experiment demonstrates that PCP constructs intervals that are both reliable and
informative.
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Figure 2: Missing response experiment. The coverage rate and average interval length obtained by
various methods; see text for details. Performance metrics are evaluated over 20 random data splits.



4.3 Noisy response variable: real example

In what follows, we examine the performance of the proposed technique on the CIFAR-10N [41]
image recognition dataset that contains noisy labels. Here, X is an image of one out of ten possible
objects, and Y is its corresponding label. The noisy response, Y (1), is the label annotated by one
human annotator, while Y (0) denotes the clean label obtained from CIFAR-10 [42]. That is, M = 0
indicates that the annotator correctly labeled the image. Similarly to [17], we define the privileged
data as information about the annotators. Specifically, the variable Z; contains two features: (i)
the number of unique labels suggested by three annotators for the i-th sample, and (ii) the time
took to annotate the corresponding sample batch, which contains ten images. In this experiment,
we compare our method (PCP) to the following calibration schemes: a naive conformal prediction,
applied either with the noisy labels Naive CP (clean + noisy) orignoring them Naive CP
(only clean);the two-staged baseline (Two Staged CP); an infeasible WCP (Infeasible
WCP) which assumes access to the unknown test privileged information Z'**. Additionally, since the
corruption probabilities are not given in this dataset, we estimate them from the data and use these
estimates to compute the weights w in (3).

Figure 3 presents each calibration scheme’s coverage rate and uncertainty set size. This figure
shows that Naive CP applied with noisy labels tends to overcover the clean label. This behavior is
consistent with the work in [25, 43], which suggests that naive CP constructs conservative uncertainty
sets when employed on data with dispersive label-noise. Figure 3 also indicates that calibrating the
model only on the clean samples leads to invalid prediction sets that tend to undercover the clean
test label. Observe also that the two-stage baseline is overly conservative, as it encapsulates the
error in predicting both Z'** and the label. In contrast, the coverage rate of infeasible WCP and our
proposed PCP is much closer to the desired level, yet slightly conservative. We suggest two possible
explanations for this behavior: (i) the weights used are only estimates of the true likelihood ratios;
(ii) in this real data we consider here, the PI may not fully explain the corruption mechanism. This
highlights the robustness of our method to violations of our assumptions in the specific use-case
studied here. Lastly, we remark that the prediction sets of PCP have a similar set size to the sets
constructed by the infeasible WCP, which is in line with the results from Section 4.1 and Section 4.2.
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Figure 3: Noisy response experiment: CIFAR-10N dataset. Average coverage and set size obtained
by various methods; see text for details. The metrics are evaluated over 20 random data splits.

5 Discussion and impact statement

In this paper, we introduced PCP, a novel calibration scheme to reliability quantify prediction
uncertainty in situations where the training data is corrupted. The validity of our proposal is supported
by theoretical guarantees and demonstrated in numerical experiments. The key assumption behind
our method is that the features and responses are independent of the corruption indicator given the
privileged information. This conditional independence resembles the strong ignorability assumption
in causal inference [44-46]. While acquiring PI that satisfies this requirement can be challenging, our
work relaxes the strong ignorability assumption, as the confounders are allowed to be absent during
inference time. An additional restriction we make is that the true conditional corruption probability
must be known to provide a theoretical coverage validity. However, our numerical experiments
indicate that estimating these probabilities leads to reliable uncertainty estimates. A promising future
direction would be to theoretically analyze the effect of inaccurate weights on the coverage guarantee,
e.g., by borrowing ideas from [26]. Finally, we should note that there are potential social implications
of our method, akin to many other works that aim to advance the ML field.
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A Theoretical results

A.1 Proof of Proposition 1

Proof. For the sake of this proof, we re-define the scores quantile Q"% from Section 3.1 as a

function of a test weight w:

conservative

Q(w) := Quantile | 1 — a + f; Zp] )0s; + Pni1(w)des | (10)

j eIuL

where p;(w), pr+1(w) are defined as:

w w
L B ) P —
Zkezgc Wy + w " Zkezgc Wy + w

For ease of notation, we denote the test weight by w,, 1 = w(Z,41) and its conservative coun-
terpart by W, 11 = wiPT*"e, which is defined in (6). Note that by the definition of (), we get
o ervative = @(Wn41). Since the observed calibration points {(X;(M;), Z;) }icz, and the test point

(X541(0), Z,,41) are exchangeable (we assume that X;(0) = X;(1)), then CP [6] guarantees that
the prediction set C'Z (X'**!) satisfies the coverage requirement:

]P)(Zn+1 c CZ(Xtesl>) > 1 — B?

pj(w) =

and therefore:

P(w(Zpi1) € {w(2) : z € CH(X™Y}) > 1 - 8.
Following this, we get: P(w(Z,+1) < Wpa1) > 1 — B. Assuming (X (0),Y(0)) LL M | Z, there
is a covariate shift between the calibration and test samples, where the covariates are the privileged
information Z. Specifically, the calibration covariates {Z; } ez are drawn from Py|y;—o while the

test covariates Z*® are drawn from Pz. Importantly, both the calibration and response response
variables have the same distribution conditional on Z: Py| 7. Thus, [8, Theorem 1] states that:

P(Y'*™ e {y:S(Xy) <Qwny1)}) >1—a+p.

We note that Lemma 1 states that ()(w) is non-decreasing, i.e., w1 > ws = Q(w1) > Q(ws>). Finally,
we combine everything together to get:

P (Ytest c CTwofstaged(Xtest)) _ (Ytest c {y S Xtest’y) < Q(wn+1)})
(SX V™) < Qi 11))
(S(X*LY™) < Q(Wnt1), Wng1 = Wnt1)
(S(th Ytebt) < Q(Wnt1), Wny1 > wn+1)
=P (S(X*, Y™ > Q(wpt1) OF g1 < Wyg1)
~B (S V) > Qunn) =P <)
—(a
— Q.

) - (B)

A.2 Proof of Theorem 1

Proof. For the sake of this proof, we re-define the scores quantile () from (8) as a function of a test
weight w, similarly to (10):

Q(w) == Quantile [ 1 — o+ 3; Y p;j(w)ds, + Pot1(w)dn | , (11)
]EIUC
where p;(w), pn41(w) are defined as:
w; w
piw) == Pl == .
I Zkezgc Wi + w Zk)EI;c Wi + w
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Note that by the definition of @, we get Q; = Q(w;). Furthermore:

1 1
PCP = tile | 1 — 5; E =09, + =790
? 2

:Quantile( BZ|I‘+1 Qw:) |IQ|+1500>

Since @ (w) is a non-decreasing function of w, as proved in Lemma 1, we get:

O = Q (Quantile ( - B; Z |I2\ n 15w1 AP 1500))

i€y

Thus, QF°F can be considered as if it was computed from the following weight:

wnJrl := Quantile ( B, Z |-,Z.2| T l(SwL |_,Z.2| i 1500)

1€y

in the sense that Q¥ = Q (1w, +1). Therefore:
CPCP(Xtest) — {y . S(XteSt,y) S QPCP} — {y . S(Xlest’y) S Q(wn+1)} .

The true weight of the n + 1 sample is: w1 = PM=0) ;- Now, since {Zi}iez,uqn+1y are

P(M=0Z=Zn11
exchangeable, then {w; };cz,{n+1) are exchangeable and thus [11, Lemma 2] states that:
P(wn—&-l < wn-&-l) >1- B

Assuming (X (0),Y(0)) LL M | Z, there is a covariate shift between the calibration and test
samples, where the covariates are the privileged information Z. Specifically, the uncorrupted
calibration covariates {Zi}ielg° are drawn from Py,,—o while the test covariates Z st are drawn
from Pz. Importantly, both the calibration and response response variables have the same distribution
conditional on Z: Py| 7. Thus, [8, Theorem 1] states that:

P (Y e {y:S(Xy) < Qwas1)}) 21 —a+b.

Note that Lemma 1 states that Q(w) is non-decreasing, i.e., w1 > we = Q(w1) > Q(ws). Finally,
we combine all together and get:

P (Y“"Sl € CPCP(X[“[)) =P (Y™ e {y S(X*™y) < Q(wn+1)})

SO Y < Qi)

S(XL Y™ < Q(Wnt1), W1 > Wnia)

S(Xtm Ytebt) < Q(Wnt1), Wpy1 > wn+1)
(S(th YY) > Q(wpi1) O W1 < wn+1)

—P
—P (S(Xt%l Y[esl) > (wn+1)) (wn+1 < wn+1)
— («a
— Q.

) —(B)

A.3 Proof of Theorem 2

Proof. For the sake of this proof, we re-define the prediction set as a function of the test weight
w e [0,1]:

CLOOPC2 (1) {yey > piw)1{S; < S(a,y; £~ )}<1’Y},

’LEI“L
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where v = a — 13, and p; (), pn41(w) are defined as:
w; ( ) w
e W) = =—————.
EkEI“C wi + UJ’ m Ekezuc wg +w

The prediction set generated by LOO-PCP is: Cz°% 7" (x), where:

pi(w)

n 1 1
Wp1 := Quantile (1 - B; Z —y 15% + s 1500) .

i=1

Therefore, our goal is to show that this prediction set covers the response variable at the desired
coverage rate:
test LOO-PCP test
P(Y™ € Cg 7 77 (X™)) > 1 - 2a. (12)
The proof consists of two steps. In the first step, we show that CLO9 PCF (X)) achieves a valid

. Wn 41
marginal coverage, namely:

]P)(Ymsl c CLOO*PCP (Xtest)) >1— 2,y

Wn+1

In the second step, we show that Cz°0"F<F (X)) is a super set of C},’9 " (X'**")) with a high

Wn 41
probability. From these two steps, we will conclude (12).

We define the matrix of residuals, similarly to [9, 21], denoted by R € R(n+1)x (”“), with entries:

R . — “+00 i=7,
BT S(Xa(0), Yi(0), fH) i # G,

where f —%J is the model f fitted on all samples except with the points ¢ and j removed, namely,
{1,...,n+ 1} — {4, j}. For simplicity, we denote w;(w) := w; fori € {1,..,n} and W, 41 (w) = w.
We follow the definition in [21] of “strange” points G(w) C 7% U {n + 1}:

g(w): iEI”CU{n+1}:1Di(w) > 0, Z pj(w)]l{Rij >Rji}2 1—7v
FET®U{nt1}

We begin by showing that Y € C2° P (X)) = n + 1 ¢ G(wpn+1). Suppose that Y €
CLOO-BCE(X1est) Then, by definition of C'LO0 FCF (Xtest)):

Wn41 Wr41

L=y > > pi(wnsn)1{S; < S(X=, v 7))
jel‘uc

= Z Pj(Wnt1)H{Rjny1 < Ryt 5}
jeIllC

= > pj(wnr)){Rus1; > Rynpa}
jel‘uc

= Y pilwer)HRur1y > Ry}
JET*U{n+1}
Therefore: n + 1 ¢ G(wp+1), by the definition of G. We deduce that: P(Y'*! € C29 P (X)) >
P(n+1¢ G(wp41)). In [21] it is shown that:
P(n+1¢ G(wpg1)) > 1 —27.
Thus:
]P;(szl c Ci,?_gijCP (Xtest)) Z P(n + 1 ¢ g(wn+1)) 2 1 _ 27

We now turn to the second step of the proof. Similarly to Lemma 1, we now show that CLO°7F< (1)
is a monotonic function of w, i.e., if w; > wy then CL°7°F(z) C CLY°7FF(z). Suppose that
y € CL°7""(z). Then:

> pilwr)1{Si < S(r.y: f)} <1

ieIuC
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Since wy > wo, we get p;(w1) < p;(we) forall i € {1,...,n}. Therefore:
D piw)1{Si < S(a,y; )} <Y pilw2)1{Si < S,y f)} < 1— 7.
iEIuC ieIuc
Meaning that y € CL%°7"F () as well. Lastly, we recall that according to [11, Lemma 2] the weight
Wy, satisfies:
P(wp1 < Wpy1) > 1B
Finally, we combine everything together to get:

]P) <Ytesl c CL:OO*PCP (Xtest)> > ]Py (Ytesl c CL:OO*PCP (Xtest) ) 1 > w +1)

Wp 41 Wn41
2 ]P> (Ytesl c CLOO—PCP (XteSt), 'II)n_A,_l 2 wn-‘,—l)

Wn 41

Wn+1

— 1 _ IP) (Y[CSt ¢ CLOO*PCP (X[CS[) or wn+1 < wn+1)

2 1—P (Ylest ¢ CLOO*PCP (Xtesl)) _ ]P)(wn—&-l < wn—i—l)

>1-(29) ()
>1—2<a—;5)—<ﬁ>
=1-2a.

A.4 Lemma about weighted quantiles

Lemma 1. Suppose that w;,S; € R for 1 < i < n. Further, suppose that v € [0,1], and
T C {1,...,n}. Denote the normalized weights p;(w), pn11(w) as:

@) - (@) -

piw) = =——p1(W) = =——.
' Spezwr+w T D kez Wr T w

Then, the weighted quantile:

Q(w) := Quantile 'y;Zpi(w)éSj + Pnt1(W)dss |,
JjET
is a non-decreasing function of w, i.e.,
wi = wy = Qw1) = Q(wo).

Proof. Without loss of generality, suppose that {.S; }?"_; are sorted in an increasing order, i.e., S;11 >
S;. For the sake of this proof, we define S,, .1 = co. For ease of notation, denote Z = Z U {n + 1}
and Z; = 7' N {1, ..., i}. The formal definition of Q(w) is:
Q(w) = Smin{iEI/:Zkezi pk(w)Z'y}'
Suppose that w; > wsy. Then, by the definition of p;, we get that for all 7 € 7:
pi(w1) < pi(wa).

> pr(wn) <Y prlw).

keZ; ke,
For i = n + 1 the above equation is trivially satisfied as >, o7 . pr(w1) = > pez, ,, Pre(w2) = 1.
Thus,

Therefore for all ¢ € Z:

min {z e{l,..,n+1}: Z pr(wr) > ’Y} >

keZ;

min {z e{l,..,n+1}: Z pr(wa) > 'y} :

k€Z;
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Therefore,

>
Smin{ie{l,...,n-‘rl}:zkezi pk(wl)Z’Y} = Smin{iE{L"'7”""1}:Zkezi pk(wfz)Z'y}’

d finally,
B Q(w1) > Qwa).

A.5 Relaxing the conditional independence assumption

In this section, we present two relaxations for conditional independence assumption, (X (0),Y(0)) L
L M| Z,in Theorem 1. The first relaxation allows X (0) to depend on M given the PI at the expense
of using the following weights P(M | X = x,Z = z). The second result relaxes the conditional
independence to hold approximately, up to some error, denoted by €. We begin with formalizing the
first result and then turn to the second one.

Theorem 3 (Robustness of PCP to dependence of the features and corruption indicator). Suppose that
{(X:(0), X;(1),Y;(0),Y;(1), Zi, M)} are exchangeable, (Y (0) L. M) | (X, Z), the features
are uncorrupted, X (0) = X (1), and Px ),z is absolutely continuous with respect to Px (o), z|m=o-
Denote by CFF (XY the prediction set constructed according to Algorithm 1 with the weights:

P(M = 0)
P(M=0]|X(0)=X,(0),Z = Z%;)
Then, this prediction set achieves the desired coverage rate:

IP)(YICSt 6 CPCP(XtCSt)) 2 1 s

w; =

Proof. This result follows from the proof of Theorem 1, except for the following changes. Here, we
get that then there is a covariate shift between the calibration and test samples, where the covariates
are X (0), Z. Therefore, the following weight w,, 1 of this setup:
P(M =0)
Wn41 =
P(M =0]X(0) = X;41(0), Z = Zy41)

satisfies:
P (Ytest c {y . S(X[CSt,y) < Q(wnJrl)}) > 1— a—i—/B,
where () is defined as in Appendix A.2. The rest of the proof is as in Appendix A.2. O

We now turn to present an initial extension of Theorem 1 to a setting where the conditional in-
dependence assumption is not fully satisfied. For the simplicity of this extension, we assume
X(0) 1L M|Z=-=z

We note that the independence assumption Y (0) LL M | Z = 2z is equivalent to assuming that the
density of Y(0) | M = m, Z = z is the same for m € {0, 1}, formally:

Jy () M=0,x=2,2=-(¥; 0,2, 2) = fy(0)|M=1,x=a,2==(y; 1, T, 2).

In this extension, we relax this assumption and instead require that Vo € X, there exists €, € R such
that the difference between the two densities is bounded by ¢,.:

Yy €Y,z € Z | fyo)m=0x=2,2=2(4;0,7,2) — fy ) m=1,x=2,2=2(¥; 1,7, 2)| < &5.
Theorem 4 (Robustness of PCP to conditional independence violation). Suppose that
{(X:(0), X;(1),Y;(0),Y;(1), Z;, M;)}1! are exchangeable, the features are independent of the
corruption indicator given the PI, X (0) 1L M | Z, the probability Py is absolutely continuous with
respect to Pyz|yr—o, and Vr € X there exists €, € R such that:

Vy €Y,z € Z|fy o) M=0,x=2,2=2(¥; 0,7, 2) = fy (o) m=1,x=2,2=2-(¥; 1, 2, 2)| < €a.

Then, the coverage rate of the prediction set C*F(X'"") constructed according to Algorithm 1 is
lower bounded by:

P(ylest c CPCP(Xlest)) >]—a-— EX,ZHCPCP(XN@XP(M =1 | X, Z)]
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Proof. We define by V' a variable that is drawn from:
(Z,V) ~ Pz X Py(0)|z=zM=o0-
By the definition of V', and according to Theorem 1, PCP covers V' with 1 — « probability:
P(V € C*¥(X)) >1—q.

Notice that V' | X = z, Z = z equals in distribution to Y (0) | M = 0, X = x, Z = z by definition.
We denote the coverage rate of PCP over Y (0) | M = 0,X = ,Z = 2 by [o,5,»:

Borz=PY(0)eC*F(X)| X =2,Z=2,M=0)=P(V e C"*(X) | X =1,Z ==z).
Similarly, we denote the coverage rate of PCP over Y (0) | M =1, X =2, Z = 2 by 1,5,

Bru: =PY(0)eC*F(X) | M=1,X=2,Z=2) :/ ( )fY(O)|M:1,X:x,Z:z(y§ 1z, z)dy
yECP (3

This probability can be lower bounded by:

/ fy ) m=1,x=2,2=-(y; 1,2, 2)dy > / (fy ()| M=0,x=2,2=-(¥; 0,2, 2) — £,)dy
yECE () yECTE ()

= ﬂO,a:,z - |Cd>cP (x)|893

We now compute the conditional coverage rate of PCP:

PY0)eC**(X) | Z=2,X=2)=PY0) e C*F(X) | M=0,Z=2,X=2)P(M=0| X =2,7Z =2)
+PY(0)eC**(X) [ M=1,Z=2,X=2)P(M=1|X=2,Z ==2)
2 Bou PM=0|X =1,Z=2z)
+ (Bo,z — |C*F () |ea)P(M =1 | X =2,Z = 2)
=Poa M =0]X =2,Z=2z)
+ 802 PM=1|X=x,7=2)—|C°(2)|e,P(M =1|X =2,Z =2)
=002 PM=0,X=2,Z=2)+P(M=1|X=2,Z=2))
—|CFF(@)|e,P(M =1 | X =2,Z = 2)
= Boz:— |C°F(2)|e,P(M =1 |X =2,Z = z)
=PVelC"X)|X=2,2=2)—|C°F(2)|e,P(M=1| X =2,Z = 2)

By marginalizing this result we get:

P(Y(0) € C**(X)) = /GX . PY(0) e C**(X) | Z=2X =2)fx.z(z,2)dxdz

> / P(VeCX)| X =x72=2)]fxz(x z)dedz
TEX ,2EZ

f/ [[CFF (@)|e,P(M =1 | X =2, Z = 2)]fx,z(x, 2)dzdz
TEX ,zEZ

2 l—« —EX’ZHCPCP(X”E)AP(M =1 ‘ X,Z)]
O

This result provides a lower bound for the coverage rate of PCP in the setting where the conditional
independence assumption is not exactly satisfied. Intuitively, as e, decreases, i.e., as the two
distributions Y(0) | M = m, Z = z for m € {0, 1} are closer to each other, the lower bound is
tighter, and closer to the target level. Similarly, as the two distributions diverge, the lower bound
becomes looser.
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B Algorithms

B.1 Two-Staged Conformal

In this section, we outline the two-staged conformal prediction algorithm (Two-Staged).

Algorithm 2: Two-Staged Conformal Prediction (Two-Staged)

Input:
Data (X, Y% Z,, M;) € X x Y x Z x {0,1},1 <i < n.
Weights {w; }7_;.
Miscoverage level a € (0,1).
Level 8 € (0, ).
An algorithm fY for Y.
An algorithm fZ for Z.
A score function S.
A test point X' = z.
Process:
Randomly split {1, ..., n} into two disjoint sets Z; , Z.
Fit the base algorithm f* on {( X, Y°*)},c7, and the algorithm fZ on {(X, Z;)}ic1,.
Compute the scores S7 = S(X, Z;; f7), S; = S(X, Y; fY) for the calibration samples,
1 € Is.
Compute a threshold QZ as the (1 — 1/|Z,|)(1 — 3)-th empirical quantile of the scores {S; }:cz,.
Construct a prediction set for Z: CZ(z) = {z : S(z, 2, f%) < Q%}.
Compute the conservative test weight w™*™* "¢ () := max, ¢z (5) w(2).
Compute the test threshold QI'SE . . according to (5) with the clean calibration points
{(X;,Y:,w(Z;) }iezw, and the conservative test weight, w ™" (), with a nominal coverage
level of 1 — a + f.

Qutput:
Prediction set CT"o75ta9ed () = {y : S(x, y; fy) < Qrer 1.

conservative

B.2 Efficient Privileged Conformal Prediction
Since the complexity of Algorithm 1 is squared in the number of calibration samples, here, we provide
a more efficient algorithm with a complexity that is linear in the number of calibration samples. The

efficient version is detailed in Algorithm 3. The proof of Theorem 1 in Section A.2 shows that these
two algorithms are identical, in the sense that they produce exactly the same outputs.

B.3 Privileged Conformal Prediction for scarce data

In this section, we describe the leave-one-out privileged conformal prediction algorithm (LOO-PCP),
which is designed to handle scarce data more efficiently. This procedure is summarized in Algorithm 4.

C Datasets details

C.1 General real dataset details

Table 1 displays the size of each data set, the feature dimension, and the feature that is used as
privileged information in the tabular data experiments.

C.2 CIFAR-10N dataset details
CIFAR-10N [41] is a variation of the CIFAR-10 [42] in which the labels are given by human

annotators. In this task, X; is an image from the CIFAR-10 dataset. The response Y; € {1, ..., 10} is
the noisy image label chosen by the first human annotator. The ratio of noisy samples is 17.23%. The
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Algorithm 3: Efficient Privileged Conformal Prediction (PCP)
Input:

Data (X, Y%, Z,, M;) € X x Y x Z x {0,1},1 <i < n.

Weights {w; }7;.

Miscoverage level « € (0, 1).

Level 5 € (0, @).

An algorithm f .

A score function S.

A test point X' = g,

Process:
Randomly split {1, ..., n} into two disjoint sets Z; , Z.
Fit the base algorithm f on {(X Y)Y, 7 .
Compute the scores S; = S(X2, Y°%5: f) for the calibration samples, i € Z°.
Compute an estimated test weight based on the calibration samples:
Wp41 := Quantile (1 - B; ZiGIQ ﬁéwi + ﬁém)
Compute Q*F := Q(w,+1), where Q is defined in (11).
Output:
Prediction set C*°®(z) = {y : S(z,y; f) < Q°F}.

Algorithm 4: Privileged Conformal Prediction for scarce data (LOO-PCP)

Input:
Data (X, Y% Z; M;) € X X Y X Z x {0,1},1 < i < n, weights {w; }I_,, miscoverage
level a € (0,1), level 8 € (0, ), an algorithm f, a score function S, and a test point X" = z.

Process:
for i +— 1tondo
Define the current training setas Z = {1,...,4 — 1,4+ 1,...,n}.

Fit the base algorithm f on (X;,Y)),cz, toobtain f
Compute the score S; = S(X, Y,o; f~7).
Guess the weight of the n + 1 sample:
W41 = Quantile (1 - B; Zie{l,_“’n} %_Héwi + %_‘_1500)~
Compute: p; = m, fori e {1,...,n}.
Define the threshold v := o — % 5.
Output:

Prediction set C997FF (1) = {y €YY cme il{Si < S(z,y; T <1- ’y}.

privileged information Z; has two features: the working time of the first annotator, and the number of
different labels chosen by the three human annotators.

C.3 CIFAR-10C dataset details

CIFAR-10C [50] is a variation of the CIFAR-10 [42] dataset in which the images are contaminated
by artificial corruptions. Here, we randomly apply one of the following corruptions for 15% of the
images: snow, defocus blur, pixelate, or fog. The corruption severity level is either 4 or 5, chosen with
equal probability. A label of a corrupted image is flipped according to the severity and corruption
type. The severities 4,5 are assigned the values 0.92, and 0.95, respectively, and the snow, defocus
blur, pixelate, and fog corruptions are assigned with 0.95, 0.93, 0.9, 0.93, 0.94, respectively. The flip
probability is the multiplication of the value assigned with the corresponding severity and corruption
type. In total, 13.09% of the labels are flipped. Importantly, in training time, both the image and
the label are corrupted, while at inference time, only the image is corrupted and the performance is
computed with respect to the clean label. In the dispersive noise setting, the label is uniformly flipped
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Table 1: Information about the real data sets.

Dataset Name  # Samples X /Z/Y Dimensions Z description
facebook1 [36] 40948 52/1/1 Number of posts comments
facebook2 [36] 81311 52/1/1 Number of posts comments
Bio [37] 45730 8/1/1 Fractional area of exposed non polar residue
House [38] 21613 17/1/1 Square footage of the apartments interior living space
Meps19 [39] 15785 138 /1/1 Overall rating of feelings
Blog [40] 52397 279/1/1 The time between the blog post publication and base-time
IHDP [35] 747 24/1/1 Birth weight
Twins [47, 48] 12042 50/1/1 The birth weight of the lighter twin
NSLM [49] 10391 10/1/1 Synthetic normally distributed random variable
CIFAR-10N [41] 50000 32x32x3/1/2 Annotation time & Label variability
CIFAR-10C [50] 40000 32x32x3/1/2 Corruption severity & type

into a wrong one. In the contractive noise setting, if the image is affected by either snow or defocus
blur corruption, then the noisy label is deterministically set to 2, or to 1 if the original label was
already 2. If the image is corrupted by either pixelate, or fog, then the noisy label is deterministically
set to 7, or to 6 if the original label was already 7. The privileged information contains two features:
the severity level and the corruption type. Since CIFAR-10C contains only 10000 samples, we add
30000 clean samples from CIFAR-10 to our dataset. This way, 60% of the 10000 CIFAR-10C images
are corrupted, while the other 30000 CIFAR-10 samples are clean. In total, 15% of the images are
corrupted.

C.4 IHDP dataset details

The Infant Health and Development Program (IHDP) dataset [35], is a semi-synthetic data containing
in which the response variable is the future cognitive test scores. The feature vector includes
information about the child such as child—birth weight, head circumference, weeks born preterm,
birth order, first born indicator, neonatal health index, twin status, and more. The treatment M is the
specialist home visits indicator. The privileged information is defined as the covariate in X; with
the highest correlation to Y;. We then remove this feature from X, so it cannot be used at inference
time. Since this dataset is semi-synthetic, every sample point includes both potential outcomes Y;(0),
Y;(1) for every sample i. We therefore need to choose which samples are treated with M = 0 and
which are treated with M = 1. In section D.1 we explain how M is chosen to intentionally induce a
distribution shift between the observed and test distributions.

C.5 Twins dataset details

The Twins dataset contains information about twin births in the USA between 1989 and 1991. The
raw data was provided by [47], and [48] introduced it as a new benchmark. In this dataset, the
treatment 7' = 1 indicates for being born the heavier twin, the covariates X include features about
the twins and their parents, and the outcome corresponds to the mortality of each of the twins in their
first year of life. Since the records of the two twins are available, their mortality rates are considered
as two potential outcomes, where the treatment is the indicator of being born heavier. We follow the
protocol of [48] and focus only on twins with birth weight less than 2kg. The privileged information
variable is set to the birth weight of the lighter twin. Since both potential outcomes are observed in
the data, we must selectively hide one of them to simulate an observational study. We choose the
treatment probability as explained in Section D.1.

C.6 NSLM dataset details
The National Study of Learning Mindsets (NSLM) dataset [49] is a semi-synthetic data that was

analyzed in the 2018 Atlantic Causal Inference Conference workshop on heterogeneous treatment
effects [51]. See [51, Section 2] for more information about this dataset. In our experiments, we
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follow the protocol introduced in [34, 51] to generate two synthetic potential outcomes and a synthetic
PI variable. Specifically, we begin by scaling the data to have 0 mean and standard deviation of 1.
We split the dataset into a training set and a validation set, containing 80% and 20% samples from the
entire data, respectively. Using these training and validation sets, we fit a neural network with one
hidden layer of size 32 to predict Y from X. The training parameters are as detailed in Section D.1.
This network function is denoted by fig(). Similarly, we fit an XGBoost classifier to predict the
original treatment variable M given in the data from the feature vector X. We set the max_depth
and n_estimators parameters to 2, 10, respectively. We then calibrate the estimated propensity score
to have the same mean as the marginal treatment probability. This calibrated estimated propensity
score is denoted by é(X;). We generate a new treatment variable M;, a synthetic PI variable Z;, and
a semi-synthetic target variable Y;(0) as follows.

Z; ~ N(0,0.2%)

E; = 1{Z; > Quantile(0.9, Z) or Z; < Quantile(0.1, Z)}

M; ~ Ber(min(0.8, (1 + E;)é(X;)))

7 = 0.228 + 0.051{X, 5 < 0.07) — 0.051{X; ¢ < —0.69} — 0.081{X; € {1,13,14}}
Yi(0) = juo(Xy) + 1 + (1 + Ei) Z;.

C.7 Synthetic dataset details

In this section, we present the synthetic dataset used in the ablation study of the parameter 3 in
Appendix E.5.

The feature vectors are uniformly sampled as follows:
X; ~ Uni(1,5)°,
where Uni(a, b) is a unifrom distribution in the range (a, b). The PI is sampled as:
Ej ~N(0,1),
E? ~ Uni(—1,1),
E} ~N(0,1),
P; ~ Pois(cos(E? + 0.1)) * B2,
Zi ~ Py + 2E3.

Above, Pois()) is a poisson distribution with parameter A, and NV (u, 02) is a normal distribution
with mean £ and variance o2. Finally, the label is defined as:

B ~ Uni(0,1)5

B = B/IIBl1
Ui=1z,c 3+2*x1 _3<z,<1 +8x1z51

Y; =03X,;8+087;+ 0.2+ U, E;.

D Experimental setup

D.1 General setup

In all experiments, except for scarce data experiments, we split the data into a training set (50%),
calibration (20%), validation set (10%) used for early stopping, and a test set (20%) to evaluate
performance. See Section D.2 for the specific details in the scrace data experiments. Then, we
normalize the feature vectors and response variables to have a zero mean and unit variance. In
experiments involving missing variables, we impute them with a linear model fitted on variables that
are always observed from X, Y, Z. The linear model is trained on samples from the training and
validation sets. For datasets that are not originally corrupted, the corruption probability is determined
as follows. First, for IHDP and Twins datasets, we fit a linear model on the entire data to predict Y’
given X, Z, and use its predictions as an initial value. For other datasets, we take Z as the initial value.
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We take the initial values, set the maximal value as the 85% quantile, and divide by the 90% quantile
of the initial values. Then, we zero the lowest 75% values. Then, we raise all values to the exponent
that achieves an average of 0.20. The result is the corruption probability. Therefore, by definition,
the average corruption probability is 20%. In all experiments, we fit a base learning model and wrap
its output with a calibration scheme. In regression tasks, the model is trained to learn the 5% and
95% conditional quantiles of Y | X. In Table 2 we summarize the model we used for each dataset
for both tasks. For neural network models, we used an Adam optimizer [52] with le-4 learning
rate, and batch size of 128. The network is composed of hidden layers of sizes: 32, 64, 64, 32, 0.1
dropout, and leaky relu as an activation function. For xgboost and random forest models, we used
100 estimators. We train the networks for 1000 epochs, but stop the training earlier if the validation
loss does not improve for 200 epochs, and in this case, the model with the lowest validation loss is
chosen. In our experiments, we use the xgboost package [53] and the scikit-learn package [54] from
random forest. The neural networks were implemented with the pytorch package [55]. Regarding the
hyper-parameters of the calibration schemes, in all experiments, we set the parameter /3 of PCP to
B = 0.005 and the parameter 5 of Two-Staged to § = 0.05.

Table 2: The learning models used for each dataset.

Dataset Name Base learning model Corruption probability estimator

Facebook1 [36]

Neural network

Neural network

Facebook2 [36] Neural network Neural network
Bio [37] Neural network Neural network
House [38] Neural network Neural network
Meps19 [39] Neural network Neural network
Blog [40] Neural network Neural network
THDP [35] XGBoost XGBoost
Twins [47, 48] XGBoost XGBoost
NSLM [49] XGBoost XGBoost
CIFAR-10N [41] Resnet-18 Resnet-18 when using = or Random forest when using only z
CIFAR-10C [50] Resnet-18 Resnet-18 when using = or Random forest when using only z

D.2 Experimental setup for scarce data experiment

In this section, we detail the experimental setup employed in the experiment in Section 4.1. In this
experiment, we split the data into a training set (30%), a validation set (10%), and a test set (60%).
Furthermore, the nominal coverage level was set to 1 — 2a. = 90%. For each training sample ¢, we fit
an XGBoost quantile regression model using the entire training set, except for the i-th sample, to
obtain a leave-one-out model. Then, we calibrated the model outputs with each calibration scheme,
using the leave-one-out models.

D.3 Experimental setup for CIFAR-10N and CIFAR-10C experiments

We use a ResNet-18 network [56] as a base model. If we used both X and Z as an input to the model,
we forward X through the CNN, and then through a linear layer with an output dimension of 16.
Then, we concatenate this result with Z and forward it through a network with hidden layers with
sizes 32, 64, 64, 32. When fitting the CNN, we train the model with batches of size 32 for 50 epochs,
and choose the model with the lowest validation loss. Additionally, we apply a random augment
transform to improve performance. For the Two-Staged and Naive WCP calibration schemes,
we use only X to estimate the corruption probability, and for the infeasible WCP and PCP we use
only Z to estimate it.

D.4 Machine’s spec
The resources used for the experiments are:

* CPU: Intel(R) Xeon(R) E5-2650 v4.
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* GPU: Nvidia titanx, 1080ti, 2080ti.
* OS: Ubuntu 18.04.

D.5 Computational resources

The computation efficiency of the proposed algorithm is dominated by the efficiency of the base
learning model. The reason is that our calibration scheme only requires one pass over all calibration
samples, as explained in Section B.2.

E Additional experiments

In this section, we provide additional experiments and supply additional results. In all experiments,
whenever possible, we display the performance of an uncalibrated model, Naive CP which uses
clean and noisy samples, Naive CP which uses only the clean samples, Weighted CP with the
following weights: (i) estimated using only from X, (ii) estimated using Z, and (iii) oracle weights as
a function of Z. We further employ the Two-Staged algorithm and PCP with these three options
for the weight function. It is important to note that it is not applicable in practice to apply Weighted
CP or Two-Staged CP with weights estimated from Z, since they require the test privileged
information Z'**', We conduct these experiments for demonstration purposes. Nevertheless, PCP is
applicable with any of these weights, as it does not use Z'.

E.1 Causal inference tasks experiments

We follow the protocol in Section 4.1, when our goal is to estimate the uncertainty of unknown
response under no treatment Y;,11(0). As explained in Section 4.1, valid prediction intervals for
Y, +1(0), Y41 (1) can be combined to construct a reliable interval for the individual treatment effect
(ITE), which is valuable in many applications [30-33].

We begin with the semi-synthetic IHDP [35] dataset, in which the objective is to analyze the effect of
specialist home visits on future cognitive test scores. See Section C.4 for more information about this
dataset. Figure 4 displays the coverage rate and interval lengths of the prediction intervals constructed
by the calibration schemes. This figure shows that the naive techniques: Uncalibrated, naive
jackknife+ (Naive CP), and naive JAW, which uses weights estimated only from X, do not achieve
the desired coverage level. This is not a surprise, as the naive approaches do not hold statistical
guarantees. In contrast, JAW which uses Z'°*, and the proposed PCP construct uncertainty intervals
that achieve the desired coverage level. This is also anticipated since these methods are supported
by theoretical guarantees. Nevertheless, the versions of JAW that achieve a valid coverage rate are
infeasible in practice, as they require Z'*, which is unknown in our setting. In conclusion, Figure 4
suggests that PCP is the only applicable calibration scheme that achieves a valid coverage level in
this experiment.

Next, we turn to the Twins dataset [47] which contains records about newborn twin babies, and the
response variable is the mortality indicator. In Section C.5 we provide additional information about
this dataset. Figure 5 presents the performance of each calibration scheme on the Twins dataset.
This figure indicates that Naive CP tends to undercover the response variable while the two-staged
baseline tends to overcover it. In contrast, observe that WCP and PCP achieve the desired 90%
coverage rate when employed with oracle corruption probabilities, or with probabilities estimated
from Z. However, we remark that these versions of WCP cannot be applied in practice, since they
require Z'*, which is unavailable in our setup. The only practical version of WCP is with corruption
probabilities estimated from X, which does not achieve the nominal coverage level. Notice, however,
that the proposed PCP can be applied with all versions of corruption probabilities, as it does not
require access to Z'*, To conclude, PCP and Two-Staged are the only calibration schemes that
are both applicable in practice and guaranteed to generate uncertainty sets with a valid coverage rate.
In addition, Figure 5 reveals that PCP achieves a comparable set size to the infeasible WCP, indicating
that PCP does not lose much statistical efficiency by not using the test PI Z',

Lastly, we consider the semi-synthetic National Study of Learning Mindsets (NSLM) dataset [49],
which examines behavioral interventions. See [51, Section 2] for information on the dataset, and
Appendix C.6 for our adaptation for this dataset. The performance of each calibration scheme is
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provided in Figure 6. This figure shows the same trend: the naive methods undercover the response
variable while the proposed PCP constructs valid uncertainty sets.
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Figure 4: THDP dataset experiment. The coverage rate and average interval length achieved
by an uncalibrated quantile regression (Uncalibrated), a naive jackknife+ (Naive CP), JAW
(Weighted CP) which estimates the corruption probability from either X (orange), Z (green),
or uses the oracle probabilities (red), and the proposed method (Privileged CP) with the three
options for the corruption probabilities. All methods are applied to attain a coverage rate at level
1 — 2a = 90%. The metrics are evaluated over 50 random data splits.
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Figure 5: Twins dataset experiment. The coverage rate and average set size achieved by naive
conformal prediction (Naive CP),Weighted CP which estimates the corruption probability from
either X (orange), Z (green), or uses the oracle probabilities (red), the baseline Two Staged CP,
and the proposed method (Privileged CP) with the three options for the corruption probabilities.
All methods are applied to attain a coverage rate at level 1 — a = 90%. The metrics are evaluated
over 20 random data splits.

E.2 Noisy response variable: CIFAR-10N dataset

In this section, we provide additional results from the CIFAR-10N experiment conducted in Sec-
tion 4.3. In Figure 7 we display the performance of naive CP, and WCP, Two—-Staged, PCP, applied
either with corruption probabilities estimated from X or from Z. This figure shows that WCP and
PCP do not achieve the desired coverage rate when the corruption probabilities are estimated from X.
In contrast, WCP and PCP attain a valid coverage rate when the corruption probabilities are estimated
from Z. This is not a surprise, as it is guaranteed by [8, Theorem 1] and by Theorem 1. Lastly, this
figure shows that Two—-Staged constructs uncertainty sets that are too conservative. This is also
anticipated since the prediction sets of Two—-Staged encapsulate the uncertainty in both Z and
Y. Importantly, we note that WCP cannot be used with corruption probabilities estimated from Z
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Figure 6: NSLM dataset experiment. The coverage rate and average interval length achieved
by an uncalibrated quantile regression (Uncalibrated), naive conformal prediction (Naive
CP), Weighted CP which estimates the corruption probability from either X (orange), Z (green),
or uses the oracle probabilities (red), the baseline Two Staged CP and the proposed method
(Privileged CP) with the three options for the corruption probabilities. All methods are applied
to attain a coverage rate at level 1 — o = 90%. The metrics are evaluated over 20 random data splits.

(Weighted CP in color green in Figure 7) since it requires access to Z'**, which is unknown in
our setup.
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Figure 7: Noisy response experiment: CIFAR-10N dataset. The coverage rate and average set size
length achieved by, naive conformal prediction (Naive CP), using either all calibration samples
(noisy + clean) or only the uncorrupted ones (only clean), Weighted CP which estimates the
corruption probability from either X (orange), Z (green), the baseline Two Staged CP and the
proposed method (Privileged CP) with the two options for the corruption probabilities. All
methods are applied to attain a coverage rate at level 1 — o = 90%. The metrics are evaluated over
20 random data splits.

E.3 Noisy features and responses: CIFAR-10C dataset

We demonstrate our proposed method on the CIFAR-10C [50] dataset, which contains pairs of a
noisy image with a noisy label. In short, some of the images are corrupted, e.g., with a defocus blur,
and the responses of corrupted images are artificially corrupted. Nevertheless, we note that the test
images are corrupted as well, in the sense that X (0) = X (1) for all samples. In this experiment,
we examine two options: dispersive noise, which randomly flips the label into a different one with
uniform probability, and an adversarial noise, which deterministically flips the label into a different
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one. In Section C.3 we provide the full details about this dataset. Lastly, in the following experiments,
we set the desired coverage rate to 80% since the model outputs extremely uncertain predictions for
10% of the samples.

Figure 8 displays the coverage rates and set sizes achieved by each calibration scheme, on the
CIFAR-10C dataset corrupted with dispersive noise. This figure indicates that by considering the
noisy labels, Naive CP achieves a conservative coverage rate, which is consistent with the work
of [25, 43]. Nevertheless, when applied without the noisy labels, Naive CP tends to undercover the
correct response, similarly to the two-staged baseline Two—-Staged. Observe also that the feasible
version of WCP, which uses weights estimated only from X achieves under coverage. In striking
contrast, our proposed PCP covers the response at the desired coverage rate. This trend also applies
for the CIFAR-10C dataset corrupted with adversarial noise, as presented in Figure 9. This figure
illustrates that all feasible baselines suffer from undercoverage, except for the two-staged baseline
which achieves an over-conservative coverage rate. In contrast, our proposal achieves the nominal
coverage level.
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Figure 8: Dispersive label-noise experiment: CIFAR-10C dataset. The coverage rate and average
set size length achieved by, naive conformal prediction (Naive CP), using either all calibration
samples (noisy + clean) or only the uncorrupted ones (only clean), Weighted CP which estimates
the corruption probability from either X (orange), Z (green), or uses the oracle probabilities (red), the
baseline Two Staged CP and the proposed method (Privileged CP) with the three options
for the corruption probabilities. All methods are applied to attain a coverage rate at level 1 —a = 90%.
The metrics are evaluated over 20 random data splits.

E.4 Tabular data experiments

In this section, we conduct a series of experiments with the datasets: facebookl, facebook?2, bio,
house, meps19, and blog. In each experiment, we apply a different corruption to either the covariates
or the response variable. Additionally, for the Two-Staged, Infeasible WCP and the proposed
PCP, we use the oracle corruption probabilities when computing the weights w(z). However, the
Naive WCP method uses corruption probabilities estimated only from x using a neural network
classifier. Section C.1 provides information about these datasets and Section D.1 describes the
experimental setup.

E.4.1 Noisy response

We examine two artificial noise functions corrupting the response. The first noise is contractive,
which reduces the variability by averaging the response with its mean: Y (1) = (Y (0) + E[Y(0)]).
The second is dispersive, which adds to the response variable a normally distributed random noise
with mean 0 and standard deviation 5 times the standard deviation of Y'(0).

We begin with the dispersive noise experiment. Figure 10 shows the performance of each calibration
scheme in this setup. This figure indicates that the uncalibrated model and naive CP construct too
conservative intervals. This result is consistent with the findings of [25, 43] which suggest that
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Figure 9: Contractive label-noise experiment: CIFAR-10C dataset. The coverage rate and average
set size length achieved by, naive conformal prediction (Naive CP), using either all calibration
samples (noisy + clean) or only the uncorrupted ones (only clean), Weighted CP which estimates
the corruption probability from either X (orange), Z (green), or uses the oracle probabilities (red), the
baseline Two Staged CP and the proposed method (Privileged CP) with the three options
for the corruption probabilities. All methods are applied to attain a coverage rate at level 1 —a = 90%.
The metrics are evaluated over 20 random data splits.

naively applying CP method on data with dispersive label-noise leads to conservative uncertainty sets.
Nevertheless, Naive WCP achieves a coverage rate that is too low, possibly because the corruption
probability estimates are not sufficiently accurate. Also, the two-staged baseline tends to output
conservative intervals, as anticipated. Lastly, Infeasible WCP and the proposed PCP consistently
achieve the desired coverage rate for all datasets. This is not a surprise, as a theoretical guarantee
supports this result.

We now turn to the contractive noise experiment, and report in Figure 11 the coverage rate and
interval lengths of the prediction intervals constructed by each calibration scheme. This figure shows
that the uncalibrated model and naive CP generate intervals that undercover the correct outcome.
This is anticipated, as the contractive noise confuses these techniques to ‘think’ that the underlying
uncertainty is small, leading them to produce too small prediction intervals. In addition, the baselines
Naive WCPand Two Staged CP constructtoo wide intervals, that tend to overcover the response.
In contrast, Infeasible WCP and the proposed PCP achieve the desired coverage rate.

E.4.2 Missing features

In this section, we study the setting where the entries in the corrupted feature vector X (1) are missing.
Specifically, we artificially delete 20% of the features with the highest correlation to ¥; from X;(0) to
obtain X;(1). The corruption indicator M; is defined similarly to other experiments, as explained in
Section D.1. Figure 12 shows the performance of each calibration scheme. This figure indicates that
the uncalibrated model and naive CP tend to undercover the response variable. Also, the Naive WCP
produces intervals with large variability. This behavior probably results from inaccurate estimates of
the corruption probability P/ x, as its oracle counterpart, Infeasible WCP, which uses the true
corruption probabilities, precisely achieves the nominal coverage level. Furthermore, the baseline
Two Staged CP generates too wide intervals that tend to overcover the response. In contrast, the
proposed PCP consistently achieves the desired coverage rate 1 — o = 90%.

E.5 Ablation study of the effect of 3

This section studies the effect of the parameter 5 on the prediction sets constructed by PCP. We apply
PCP on a synthetic data, introduced in Appendix C.7 with different values of 8 € (0, ). We follow
the experimental protocol described in Appendix D.1, and report the coverage rate and average length
achieved by PCP in Figure 13. This figure indicates that the smallest intervals are achieved for /3 that
is close to 0, and the interval sizes are an increasing function of 5. Yet, it is important to understand
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Figure 10: Dispersive label-noise experiment: tabular datasets. The coverage rate and average
interval length achieved by an uncalibrated quantile regression (Uncalibrated), naive conformal
prediction which uses both clean and noisy samples (Naive CP), WCP which estimates the corrup-
tion probability from X (Naive WCP), the baseline Two Staged CP, WCP which uses the oracle
corruption probabilities (Infeasible WCP), and the proposed method (Privileged CP) that
uses to the oracle corruption probabilities. All methods are applied to attain a coverage rate at level
1 — a = 90%. The metrics are evaluated over 20 random data splits.

that different results could be obtained for different datasets. Therefore, we recommend choosing 3
using a validation set, with a grid of values for 5 in (0, ).
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Figure 11: Contractive label-noise experiment: tabular datasets. The coverage rate and average
interval length achieved by an uncalibrated quantile regression (Uncalibrated), naive conformal
prediction which uses both clean and noisy samples (Naive CP), WCP which estimates the corrup-
tion probability from X (Naive WCP), the baseline Two Staged CP, WCP which uses the oracle
corruption probabilities (Infeasible WCP), and the proposed method (Privileged CP) that
uses the oracle corruption probabilities as well. All methods are applied to attain a coverage rate at
level 1 — o = 90%. The metrics are evaluated over 20 random data splits.
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Figure 12: Missing features experiment: tabular datasets. The coverage rate and average interval
length achieved by an uncalibrated quantile regression (Uncalibrated), naive conformal predic-
tion which uses both clean and noisy samples (Naive CP), WCP which estimates the corruption
probability from X (Naive WCP), the baseline Two Staged CP, WCP which uses the oracle
corruption probabilities (Infeasible WCP), and the proposed method (Privileged CP) that
uses to the oracle corruption probabilities. All methods are applied to attain a coverage rate at level
1 — a = 90%. The metrics are evaluated over 20 random data splits.
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Figure 13: Ablation study of 3. The coverage rate and average interval length achieved by PCP
applied to attain a coverage rate at level 1 — o = 90%. The metrics are evaluated over 20 random
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The empirical experiments are provided in Section 4 and match the theoretical
results in Appendix A. The problem setup is discussed in Section D.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In Section 5 we discuss the limitations of our method, and in Sections 3.3
and 1.3 we review its computational efficiency.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: The theoretical claims are proved in Appendix A.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In Appendix D we detail the full experimental setup and in Appendix C we
describe all information about the datasets we used.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The software package implementing our method and reproducing the ex-
periments is attached to the supplementary material. The datasets we used are publicly
available.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: In Appendix D we detail the full experimental setup.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: All experiments are demonstrated with a boxplot which describes the variability
of the results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

36


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Appendix D.4 we provide the spec of the machines we used and in Ap-
pendix D.5 we discuss the computation efficiency.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This paper does not involve human subjects or participants, and all datasets we
used are publicly available.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: In Section 5 we discuss the potential positive and negative impacts of our
method.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

» If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: In this paper, we introduce a calibration scheme that wraps predictive models.
The datasets and models we use are standard, and thus we do not feel that our paper poses
potential risks for misuse.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All sources we used are publicly available and we cited every asset we used in
this work.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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paperswithcode.com/datasets

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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