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Abstract
We analyze continual learning on a sequence
of separable linear classification tasks with bi-
nary labels. We show theoretically that learn-
ing with weak regularization reduces to solving
a sequential max-margin problem, corresponding
to a special case of the Projection Onto Convex
Sets (POCS) framework. We then develop up-
per bounds on the forgetting and other quantities
of interest under various settings with recurring
tasks, including cyclic and random orderings of
tasks. We discuss several practical implications
to popular training practices like regularization
scheduling and weighting. We point out several
theoretical differences between our continual clas-
sification setting and a recently studied continual
regression setting.

1. Introduction
Continual learning deals with learning settings where dis-
tributions, or tasks, change over time, breaking traditional
i.i.d. assumptions. While models trained sequentially are
expected to accumulate knowledge and improve over time,
practically they suffer from catastrophic forgetting (Mc-
Closkey & Cohen, 1989; Goodfellow et al., 2013), i.e., their
performance on previously seen tasks deteriorates over time.

Much research in continual learning has focused on heuristic
approaches to remedying forgetting. Recent approaches
achieve impressive empirical performance, but often require
storing examples from previous tasks (e.g., Robins (1995);
Rolnick et al. (2019)), iteratively expanding the learned
models (e.g., Yoon et al. (2018)), or lessening the plasticity
of these models and harming their performance on new tasks
(e.g., Kirkpatrick et al. (2017)).
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We theoretically study the continual learning of a linear
classification model on separable data with binary classes.
Even though this is a fundamental setup to consider, there
are still very few analytic results on it, since most of the
continual learning theory thus far has focused on regres-
sion settings (e.g., Bennani et al. (2020); Doan et al. (2021);
Asanuma et al. (2021); Lee et al. (2021); Evron et al. (2022);
Goldfarb & Hand (2023); Li et al. (2023)). Even in the
broader deep learning scope, theoreticians often start from
very simple models and use them to gain insight into phe-
nomena arising in more practical models (e.g., Belkin et al.
(2018); Woodworth et al. (2020)).

Our paper reveals a surprising algorithmic bias of linear
classifiers trained continually to minimize the exponential
loss on separable data with weak regularization. Specifically,
we prove that the weights converge in the same direction
as the iterates of a Sequential Max-Margin scheme. This
creates a bridge between the popular regularization methods
for continual learning (Kirkpatrick et al., 2017; Zenke et al.,
2017) and the well-studied POCS framework – Projections
Onto Convex Sets (also known as the convex feasibility
problem or successive projections).

Our results complement those of a recent paper (Evron et al.,
2022) that analyzed the worst-case performance of contin-
ual linear regression. That paper showed that continually
learning linear regression tasks with vanilla SGD, implicitly
performs sequential projections onto closed subspaces, and
connected that regime to the area of Alternating Projections
(Von Neumann, 1949; Halperin, 1962). In our paper, we
draw comparisons between our continual classification set-
ting and their continual regression setting (summarized in
App. A). We point out inherent differences between these
two settings, emphasizing the need for a proper and thor-
ough analytical understanding dedicated to continual classi-
fication settings.

Our Contributions Our analysis reveals the following:

• Explicit regularization methods for continual learning of
linear classification models are linked to the framework
of Projections Onto Convex Sets (POCS).

• Each learned task brings the learner closer to an “offline”
feasible solution solving all tasks. However, there exist
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task sequences for which the learner stays arbitrarily far
from offline feasibility, even after infinitely many tasks.

• When tasks recur cyclically or randomly, the learner
converges to an offline solution with linear rates.

• If we converge to an offline solution, it may not be
the minimum-norm solution (in contrast to continual
regression), but it still needs to be 2-optimal (minimal).

• Scheduling the regularization strength endangers conver-
gence to an offline solution and optimality guarantees.

• Using popular regularization weighting schemes based
on Fisher-information matrices, does not necessarily
prevent forgetting (in contrast to continual regression).

• Early stopping (without regularization) does not yield
the same solutions as weak regularization (unlike in
stationary settings with a single task).

2. Setting
We consider T ≥ 2 binary classification tasks. Each task
m = 1, . . . , T is defined by a dataset Sm consisting of
tuples of D-dimensional samples and their binary labels,
i.e., each tuple is (x, y)∈ RD×{−1,+1} , for a finite D.

Notation. Throughout the paper, we denote the (isotropic)
Euclidean norm of vectors by ∥v∥, and the weighted
norm by ∥v∥B ≜ v⊤Bv, for some B ≻ 0D×D. We
denote the set of natural numbers starting from 1 by
N+ ≜ N \ {0} and the natural numbers from 1 to n by [n].
We define the distance of a vector w ∈ RD from
a closed set C ⊆ RD as d(w, C) ≜ minv∈C ∥w − v∥.
Finally, we denote the maximal norm of any data point
by R ≜ maxm∈[T ] max(x,y)∈Sm

∥x∥.

Our main assumption in this paper is that the tasks are
jointly-separable, i.e., they can be perfectly fitted simulta-
neously, as in “offline” non-continual settings. This can be
formally stated as follows.
Assumption 2.1 (Separability). Each task m ∈ [T ] is sepa-
rable, i.e., it has a non-empty feasible set defined as

Wm ≜
{
w∈RD | yw⊤x ≥ 1, ∀(x, y) ∈ Sm

}
.

Moreover, the T tasks are jointly-separable — there exists a
non-empty offline feasible set:

W⋆ ≜ W1 ∩ · · · ∩WT ̸= ∅ .

A similar assumption was made in the continual regression
setting (Evron et al., 2022). It is a reasonable assumption in
overparameterized regimes, where feasible offline solutions
often do exist. Practically, this is commonly the case in
modern deep networks. Theoretically, with sufficient over-
parameterization (Du et al., 2019) or high enough margin
(Ji & Telgarsky, 2020), it is often easy to converge to a
zero-loss solution.

To facilitate our results and discussions, we specifically
define the minimum-norm offline solution. This solution is
traditionally linked to good generalization.
Definition 2.2 (Minimum-norm offline solution). We de-
note the offline solution with the minimal norm by

w⋆ ≜ argminw∈W⋆ ∥w∥ .

Figures 1a and 1b illustrate our definitions. Notice how both
the feasible set Wm of each task and the offline feasible set
W⋆ are closed, convex, and affine polyhedral cones.

Figure 1. Illustrating our setting from Section 2 and the Sequential Max-Margin dynamics from Scheme 2 in Section 3.

𝒲1

(a) A 2-dimensional task with two sam-
ples (one positive and one negative). Each
sample (x, y) induces a constraint to a half-
space yw⊤x ≥ 1. The task’s feasible set
W1 is defined as the intersection of these
two halfspaces, and is thus an affine poly-
hedral cone.

𝒲2 𝒲⋆

𝒲1

𝐰⋆

(b) Two tasks, the first having two sam-
ples and the second having a single sample.
The intersection of W1 and W2 defines the
offline feasible set W⋆, in which all sam-
ples of all tasks are correctly classified with
a margin of at least 1. Notice the min-norm
offline solution w⋆ ∈ W⋆.

𝒲2 𝒲⋆

𝒲1
𝐰0

𝐰2

𝐰1

𝐰⋆

(c) Learning the 1st task projects
w0=0D onto W1. The obtained iter-
ate w1 = P1(w0) is the max-margin so-
lution of the 1st task. Then, learning
the 2nd task, projects w1 onto W2 to
obtain (in this case) an offline solution
w2 = P2(w1) ∈ W⋆ ⊂ W2. Notably,
w2 is not the min-norm w⋆ (Section 4.3).
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3. Algorithmic Bias in Regularization Methods
Regularization methods are highly influential in continual
learning (Kirkpatrick et al., 2017; Zenke et al., 2017; Aljundi
et al., 2018). In this section, we propose a novel analysis
for such methods on separable datasets in the spirit of the-
oretical work on algorithmic biases outside the scope of
continual learning. Concretely, we discover that weakly-
regularized models, trained sequentially to minimize the
exponential loss,1 converge in direction to the iterates of a
sequential projection scheme.

Specifically, we study Scheme 1, in which the learner se-
quentially sees one task (out of T ) at a time, for k iterations
(k > T implies repetitions). Starting from w

(λ)
0 =0D, at

each iteration t∈ [k], the learner minimizes the exponential
loss of the current task’s dataset St, while biasing towards
the previous task’s solution w

(λ)
t−1 using the Euclidean norm.

The regularization strength is determined by a sequence
of (possibly constant) positive scalars λ1, ..., λk > 0. The
norms are possibly weighted by a sequence of positive-
definite matrices B1, ...,Bk ≻ 0D×D.

Scheme 1 Regularized Continual Learning

Initialization: w(λ)
0 = 0D

Iterative update for each task t ∈ [k]:

w
(λ)
t = argmin

w∈RD

∑
(x,y)∈St

e−yw⊤x +
λt

2

∥∥∥w−w
(λ)
t−1

∥∥∥2
Bt

(1)

To clarify, each of the k iterations corresponds to learning a
whole task (to convergence), and not to performing a single
gradient step.

As a start, we first focus on constant strengths λ > 0
and on “vanilla” L2 regularization, i.e., B1 = ... = Bk = I.
Vanilla L2 regularization has recently been shown to be
competitive with more popular norm-weighting schemes
like EWC (Lubana et al., 2022; Smith et al., 2023). We
address the more complicated setups in Section 5.

For an arbitrary λ, the objective in Eq. (1) is hard to
analyze, even for the first task, where the regulariza-
tion term reduces to the traditional unbiased term ∥w∥2.
Previous works were still able to perform non-trivial anal-
ysis by examining the weakly-regularized case, i.e., in the
limit of λ → 0 (e.g., for linear models (Rosset et al., 2004)
or homogeneous neural networks (Wei et al., 2019)).

Under our continual setting, we also take this approach
and analyze the weakly-regularized model. This enables us
to gain analytical insights into regularization methods for
continual learning. We establish an equivalence between the

1It should be possible to extend our results to other losses with
exponential tails, e.g., cross-entropy, as has been done in previous
theoretical works on stationary settings (Soudry et al., 2018).

weakly-regularized Scheme 1 and the following Sequential
Max-Margin Scheme 2, and propose novel perspectives and
techniques for analyzing regularization methods.

Scheme 2 Sequential Max-Margin

Initialization: w0 = 0D

Iterative update for each task t ∈ [k]:

wt = Pt (wt−1) ≜ argmin
w∈RD

∥w −wt−1∥2 (2)

s.t. yw⊤x≥1, ∀(x, y)∈St

We are now ready to state our fundamental result, showing
that the regularized continual iterates (w(λ)

t ) of Scheme 1
converge in direction to the Sequential Max-Margin iterates
(wt) = (Pt (wt−1)) of Scheme 2, obtained by successive
projections onto closed convex sets, as depicted in Figure 1c.

Theorem 3.1 (Weakly-regularized Continual Learning con-
verges to Sequential Max-Margin). Let λt = λ > 0, and
Bt= I, ∀t∈ [k]. Then, for almost all separable datasets,2

in the limit of λ → 0, it holds that w(λ)
t → ln

(
1
λ

)
wt

with a residual of ∥w(λ)
t − ln

(
1
λ

)
wt∥ = O

(
t ln ln

(
1
λ

))
.

As a result, at any iteration t = o
(

ln(1/λ)
ln ln(1/λ)

)
, we get

lim
λ→0

w
(λ)
t

∥w(λ)
t ∥

=
wt

∥wt∥
.

In Appendix B, we prove this theorem. There, we also
discuss the limitations of our analysis (Appendix B.3) and
identify aspects where it can be improved.

Remark 3.2 (Important differences from existing analysis).
Existing works (e.g., Rosset et al. (2004)) analyzed weakly-
regularized models with an unbiased regularizer ∥w∥pp. This
allowed them to concentrate on the limit margin which im-
plies convergence in direction. However, we show that to
analyze the continual regularizer in Eq. (1), one must also
take into account the scale of the solutions (w(λ)

t ). There-
fore, we analyze both the scale and the direction of weakly-
regularized solutions, requiring more refined techniques.

4. Sequential Max-Margin Projections
Now, we turn to exploit the connection we have established
between the weakly-regularized continual Scheme 1 and the
Sequential Max-Margin Scheme 2. Using tools from exist-
ing literature on Projections Onto Convex Sets (POCS), we
gain valuable insights into the dynamics of training models
continually. Specifically, we derive optimality guarantees
and convergence bounds in several interesting settings.

2This holds w.p. 1 for separable datasets (Assumption 2.1)
sampled from any absolutely continuous distribution. It also holds
even when the datasets are separable but not jointly-separable.
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4.1. Quantities of Interest

We have three quantities of interest. While the first two are
widely used in the POCS literature, the latter is specific to
our continual classification setting.
Definition 4.1 (Quantities of interest). Let wt ∈ RD be
the tth iterate, obtained while continually learning T jointly-
separable tasks. The following quantities are of interest:

1. Distance to the offline feasible set: d(wt,W⋆)

2. Maximum dist. to any feasible set: max
m∈[T ]

d(wt,Wm)

3. Forgetting: We define the forgetting of a previously-seen
task m ∈ [t] as the maximal squared hinge loss on any
sample (x, y) of the task. More formally,

Fm(wt) ≜ max(x,y)∈Sm

(
max

{
0, 1− yw⊤

t x
})2

.

Throughout our paper, we analyze both the
maximal and the average forgetting, i.e.,
maxm∈[t] Fm(wt) and 1

t

∑t
m=1 Fm(wt).

Explaining our forgetting. Previous works
on continual linear regression defined forget-
ting using the MSE on previously-seen tasks,
i.e., ∀m < t : Fm(wt) =

1
|Sm|

∑
(x,y)∈Sm

(
w⊤

t x− y
)2

(e.g., Doan et al. (2021); Evron et al. (2022)). Then, lower
forgetting implies better training loss on previous tasks.

In continual linear classification, hinge losses capture sim-
ilar properties. First, per our definitions, immediately af-
ter learning the mth task, the forgetting on it is 0, since
∀v ∈ RD : Pm(v) ∈ Wm and ∀u ∈ Wm : Fm(u) = 0.
Moreover, a lower forgetting implies better training mar-
gins and generalization performance on previous tasks.
Since the squared hinge loss is a surrogate for the 0-1 loss,
Fm(wt)<1 implies no prediction errors on the mth task.

Remark 4.2 (Forgetting vs. Regret). Forgetting is different
from the regret used to analyze online learning algorithms
(Crammer et al., 2006; Shalev-Shwartz et al., 2012; Hoi
et al., 2021). Forgetting quantifies the degradation on previ-
ous tasks in hindsight, while regret cumulatively captures
the ability to predict future datapoints (or tasks).

A favorable property of the quantities we defined, is that
they bound each other.
Lemma 4.3 (Connecting quantities). Recall our defini-
tion of R ≜ maxm∈[T ] max(x,y)∈Sm

∥x∥. The quantities of
Def. 4.1 are related as follows, ∀w∈RD, m∈ [T ]:

Fm(w) ≤ d2(w,Wm) max
(x,y)∈Sm

∥x∥2 ≤ d2(w,W⋆)R2.

Moreover, for the Sequential Max-Margin iterates (wt)
of Scheme 2, all quantities are upper bounded by the

“problem complexity”, i.e., d2(wt,W⋆)R2 ≤ ∥w⋆∥2R2.

The proof is given in Appendix C.

Remark 4.4 (Problem complexity). Many of our bounds use
∥w⋆∥2R2, which can be seen as the problem complexity
due to its links to sample complexities (Novikoff, 1962).
Moreover, Assumption 2.1, implies that ∥w⋆∥2R2 ≥ 1.

The following is a known useful result from the POCS
literature (e.g., Lemma 3 in Gubin et al. (1967)).
Lemma 4.5 (Monotonicity of distances to offline feasibil-
ity). Distances from the Sequential Max-Margin iterates of
Scheme 2 to the offline feasible set are non-increasing, i.e.,

d(wt,W⋆) ≤ d(wt−1,W⋆), ∀t ∈ [k] .

Question An immediate question arises from Lemma 4.5:
when learning infinite jointly-separable tasks (k = T →∞),
must we converge to the offline feasible set W⋆?
Next, we answer this question in the negative.

4.2. Adversarial Construction: Maximal Forgetting

Example 1 (Adversarial construction). We present a con-
struction of task sequences that seemingly exhibit arbitrarily
bad continual performance. Even after seeing k = T → ∞
jointly-separable tasks, the learner stays afar from the offline
feasible set W⋆, and the forgetting of previously-seen tasks
is maximal. The learner fails to successfully accumulate
experience. See further details in Appendix C.1.

(a) Our construction with T = 20
tasks in D = 3. Datapoints (each
defining a task) have a norm of R=1
and are spread uniformly on a plane,
slightly elevated above the xy-plane.
It holds that ∥w⋆∥=10. As T →∞,
angles between consecutive tasks
and applied projections, get smaller.
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w 2R2 maxm [t] Fm(wt)

(b) The average and maximum forgetting for the adversarial con-
struction for an increasing number of tasks T . Recall that the
maximum forgetting lower bounds the distance to the offline fea-
sible set (Lemma 4.3). Notably, after learning T → ∞ jointly
separable tasks, the quantities do not decay but seemingly become
arbitrarily bad (close to ∥w⋆∥2R2) at some point of learning.

Figure 2. Illustrations of our adversarial construction.

Remark 4.6 (Order of limits). Our paper analyzes the con-
tinual learning of T tasks for k iterations, possibly taking
k→∞ (e.g., by repeating tasks). We take λ→0 after fixing
the number of iterations k. As a result, limit iterates hold

w∞

∥w∞∥
≜ lim

k→∞

wk

∥wk∥
= lim

k→∞
lim
λ→0

w
(λ)
k

∥w(λ)
k ∥

.
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4.3. Convergence to the Minimum-Norm Solution

When solving feasibility problems for classification (e.g.,
in hard-margin SVM), the minimum-norm solution is also
the max-margin solution. In turn, max-margin solutions are
theoretically linked to better generalization performance.

In realizable continual linear regression (or generally, in
alternating projections onto closed subspaces), it is known
that if iterates converge to an offline (or globally feasible)
solution, then that solution must be the closest to w0, i.e.,
have a minimum norm (Evron et al., 2022; Halperin, 1962).

In contrast, in separable continual linear classification set-
tings like ours (or generally, in projections onto closed con-
vex sets), there is no such guarantee and we can converge to
a suboptimal offline solution, as depicted in Figure 1c.

Nevertheless, the following optimality guarantee does hold.

Theorem 4.7 (Optimality guarantee). Any iterate wt ob-
tained by Scheme 2 holds ∥wt∥ ≤ 2 ∥w⋆∥, where w⋆ is the
minimum-norm offline solution (Def. 2.2).

If additionally, wt is “offline”-feasible, i.e., wt ∈ W⋆, then

∥w⋆∥ ≤ ∥wt∥ ≤ 2 ∥w⋆∥ .

The proof is given in Appendix C.2. Further comparisons
to continual regression are drawn in Appendix A.

4.4. Recurring Tasks

Naturally, in many practical continual problems, certain
concepts and experiences recur at different tasks (e.g., en-
vironments of an autonomous vehicle, levels of a computer
game, trends of a search engine, etc.).

Several recent papers have observed empirically that task
repetitions mitigate catastrophic forgetting in continual
learning (Stojanov et al., 2019; Cossu et al., 2022), even
when training is performed with vanilla SGD, without any
forgetting-preventing method (Lesort et al., 2022).

In this section, we analytically study the influence of repeti-
tions. To accomplish this, we leverage the connection that
we have established between continual learning and succes-
sive projection algorithms for convex feasibility problems.
Importantly, we do not propose repetitions as a training
method but rather aim to understand their effects on contin-
ual learning from a projection perspective.

The results of this section are summarized in Table 1.

Recurring tasks vs. Batch learning The recurring tasks
setting should not be confused with standard batch training
(i.e., by regarding each task as a batch). While in batch
training, a single gradient-descent step is made for each
batch, in our continual learning setting (Scheme 1) each
task is solved completely (to separation).

The following is a key lemma in our paper. Much of the
research on POCS has focused on defining and applying
linear regularity conditions, under which iterates (wt) con-
verge linearly (like ct for some c ∈ [0, 1)) to the feasible
sets’ intersection W⋆ (e.g., Bauschke & Borwein (1993)).
In realizable continual linear regression, Evron et al. (2022)
showed that no such regularity holds, and while their
forgetting, i.e., Fm(wt) ≜ d2(wt,Wm), ∀m∈ [T ], is up-
per bounded universally, no universal bounds can be de-
rived for d2(wt,W⋆) even when ∥w⋆∥ and R are bounded.
In contrast, we prove that in separable continual linear clas-
sification, linear regularity does hold and nontrivial bounds
can be derived for d2(wt,W⋆).

Lemma 4.8 (Linear regularity of Sequential Max-Margin).
At the tth iteration, the distance to the offline feasible set is
tied to the distance to the farthest feasible set of any specific
task. Specifically, it holds that ∀t∈N+,

d2(wt,W⋆) ≤ 4 ∥w⋆∥2R2 max
m∈[T ]

d2
(
wt,Wm

)
.

The proofs for this section are given in Appendix D.

So far we assumed that at iteration t, the learner solves a task,
i.e., a dataset St (out of T possible datasets), corresponding
to a projection Pt. To facilitate our next results for cases
where tasks recur, we now define task ordering functions.
Definition 4.9 (Task ordering). A task ordering is a function

τ : N+ → [T ]

that maps an iteration to a learning task.

4.4.1. CYCLIC ORDERING

Mathematically, when analyzing successive projections (like
in our Scheme 2), it is common to first study a cyclic setting,
where the projections form a clearer (cyclic) operator. This
setting has been at the center of focus in many theoretical
papers (e.g., Agmon (1954); Halperin (1962); Deutsch &
Hundal (2006a); Borwein et al. (2014); Evron et al. (2022)).

Practically, in continual learning, cyclic orderings are in-
deed less flexible. However, we believe that they do emerge
naturally in real-world scenarios. For instance, virtual assis-
tants support the recurring daily routines of their customers
and should be able to continue learning from new experi-
ences.
Definition 4.10 (Cyclic task ordering). A cyclic ordering
over T tasks is defined as

τ(t) ≜ 1 + ((t− 1) mod T ) , ∀t ∈ N+ ,

and induces a cyclic operator, in the sense that

wnT =
(
Pτ(nT )◦···◦Pτ(1)

)
(w0) = (PT ◦···◦P1)

n(w0).

We illustrate such orderings in the following Figure 3.

5



Continual Learning in Linear Classification on Separable Data

𝒲2

𝐰1

𝐰0

𝒲1
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𝐰𝟑
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𝒲⋆

𝐰⋆

Figure 3. A cyclic setting with two tasks. Each time we solve a task,
we project the previous iterate onto its corresponding convex set.

Using the linear regularity from Lemma 4.8, we prove linear
convergence results for cyclic orderings. Our proofs use
tools and results from existing POCS literature.
Lemma 4.11 (Limit guarantees for cyclic orderings). Un-
der a cyclic ordering (and the separability assumption 2.1),
the iterates converge to a 2-optimal w∞ ∈ W⋆. That is,

lim
k→∞

d(wk,W⋆) = 0, ∥w⋆∥ ≤ ∥w∞∥ ≤ 2 ∥w⋆∥ .

The proofs for this section are given in Appendix D.3.

Theorem 4.12 (Linear rates for cyclic orderings). For
T ≥ 2 jointly-separable tasks learned cyclically, after
k=nT iterations (n cycles), our quantities of interest
(Def. 4.1) converge linearly as

max
m∈[T ]

Fm(wk)︸ ︷︷ ︸
Maximum forgetting

≤ max
m∈[T ]

d2(wk,Wm)︸ ︷︷ ︸
Max. dist. to any feasible set

R2 ≤

≤ d2(wk,W⋆)︸ ︷︷ ︸
Dist. to

offline feasible set

R2 ≤ g(k) ∥w⋆∥2R2 ,

where

g(k) ≜

 exp
(
− k

4∥w⋆∥2R2

)
T = 2

4 exp
(
− k

16T 2∥w⋆∥2R2

)
T ≥ 3

and ∥w⋆∥2R2≥1 is the problem complexity (Rem. 4.4).

Detour: Universal rates for general cyclic Projections
onto Convex Sets (POCS) settings. We take a brief de-
tour to derive universal bounds for general POCS settings,
where problems do not necessarily hold regularity con-
ditions like the ones in our Lemma 4.8. While cyclic
POCS settings have been studied for decades (Agmon, 1954;
Deutsch & Hundal, 2006a;b; 2008), most previous works
either focused on settings with regularity assumptions or
yielded problem-dependent rates that can be arbitrarily bad.

Our result below extends the universal results of a recent
work that focused on closed subspaces only (Evron et al.,
2022); and is also related to a recent work that considered
closed convex sets as well, but dismissed the number of sets
T as O (1) (Reich & Zalas, 2023).

Proposition 4.13 (Universal rates for general cyclic POCS).
Let W1, . . . ,WT be closed convex sets with nonempty in-
tersection W⋆. Let wk = (PT ◦ · · · ◦ P1)

n(w0) be the
iterate after k= nT iterations (n cycles) of cyclic projec-
tions onto these convex sets. Then, the maximal distance to
any (specific) convex set, is upper bounded universally as,

For T = 2: max
m∈[T ]

d2(wk,Wm) ≤ 1

k + 1
d2(w0,W⋆) ,

For T ≥ 3: max
m∈[T ]

d2(wk,Wm) ≤ 2T 2

√
k
d2(w0,W⋆) .

Clearly, the above yields universal rates for the forgetting as
well (see Lemma 4.3), but these are essentially worse than
the linear rates we got (in the presence of regularity).

4.4.2. RANDOM ORDERING

In this section, we consider a uniform i.i.d. task ordering
over a set of T tasks. Random orderings are considered more
realistic than cyclic ones (e.g., driverless taxis will likely
encounter recurring routes/environments randomly, rather
than in a certain cycle). Mathematically, they also require
other analytical tools and often offer different convergence
guarantees. Much like cyclic orderings, random orderings
have been studied in many related areas (e.g., Nedić (2010);
Needell & Tropp (2014); Evron et al. (2022)).

Table 1. Summary of our upper bounds for recurring orderings (Section 4.4). Upper bounds of random orderings apply to the expectations.

ORDERING ITERATE TYPE 1
∥w⋆∥2R2maxm∈[T ]Fm(wk)

1
∥w⋆∥2maxm∈[T ]d

2 (wk,Wm) 1
∥w⋆∥2 d

2 (wk,W⋆)

CYCLIC LAST (T = 2) min

{
1

k + 1
, exp

(
− k

4∥w⋆∥2R2

)}
exp

(
− k

4∥w⋆∥2R2

)
LAST (T ≥ 3) min

{
2T 2

√
k
, 4 exp

(
− k

16T 2∥w⋆∥2R2

)}
exp

(
− k

16T 2∥w⋆∥2R2

)
AVERAGE (T ≥ 2) T 2/k —

RANDOM LAST exp
(
− k

4T∥w⋆∥2R2

)
exp

(
− k

4T∥w⋆∥2R2

)
(I.I.D.) AVERAGE T/k —
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Definition 4.14 (Random task ordering). A random (uni-
form) ordering over T tasks is defined as

Pr (τ(t)=m)=Pr (τ(t′)=m′), ∀t, t′∈N+, m,m′∈ [T ].

Theorem 4.15 (Linear rates for random orderings). For T
jointly-separable tasks learned in a random ordering, our
quantities of interest (Def. 4.1) converge linearly as

E
τ

[
max
m∈[T ]

Fm(wk)︸ ︷︷ ︸
Maximum forgetting

]
≤ E

τ

[
max
m∈[T ]

d2(wk,Wm)︸ ︷︷ ︸
Max. dist. to any feasible set

]
R2 ≤

≤ E
τ

[
d2(wk,W⋆)︸ ︷︷ ︸

Dist. to
offline feasible set

]
R2 ≤ exp

(
− k

4T∥w⋆∥2R2

)
∥w⋆∥2R2.

where ∥w⋆∥2R2≥1 is the problem complexity (Rem. 4.4).

To show this theorem, we prove a property of our convex
sets (i.e., polyhedral cones; see Figure 1a) and apply a
result from the (random) POCS literature (Nedić, 2010).
The proofs for this section are given in Appendix D.4.
Lemma 4.16 (Limit guarantees of random orderings). Un-
der a random ordering (and assumption 2.1), the iterates
converge almost surely to W⋆, such that

lim
k→∞

d(wk,W⋆) = 0, ∥w⋆∥ ≤ ∥w∞∥ ≤ 2 ∥w⋆∥ .

Remark 4.17 (Beyond uniform distributions). The result
from Nedić (2010) that we used to prove Theorem 4.15,
is applicable to any i.i.d. distribution with a nonzero
pmin ≜ minm∈[T ] Pr (τ (·)=m) > 0. In such cases, the

rate from Theorem 4.15 changes to exp
(
− pmink

4∥w⋆∥2R2

)
.

4.4.3. AVERAGE ITERATE ANALYSIS

So far, we analyzed the convergence of the last iterate wk.

Next, we analyze the average iterate wk ≜
1

k

∑k

t=1
wt.

Such analysis often allows for stronger bounds (e.g., in SGD
(Shamir & Zhang, 2013), Kaczmarz methods (Morshed
et al., 2022), and continual regression (Evron et al., 2022)).
Proposition 4.18 (Universal rates for the average iterate).
After n cycles under a cyclic ordering (k = nT ) we have

max
m∈[T ]

Fm(wk)︸ ︷︷ ︸
Maximum forgetting

≤ max
m∈[T ]

d2(wk,Wm)︸ ︷︷ ︸
Max. dist. to any feasible set

R2 ≤ T 2

k
∥w⋆∥2R2

and after k iterations under a random ordering we have

E
τ

[
1
T

T∑
m=1

Fm(wk)︸ ︷︷ ︸
Average forgetting

]
≤ E

τ

[
1
T

T∑
m=1

d2(wk,Wm)︸ ︷︷ ︸
Avg. distance to feasible sets

]
R2 ≤ ∥w⋆∥2R2

k

(implying a T
k ∥w⋆∥2R2 bound on the expected maximum

forgetting and maximum distance to any feasible set).

The proof is given in Appendix D.5.

5. Extensions
5.1. Regularization Strength Scheduling

Up to this point, we assumed that the regularization
strengths in Scheme 1 are constant, i.e., λ1 = ... = λk ≜ λ.
Alternatively, these strengths can vary, as done in practice in
stationary settings (Lewkowycz & Gur-Ari, 2020). Related
work in continual learning (Mirzadeh et al., 2020) used a
learning-rate decay scheme, which can be seen as a form of
varying regularization. We now aim to understand the bias
and implications of varying regularization strengths.

Given λ > 0, we parameterize the regularization strengths
as λt ≜ λt(λ)> 0 for arbitrary functions λt : R>0 →R>0

holding that limλ→0 λt(λ)= 0 and limλ→0
lnλt−1

lnλt
<∞ is

well-defined ∀t∈ [k]. We show that the weakly-regularized
Scheme 1 (with λ1, ..., λk) converges to the scheme below.

Scheme 3 Scheduled Sequential Max-Margin

Initialization: w0 = 0D

Iterative update ∀t∈ [k]: wt=Pt

((
lim
λ→0

lnλt−1

lnλt

)
wt−1

)
Theorem 5.1 (Weakly-regularized models with scheduling).
For almost all separable datasets, when scheduling the reg-
ularization strength as described above, it holds that

lim
λ→0

w
(λ)
t

∥w(λ)
t ∥

=
wt

∥wt∥
, ∀t∈ [k] .

The proofs for this section are given in Appendix E & E.1.

Specifically, using a double exponential scheduling rule,

λt = λp
t−1 (= λpt−1

1 = λpt−1

) , for some p > 0 , (3)

the update rule in Scheme 3 becomes wt=Pt

(
1
pwt−1

)
.

We illustrate this in Figure 4a.

In this case, in contrast to the p=1 case, even when tasks
recur we may not converge near the min-norm solution or
the feasibility set, as demonstrated in the next examples.
Example 2 (p > 1 =⇒ Possibly w∞ /∈ W⋆). In Figure 4b,
we cycle between two tasks using Schemes 1 and 3 with
p = 2. The strengths decay like λ, λ2, λ4, λ8, and so on.
Note that both schemes agree. Unlike the constant λ case
(Thm. 4.12), we do not converge to the offline set W⋆.

More generally, we prove that when p > 1, the limit distance
from the offline feasible set W⋆ can be arbitrarily bad.
Proposition 5.2. There exists a construction of two jointly-
separable tasks with R = 1, in which the iterates of the
cyclic ordering do not converge to W⋆, for any p > 1.
Specifically, for any p > 1, ∥w⋆∥ > 1, it holds that

lim
k→∞

d(wk,W⋆)

∥w⋆∥
=

∥w⋆∥2 (p− 1)

2 + ∥w⋆∥2 (p− 1)

√
1− 1

∥w⋆∥2 .
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𝒲2

𝐰1

𝒲⋆

𝒲12𝐰1

𝐰2

𝐰2

1
2𝐰1

𝑝=
1
2:

𝑝=2:

𝐰⋆𝐰0

(a) Two iterations of the double exponen-
tial scheduler with two values p = 1/2, 2.
p > 1 shrinks w1 before projecting it
onto W2, while p < 1 inflates it.

0 1 2 3

1

0

1
Scheduled Weak Regularization
Scheduled Sequent. Max-Margin

(b) p > 1 =⇒ Might not converge to W⋆.
Here, p=2, λ1=λ=10−32, λ6=10−1024.
Black lines indicate changes in the direc-
tions of the weakly-regularized solutions
(their actual scale is much larger).

0 10 20

0

10

Scheduled Weak Regularization
Scheduled Sequent. Max-Margin

0 1

0

1

(c) p > 1 =⇒ Possibly ∥wt∥ > 2 ∥w⋆∥
(the guarantee from Thm. 4.7 does not hold).
Here, p = 0.55, λ1 = λ = 10−4096

and the rest λ2, λ3, λ4, λ5 are
10−2253, 10−1239, 10−681, 10−375.

Figure 4. Illustrations and experiments for the double exponential regularization scheduling (Eq. (3) in Section 5.1).

Example 3 (p < 1 =⇒ No optimality guarantees on wt).
In Figure 4c, we run both Schemes 1 and 3 with p = 0.55
for one “pass” over the tasks. The strengths increase like
λ, λ0.55, λ0.303, λ0.166, and so on (however, our analysis
still requires that λ → 0; see Remark E.1). Note that the
iterates of both schemes agree. Unlike the guarantees for
the constant λ case (Theorem 4.7), here ∥w5∥ > 2 ∥w⋆∥.

Roughly speaking, adversarial placements of examples (i.e.,
feasible sets) can make the iterates (wt) grow like O (p−t),
even in an almost orthogonal direction to the min-norm w⋆.

Remark 5.3. We analyzed the double exponential rule (3)
since “milder” rules (e.g., λt=ctλ for c=O(1)) do not in-
fluence Scheme 3, thus not affecting Scheme 1 when λ→0.
Even a rule like λt=λt implies limλ→0

lnλt−1

lnλt
=1− 1

t and
becomes insignificant as t increases.

5.2. Weighted Regularization

So far, we analyzed unweighted regularizers in Scheme 1.
Most regularization methods for continual learning employ
weighted norms (e.g., Kirkpatrick et al. (2017); Zenke et al.
(2017); Aljundi et al. (2018)). Now, we focus on such norms
and link them to Sequential Max-Margin when λ → 0.

Given B1, ...,Bk≻0D×D, we define the following scheme.

Scheme 4 Weighted Sequential Max-Margin

Initialization: w0 = 0D

Iterative update for each task t ∈ [k]:
wt = Pt (wt−1) ≜ argminw ∥w −wt−1∥2Bt

s.t. yw⊤x≥1, ∀(x, y)∈St

Theorem 5.4 (Weak weighted regularization). For al-
most all separable datasets and bounded weighting
schemes (holding 0<µ≤σmin(Bt)≤σmax(Bt)≤M<∞),
in the limit of λ → 0, Schemes 1 and 4 coincide.

That is, ∀t∈ [k], it holds that lim
λ→0

w
(λ)
t

∥w(λ)
t ∥

=
wt

∥wt∥
.

The proofs for this section are given in Appendix E & E.2.

Practically, most regularization methods use weighting ma-
trices based on Fisher information (FI) (Benzing, 2022). We
present a novel result showing that in continual regression,
such weighting schemes prevent forgetting (thus forming an
“ideal continual learner” as defined by Peng et al. (2023)).
Proposition 5.5. Using a Fisher-information-based weight-
ing scheme of Bt =

∑t−1
i=1

∑
x∈Si

xx⊤, there is no forget-
ting in (realizable) continual linear3 regression.

In contrast, below we show a simple example where such
weighting schemes, even when using the full FI matrices,
do not prevent forgetting in continual linear classification.

Figure 5. A 2-dimensional setting
with solely two orthogonal ex-
amples x1 ⊥ x2 in the 1st task.
Here, the iterate w1 holds
w⊤

1 x1=w⊤
1 x2=1, implying a

FI matrix of B2∝
∑

i∈[2] xix
⊤
i =I.

Then, FI weighting (dotted) reverts
to vanilla L2 regularization (dashed)
which does not prevent forgetting.
In contrast, the FI matrices in high
dimensions are often non-invertible.
Then, the learner can move freely
in directions orthogonal to previous
data (∥·∥Bt

is no longer a “proper”
norm), thus avoiding forgetting.
See further examples in App. E.2.1.

w

w0

w1

12

An interesting question arises: Are there general weighting
schemes that can prevent forgetting in Scheme 4? We find
this to be an exciting direction for future research.

3A similar guarantee also applies more broadly, for linear net-
works of any depth and non-linear networks in the NTK regime.
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6. Related Work
Many papers have investigated various aspects of catas-
trophic forgetting, including when it occurs (Evron et al.,
2022), strategies to avoid it (Peng et al., 2023), the influ-
ence of task similarity (Lee et al., 2021), its impact on
transferability (Chen et al., 2023), and other related factors.
A sound understanding of forgetting can potentially advance
the continual learning field significantly.

Throughout our paper, we discussed many connections to
other works from many fields. Interestingly, our Sequential
Max-Margin (SMM) scheme can be seen as a hard variant of
the Adaptive SVM algorithm (Yang et al., 2007), which was
previously used to practically tackle domain adaptation and
transfer learning. (e.g., in Li (2007); Pentina et al. (2015);
Tang et al. (2022)). To the best of our knowledge, our paper
is the first to highlight the connection between regularization
methods for continual learning and Adaptive SVM.

For the special case where each task has one datapoint, the
SMM scheme corresponds to the online Passive-Aggressive
algorithm (Crammer et al., 2006). If additionally, we con-
sider only two tasks learned in a cyclic ordering, the regret
after training task t is related (but not identical) to the forget-
ting (see Remark 4.2). Consequently, our forgetting bound
in Prop. 4.13 matches the regret bound in their Theorem 2.

7. Discussion and Future Work
7.1. Early Stopping

When training a single task, it is well known that explicit
regularization is related to early stopping. In linear classifi-
cation with an exponential loss, Rosset et al. (2004) showed
that the regularization path converges (in the λ → 0 limit)
to the hard-margin SVM, which is also the limit of the opti-
mization path (Soudry et al., 2018). In regression, Ali et al.
(2019) connected early stopping to ridge regression.

Contrastingly, when learning a sequence of tasks, explicit
regularization and early stopping can behave differently.
We first discuss a case where both methods lead to SMM.
More generally, we demonstrate that solutions may differ.

Consider a task sequence with 1 sample (xt, yt) per task.4

We minimize the exponential loss of each task t with gradi-
ent flow (GF) until Lt(w)≜exp(−ytx

⊤
t w)=ϵ for a fixed

ϵ< 1, yielding a predictor w(ϵ)
t . Denote the “normalized”

predictor by ŵ
(ϵ)
t =w

(ϵ)
t / ln(1/ϵ). Since GF stays in the

data span, we have w
(ϵ)
t =w

(ϵ)
t−1+αtytxt for some αt > 0.

The early stopping implies ytx
⊤
t w

(ϵ)
t = ln(1/ϵ), and thus

ytx
⊤
t ŵ

(ϵ)
t =1. Hence, ŵ(ϵ)

t holds the KKT conditions of the
SMM, i.e., ŵ

(ϵ)
t =argminw

∥∥w−ŵ
(ϵ)
t−1

∥∥2 s.t. ytx⊤
t w ≥ 1

4Equivalently, 2 samples (xt, yt) and (−xt,−yt).

(where α̂t ≜ (αt / ln(1/ϵ)) > 0 is the dual variable).5 In
the general case (i.e., more than one sample per task), early
stopping might not agree with SMM, as depicted below.

0 4000 8000
NGD iteration

0

80

160

So
lu

tio
n 

An
gl

e 
(d

eg
.)

Early Stopping (ES)
Weak Reg. (WR)
Sequent. M-M (SMM)
log(loss)

200

0

200

lo
g(

lo
ss

)

4000 4500
163.1
166.8

Figure 6. Comparing the weakly-regularized (WR) and early
stopping (ES) schemes. We train 2 tasks: S1 = {(10, 1)},
S2={(−10, 1), (−15, 0.5)} (where all points are labeled +1).
We plot the angle of different predictors (∠(w, [10]])) while
training on the 2nd task. For instance, the Sequential Max-
Margin (SMM) solution for that task is 163.1◦. For ES, we
train both tasks with normalized GD (NGD) until their loss is
ϵ = e−200. Importantly, ES stops when the loss of the 2nd task,
shown in the secondary y-axis, is e−200 and the angle is 166.8◦.
For WR, we set λ=e−200 and solve Eq. (1) by running NGD to
convergence. For the 2nd task, we initialize the NGD by w

(λ)
1 .

Unlike ES, the WR solution does converge to 163.1◦ like SMM,
as guaranteed by Theorem 3.1. Further details in App. F.

7.2. Future Work

There are several interesting avenues for future work, e.g.,
extending our results to non-separable data (perhaps in the
spirit of Yang et al. (2007)), multiclass classification with
cross-entropy loss (similarly to Appendix 4.1 in Soudry et al.
(2018)), or non-linear models. One can also try to derive
forgetting bounds for weighted regularization schemes and
look for optimal weighting matrices. Another challenging
but rewarding avenue is to extend our analysis to finite
regularization strengths (λt). Finally, it is interesting to
understand the exact algorithmic bias for early stopping in
continual learning and its relation to explicit regularization.
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A. Comparison: Continual Linear Classification vs. Continual Linear Regression

CONTINUAL LINEAR CLASSIFICATION
(OURS)

CONTINUAL LINEAR REGRESSION
(EVRON ET AL., 2022)

FUNDAMENTAL MAPPING
(PROVEN ALGORITHMIC BIAS)

Continual linear classification with
weakly-regularized exponential losses

converges to
a Sequential Max-Margin scheme

(Theorem 3.1)

Continual linear regression
with unregularized losses,

solved sequentially with vanilla (S)GD,
implicitly performs successive projections

(their Eq. (5))

FEASIBLE SETS
Closed, convex, and affine

polyhedral cones
(Assumption 2.1)

Closed affine subspaces
(their Eq. (4))

PROJECTION OPERATORS
Projection onto Convex Sets (POCS);

Challenging to analyze
(Eq. (2))

Affine projections;
Easy to analyze
(their Eq. (5))

OPTIMALITY GUARANTEES
∥wt∥ ≤ 2 ∥w⋆∥

(Lemma 4.7)
∥wt∥ ≤ ∥w⋆∥

wt ∈ W⋆ =⇒ wt = w⋆

ADVERSARIAL CONSTRUCTION

Arbitrarily bad quantities

1 =
1

∥w⋆∥2 R2
lim

T→∞
max
m∈[T ]

Fm(wt) ≤
1

∥w⋆∥2
lim

T→∞
d2 (wt,W⋆) ≤ 1

(our Section 4.2, their Section 4.2)

FISHER-BASED REGULARIZATION
Does not prevent forgetting
(Figure 5, Appendix E.2.1)

Prevents forgetting
(our Prop. 5.5)

LINEAR REGULARITY

Holds
d2(wt,W⋆) ≤ 4∥w∥2R2 max

m∈[T ]
d2(wt,Wm)

(Lemma 4.8)
Does not hold

NONTRIVIAL BOUNDS ON
DISTANCE TO THE FEASIBLE SET
d2 (wt,W⋆) DEPENDING ON THE

PROBLEM COMPLEXITY ∥w⋆∥2R2

NONTRIVIAL BOUNDS ON
FORGETTING DEPENDING ON THE

PROBLEM COMPLEXITY ∥w⋆∥2R2

Possible due to regularity;
Exponential decrease (linear convergence)

(Table 1, Theorems 4.12 and 4.15)

Impossible
(e.g., their Section 5.1)

Possible universal bounds
(see below)

UNIVERSAL BOUNDS
ON FORGETTING
UNDER CYCLIC ORDERINGS

(INDEPENDENT OF ∥w⋆∥2R2)

2T 2

√
k

(Proposition 4.13)

min

(
T 2

√
k
,
T 2D

2k

)
(their Theorem 11)

UNIVERSAL BOUNDS
ON FORGETTING
UNDER RANDOM ORDERINGS

(INDEPENDENT OF ∥w⋆∥2R2)

Unclear if possible
9D

k
(their Theorem 13)
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B. Proofs for Algorithmic Bias in Regularization Methods (Section 3)
Remark B.1 (Simplification). For ease of notation, throughout our appendices, we redefine the samples so as to subsume
their labels. That is, we handle only positive labels by redefining each yx 7−→ x. This notation is common in theoretical
papers (e.g., Soudry et al. (2018)).

B.1. Auxiliary Lemmas

We first present two auxiliary results that we need for our main proof.
Lemma B.2. Let f : RD → R be a µ-strongly convex objective function (holding ∇2f(w) ⪰ µI for some µ > 0). Then,
for any w ∈ RD, the (Euclidean) distance between w and w⋆ (the minimizer of the objective f ), can be upper bounded by:

∥w −w⋆∥ ≤ 1

µ
∥∇f(w)∥ .

Proof. This lemma is a known convex optimization result (e.g., see Lemma 10 in Sidford (2020)). We prove it here for the
sake of completeness.

We make use of the following property of strongly convex functions.

Property (9.8) from Boyd & Vandenberghe (2004). Let f : RD → R be a µ-strongly convex objective
function (holding ∇2f(w) ⪰ µI for some µ > 0). Then, for any x,y ∈ RD, we have

f(y) ≥ f(x) +∇f(x)⊤ (y − x) +
µ

2
∥y − x∥2 .

Using the above property, we prove our lemma, which is a slightly stronger result than Property (9.11) in Boyd &
Vandenberghe (2004). Our proof follows the one by Sidford (2020), and is brought here for completeness.

First, we set x = w⋆,y = w (from our lemma). Since w⋆ is a (global) minimizer, its gradient is zero, i.e., ∇f(w⋆)=0D.
We thus get that

f(w) ≥ f(w⋆) +∇f(w⋆)⊤︸ ︷︷ ︸
=0D

(w −w⋆) +
µ

2
∥w −w⋆∥2

f(w)− f(w⋆) ≥ µ

2
∥w −w⋆∥2 .

Using the optimality of w⋆, we get that

∀w ∈ RD : f(w⋆) = min
y

f(y) ≥ min
y

(
f(w) +∇f(w)⊤ (y −w) +

µ

2
∥y −w∥2

)
= f(w) + min

y

(
∇f(w)⊤ (y −w) +

µ

2
∥y −w∥2

)
.

Then, by plugging in the minimizer of the right term, we get

∀w ∈ RD : f(w⋆) ≥ f(w) +∇f(w)⊤
(
w − 1

µ
∇f(w)−w

)
+

µ

2

∥∥∥w − 1

µ
∇f(w)−w

∥∥∥2
= f(w)− 1

µ
∇f(w)⊤∇f(w) +

µ

2

∥∥∥ 1
µ
∇f(w)

∥∥∥2 = f(w)− 1

µ

∥∥∇f(w)
∥∥2 + 1

2µ

∥∥∇f(w)
∥∥2

= f(w)− 1

2µ

∥∥∇f(w)
∥∥2

1

2µ

∥∥∇f(w)
∥∥2 ≥ f(w)− f(w⋆) .

Overall, we showed that ∀w ∈ RD, it holds that

1

2µ

∥∥∇f(w)
∥∥2 ≥ f(w)− f(w⋆) ≥ µ

2
∥w −w⋆∥2 =⇒ 1

µ2

∥∥∇f(w)
∥∥2 ≥ ∥w −w⋆∥2 ,

as required.
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Lemma B.3. Let c1, . . . , ck ∈ R≥0 and let B1, . . . ,Bk ≻ 0D×D. Consider sequentially solving k separable tasks
(St = (Xt, yt = 1))t∈[k] (recall the simplification in Remark B.1) using the following iterative update rule:

w0 = 0D

∀t ∈ [k] : wt = argminw∥w − ctwt−1∥2Bt
s.t. w⊤x ≥ 1, ∀x ∈ Xt . (4)

Then, for almost all datasets sampled from k absolutely continuous distributions, when wt ̸= ctwt−1, the unique dual
solution αt ∈ R|St|

≥0 satisfying the KKT conditions of Eq. (4), holds:

Bt(wt − ctwt−1) =
∑
x∈St

xαt(x), AND
(
∀x ∈ St :

(
αt(x) > 0 ∧w⊤

t x = 1
)

OR
(
αt(x) = 0 ∧w⊤

t x > 1
))

.

(That is, there is no support vector for which αt(x) = 0.)

Proof for Lemma B.3. The proof follows the techniques of the proof of Lemma 12 in Appendix B of Soudry et al. (2018).

Here, we focus only on task sequences where wt = Pt(ctwt−1) ̸= ctwt−1, ∀t ∈ [k] (we can always reduce to such cases
by simply removing from the sequence any task t for which wt = wt−1). Thus, wt must lie on the boundary of the tth

feasible set, as can be seen from the unique best approximation (or nearest point) property. Consequently, the support set
Ŝt ≜

{
x ∈ Xt | w⊤

t x = 1
}

is nonempty.

For almost all datasets (all except measure zero), no more than D datapoints will be on the same hyperplane (e.g., the
w⊤

t x = 1 hyperplane). Therefore, for any task t ∈ [k] there can be at most D support vectors, i.e., |Ŝt| ≤ D. Also, for
almost all datasets, any set of at most D vectors (e.g., Ŝt) is linearly independent.

Let αt ∈ R|St|
≥0 be the dual solution satisfying the KKT conditions of Eq. (4) in the tth task. We denote the matrix whose

columns are the support vectors by XŜt
∈ RD×|Ŝt| and the dual solution, restricted to its components corresponding to

support vectors, by αŜt
. Due to the complementary slackness, datapoints outside of the support set (i.e., w⊤

t x > 1), must
have a corresponding zero dual variable αt(x) = 0. We now recall that Bt is invertible, and rewrite the stationarity condition
as,

Bt(wt − ctwt−1) =
∑
x∈St

xαt(x) =
∑
x∈Ŝt

xαt(x) +

��������∑
x∈St:w⊤

t x>1

xαt(x)︸ ︷︷ ︸
=0

= XŜt
αŜt

wt − ctwt−1 = B−1
t XŜt

αŜt
. (5)

Multiplying from the left by the full row rank matrix X⊤
Ŝt

, we get on the one hand that αŜt
is uniquely defined as,

X⊤
Ŝt
wt︸ ︷︷ ︸

=1

−ctX
⊤
Ŝt
wt−1 = X⊤

Ŝt
B−1

t XŜt
αŜt

αŜt
=
(
X⊤

Ŝt
B−1

t XŜt

)−1

1− ct

(
X⊤

Ŝt
B−1

t XŜt

)−1

X⊤
Ŝt
wt−1 , (6)

where X⊤
Ŝt
B−1

t XŜt
is invertible because Bt,B

−1
t are positive definite invertible matrices and XŜt

is full column rank as

explained above (to see this, notice that B−1
t has a Cholesky decomposition such that

√
B−1

t preserves the full column rank
of XŜt

). On the other hand, by substituting Eq. (6) back into the condition in Eq. (5), we get that ∀t ∈ [k],

wt = B−1
t XŜt

αŜt
+ ctwt−1

= B−1
t XŜt

((
X⊤

Ŝt
B−1

t XŜt

)−1

1− ct

(
X⊤

Ŝt
B−1

t XŜt

)−1

X⊤
Ŝt
wt−1

)
+ ctwt−1

= B−1
t XŜt

(
X⊤

Ŝt
B−1

t XŜt

)−1

1+ ct

(
I−B−1

t XŜt

(
X⊤

Ŝt
B−1

t XŜt

)−1

X⊤
Ŝt

)
wt−1 . (7)
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Importantly, the above implies that, recursively, wt−1 is a rational function in the components of X1, . . . ,Xt−1 (where
c1, . . . , ct and B1, . . . ,Bt are given). Clearly, the same holds for αŜt

(Eq. (6)) which entirely depends on Xt,Bt, and wt−1.

Hence, its entries can be expressed as (αŜt
)n = p(t)n (X1, . . . ,Xt)/q

(t)
n (X1, . . . ,Xt) for some polynomials p

(t)
n , q

(t)
n .

Now, similarly to Soudry et al. (2018), we notice that (αŜt
)n = 0 only if p(t)n (X1, . . . ,Xt) = 0, i.e., the components of

X1, . . . ,Xt must constitute a root of the polynomial p(t)n . However, the roots of any polynomial have measure zero, unless
that polynomial is the zero polynomial, i.e., p(t)n (X1, . . . ,Xt) = 0, ∀X1, . . . ,Xt.

Our goal now. To prove that our polynomials (p(t)n )t cannot be zero polynomials, it is sufficient to construct a specific
task sequence for which they are not zero. Then, we will be able to conclude that the event in which αŜt

has a zero entry, is
measure zero.

For the sake of readability, we divide our proof into two cases.

1. When B1 = · · · = Bk = ID×D: The expressions from Eq. (6) and Eq. (7) become, ∀t ∈ [k],

αŜt
=
(
X⊤

Ŝt
XŜt

)−1

1− ct

(
X⊤

Ŝt
XŜt

)−1

X⊤
Ŝt
wt−1

wt = XŜt

(
X⊤

Ŝt
XŜt

)−1

1+ ct

(
I−XŜt

(
X⊤

Ŝt
XŜt

)−1

X⊤
Ŝt

)
wt−1 .

(8)

Detailed construction of the task sequence. We are given an arbitrary dimensionality D. Let ei be the ith standard
unit vector in RD. Let N1, . . . , Nk ∈ [D] be an arbitrary sequence of the support sets’ sizes.

We define the following datasets:

Xt︸︷︷︸
D×Nt

= βt

[
e1 · · · eNt

]
, ∀t ∈ [k]

for some sequence (βt) of strictly positive numbers which we will define later. Under this construction (after choosing
appropriate (βt) that will ensure projections at every iteration), the support set of each of the datasets will be identical to
the dataset itself, hence we use Xt = XŜt

and αt = αŜt
interchangeably for the rest of the construction.

Notice that under our construction it holds that

X⊤
t Xt︸ ︷︷ ︸

Nt×Nt

= β2
t INt×Nt , XtX

⊤
t︸ ︷︷ ︸

D×D

= β2
t

[
INt×Nt

0(D−Nt)×(D−Nt)

]
, Xt1Nt = βt

[
1Nt

0D−Nt

]
.

Using the expression in Eq. (8) and recalling that w0 = 0D, we have:

wt = Xt

(
X⊤

t Xt

)−1
1+ ct

(
I−Xt

(
X⊤

t Xt

)−1
X⊤

t

)
wt−1 =

1

β2
t

Xt1Nt
+ ct

(
I− 1

β2
t

XtX
⊤
t

)
︸ ︷︷ ︸

≜Mt

wt−1

=
1

β2
t

Xt1Nt
+ ctMtwt−1 =

1

β2
t

Xt1Nt
+ ctMt

(
1

β2
t−1

Xt−11Nt−1
+ ct−1Mt−1wt−2

)
=

1

β2
t

Xt1Nt
+

1

β2
t−1

ctMtXt−11Nt−1
+ ctct−1MtMt−1wt−2

[recursively] =
1

β2
t

Xt1Nt
+

t−1∑
i=1

ct · · · ci+1
1

β2
i

Mt · · ·Mi+1Xi1Ni
.
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Plugging in the diagonal Mi = ID×D − 1
β2
i
XiX

⊤
i =

[
0Ni×Ni

I(D−Ni)×(D−Ni)

]
, we get

wt =
1

β2
t

Xt1Nt
+

t−1∑
i=1

(
1

β2
i

t∏
j=i+1

cj

[
0Nj×Nj

I(D−Nj)×(D−Nj)

]
· Xi1Ni︸ ︷︷ ︸
=βi

[
1Ni

0D−Ni

]
)

=
1

β2
t

Xt1Nt +

t−1∑
i=1


 1

βi

t∏
j=i+1

cj


 I [1 ≤ Ni]

∏t
j=i+1 I [1 > Nj ]

...
I [D ≤ Ni]

∏t
j=i+1 I [D > Nj ]




=
1

βt

[
1Nt

0D−Nt

]
+

t−1∑
i=1


 1

βi

t∏
j=i+1

cj


 I [Ni ≥ 1 > max (Ni+1, . . . , Nt)]

...
I [Ni ≥ D > max (Ni+1, . . . , Nt)]


 ,

and since multiplying by X⊤
t from the left “trims” the last D −Nt rows of any vector, we get:

X⊤
t wt−1︸ ︷︷ ︸
Nt×1

= X⊤
t

 1

βt−1

[
1Nt−1

0D−Nt−1

]
+

t−2∑
i=1


 1

βi

t−1∏
j=i+1

cj


 I [Ni ≥ 1 > max (Ni+1, . . . , Nt−1)]

...
I [Ni ≥ D > max (Ni+1, . . . , Nt−1)]





= βt

 1

βt−1

[
1min(Nt−1,Nt)

0max(Nt−Nt−1,0)

]
+

t−2∑
i=1


 1

βi

t−1∏
j=i+1

cj


 I [Ni ≥ 1 > max (Ni+1, . . . , Nt−1)]

...
I [Ni ≥ Nt > max (Ni+1, . . . , Nt−1)]





We then plug in the above into αt again (using Eq. (6)):

αt︸︷︷︸
Nt×1

=
(
X⊤

t Xt

)−1︸ ︷︷ ︸
Nt×Nt

(
1Nt

− ctX
⊤
t wt−1

)︸ ︷︷ ︸
Nt×1

=
1

β2
t

1Nt− ctβt

 1

βt−1

[
1min(Nt−1,Nt)

0max(Nt−Nt−1,0)

]
+

t−2∑
i=1

 1

βi

t−1∏
j=i+1

cj


 I [Ni ≥ 1 > max (Ni+1, . . . , Nt−1)]

...
I [Ni ≥ Nt > max (Ni+1, . . . , Nt−1)]





Then we get the following elementwise formula ∀n ∈ [Nt]:

β2
t (αt)n = 1− ctβt

1

βt−1︸ ︷︷ ︸
≥0

I [n ≤ Nt−1]︸ ︷︷ ︸
≤1

− ctβt︸︷︷︸
≥0

t−2∑
i=1

I [Ni ≥ n > max (Ni+1, . . . , Nt−1)]︸ ︷︷ ︸
≤1

1

βi

t−1∏
j=i+1

cj︸ ︷︷ ︸
≥0

.

Denoting C ≜ max
{
1, maxt∈[k]ct

}
, we lower bound the above as:

β2
t (αt)n ≥ 1− ctβt

1

βt−1
− ctβt

t−2∑
i=1

1

βi

t−1∏
j=i+1

cj = 1− βt

t−1∑
i=1

1

βi

t∏
j=i+1

cj ≥ 1− βt

t−1∑
i=1

1

βi
Ct−i

[C≥1] ≥ 1− βtC
t
t−1∑
i=1

1

βi
≥ 1− (t− 1)βtC

t max
i∈[t−1]

1

βi︸ ︷︷ ︸
>0

> 1− tβtC
t max
i∈[t−1]

1

βi

require
≥ 0

mini∈[t−1] βi

tCt
≥ βt

Thus, to hold the above, we can choose (βt) to be a decreasing sequence as follows:

β1 = 1, βt =
mini∈[t−1] βi

tCt
=

1

tCt
βt−1 =

1

t!C2+3+···+t
=

1

t!C(t+2)(t−1)/2
.
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Summary of the first case. We showed a construction where at any iteration t ∈ [k], all Nt entries of the corresponding
dual vector αŜt

(= αt) are strictly positive. As explained above, this implies that when wt ̸= ctwt−1, the polynomial

p
(t)
n is not a zero polynomial ∀t ∈ [k],∀n ∈ Nt and thus becomes zero only in a finite number of measure zero roots.

Using the union bound on the countable number of iterations k and all possible choices of support sizes N1, ..., Nk ∈ [D],
we still remain with a measure zero event.

2. General B1, . . . ,Bt: We can extend the techniques above and define the polynomials over the choices of (Bt)

as well, i.e., (αŜt
)n = p(t)n (X1, . . . ,Xt,B1, . . . ,Bt)/q

(t)
n (X1, . . . ,Xt,B1, . . . ,Bt) for some polynomials p(t)n , q

(t)
n .

Then, our first case above, where Bt = I,∀t, shows that the roots of these updated polynomials are of measure zero.
Again, employing the union bound over the countable number of iterations k and all possible choices of support sizes
N1, ..., Nk ∈ [D], shows that ∀t ∈ [k] : wt ̸= ctwt−1 =⇒ αŜt

≻ 0 (elementwise) almost surely.

After showing that either αt = 0 (when wt = ctwt−1) or αŜt
≻ 0 (elementwise), we can conclude the following.

Corollary B.4. Under the conditions and iterative process in Lemma B.3, when wt ̸= ctwt−1, there almost surely exists a
finite w̃t such that ∑

x∈Ŝt

x exp
(
−w̃⊤

t x
)
= Bt(wt − ctwt−1) =

∑
x∈Ŝt

xαt(x)︸ ︷︷ ︸
>0

.

Proof. The support Ŝt is linearly independent a.s., so we simply require X⊤
Ŝt
w̃t=− lnαŜt

for a full row rank X⊤
Ŝt

.
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B.2. Main Result

We are now ready to prove Theorem 3.1. In Remark 3.2, we explained why existing analysis techniques (e.g., from Rosset
et al. (2004); Wei et al. (2019)) are less suitable for our setting, in which the scale of iterates is also of great importance
(and not only their direction). More related tools are the ones that were used in Soudry et al. (2018), which analyzed
the convergence of the gradient descent iterates under unregularized problems with exponential losses to the max-margin
solution as the number of gradient steps t → ∞. Here, however, we analyze the convergence of the (unique) minimizer of
the regularized problem to a max-margin solution, as the regularization strength λ → 0. While there are some technical
similarities, there are also differences and challenges of a different nature.

Recall Theorem 3.1. Let λt = λ > 0, and Bt = I, ∀t ∈ [k]. Then, for almost all separable datasets,2 in
the limit of λ → 0, it holds that w

(λ)
t → ln

(
1
λ

)
wt with a residual of ∥w(λ)

t −ln
(
1
λ

)
wt∥ = O

(
t ln ln

(
1
λ

))
.

As a result, at any iteration t = o
(

ln(1/λ)
ln ln(1/λ)

)
, we get

lim
λ→0

w
(λ)
t

∥w(λ)
t ∥

=
wt

∥wt∥
.

Proof. We will prove by induction on t ≥ 0 that the scale of the residual r(λ)t ≜ w
(λ)
t −ln

(
1
λ

)
wt at each iteration is

O
(
t ln ln

(
1
λ

))
; and that consequently (since ln

(
1
λ

)
wt grows faster), the iterates are either identical (i.e., w(λ)

t = wt) or

converge in the same direction when λ → 0, i.e., limλ→0
w

(λ)
t

∥w(λ)
t ∥

= wt

∥wt∥ .

For t = 0: By the conditions of the theorem, it trivially holds that w(λ)
0 = w0 = 0D and r

(λ)
0 = w

(λ)
0 − ln

(
1
λ

)
w0 = 0D.

For t ≥ 1: The solved optimization problem (recall Remark B.1) is:

w
(λ)
t = argmin

w∈RD

Lλ(w) ≜ argmin
w∈RD

∑
x∈St

e−w⊤x +
λ

2

∥∥∥w−w
(λ)
t−1

∥∥∥2 .
Proof’s idea. Notice that the objective above is λ-strongly convex, since its Hessian matrix is
∇2Lλ(w) = λI+

∑
x e

−w⊤xxx⊤ ⪰ λI ≻ 0. We are going to define an O (1) vector w̃t and a sign st ∈ {−1,+1}, and
employ the triangle inequality and Lemma B.2 to show that∥∥r(λ)t

∥∥ ≜
∥∥w(λ)

t − ln
(
1
λ

)
wt

∥∥
=
∥∥w(λ)

t −
((

ln
(
1
λ

)
+ st ln ln

(
1
λ

))
wt + w̃t

)
+ st ln ln

(
1
λ

)
wt + w̃t

∥∥
≤ 1

λ

∥∥∥∇Lλ

((
ln
(
1
λ

)
+ st ln ln

(
1
λ

))
wt + w̃t

)∥∥∥︸ ︷︷ ︸
=O

(
(t−1) ln ln

(
1
λ

))
+ ln ln

(
1
λ

) ∥∥wt

∥∥︸ ︷︷ ︸
=O(1)

+
∥∥w̃t

∥∥︸ ︷︷ ︸
=O(1)

= O
(
t ln ln

(
1
λ

))
.

(9)

Then, since
∥∥w(λ)

t − ln
(
1
λ

)
wt

∥∥ = O
(
t ln ln

(
1
λ

))
it will immediately follow that the weakly-regularized solution w

(λ)
t

converges in direction to the Sequential Max-Margin solution wt.
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Back to the proof. First, we compute the gradient of Lλ, normalized by λ:

1

λ
∇Lλ(w) =

1

λ

(∑
x∈St

−x exp
(
−w⊤x

)
+ λw − λw

(λ)
t−1

)
= − 1

λ

∑
x∈St

x exp
(
−w⊤x

)
+w −w

(λ)
t−1 .

Then, we plug in w =
(
ln
(
1
λ

)
+ st ln ln

(
1
λ

))
wt + w̃t = ln

(
1
λ lnst

(
1
λ

))
wt + w̃t, for some sign st ∈ {−1,+1} and a

vector w̃t with a norm independent of λ (both will be defined below).

1

λ
∇Lλ

((
ln
(
1
λ

)
+ st ln ln

(
1
λ

))
wt + w̃t

)
= − 1

λ

∑
x∈St

xe
ln
(
λ ln−st

(
1
λ

))
w⊤

t x
e−w̃⊤

t x + ln
(

1
λ lnst

(
1
λ

))
wt + w̃t −w

(λ)
t−1

= − 1

λ

∑
x∈St

x
(
λ ln−st

(
1
λ

))w⊤
t x

e−w̃⊤
t x + ln

(
1
λ lnst

(
1
λ

))
wt + w̃t−w

(λ)
t−1 .

Now, denoting the set of support vectors by Ŝt ≜
{
x ∈ St | w⊤

t x = 1
}

(which might be empty for t ≥ 2), and using the
inductive assumption that w(λ)

t−1 = r
(λ)
t−1 + ln

(
1
λ

)
wt−1 (where

∥∥r(λ)t−1

∥∥ = O
(
(t− 1) ln ln

(
1
λ

))
) , we get

1

λ
∇Lλ

((
ln
(
1
λ

)
+ st ln ln

(
1
λ

))
wt + w̃t

)
= − 1

λ

(
λ ln−st

(
1
λ

))1 ∑
x∈Ŝt

xe−w̃⊤
t x − 1

λ

∑
x/∈Ŝt

x
(
λ ln−st

(
1
λ

))w⊤
t x

e−w̃⊤
t x + ln

(
1
λ

)
wt − ln

(
1
λ

)
wt−1+

+ ln lnst
(
1
λ

)
wt + w̃t − r

(λ)
t−1

= − ln−st
(
1
λ

) ∑
x∈Ŝt

xe−w̃⊤
t x −

∑
x/∈Ŝt

xλw⊤
t x−1

(
ln
(
1
λ

))−stw
⊤
t x

e−w̃⊤
t x + ln

(
1
λ

)
(wt −wt−1)+

+ ln lnst
(
1
λ

)
wt + w̃t − r

(λ)
t−1 .

By the triangle inequality and since
∥∥ln lnst( 1λ)∥∥ =

∥∥st ln ln ( 1λ)∥∥ =

=1︷︸︸︷
|st| ln ln

(
1
λ

)
, we have,

∥∥∥∥ 1λ∇Lλ

((
ln
(
1
λ

)
+ st ln ln

(
1
λ

))
wt + w̃t

)∥∥∥∥
≤
∥∥∥∥ln ( 1λ) (wt−wt−1)− ln−st

(
1
λ

) ∑
x∈Ŝt

xe−w̃⊤
t x

∥∥∥∥︸ ︷︷ ︸
≜a1(λ)

+

∥∥∥∥∑
x/∈Ŝt

xλw⊤
t x−1

(
ln
(
1
λ

))−stw
⊤
t x

e−w̃⊤
t x

∥∥∥∥︸ ︷︷ ︸
≜a2(λ)

+

+ ln ln
(
1
λ

) ∥∥∥wt

∥∥∥+ ∥∥∥w̃t

∥∥∥+ ∥∥∥r(λ)t−1

∥∥∥

20



Continual Learning in Linear Classification on Separable Data

We now distinguish between two cases in which the behavior of the sequential max-margin differs greatly (see Eq. (2)).

1. When wt ≜ Pt (wt−1) ̸= wt−1 (and necessarily |Ŝt| ≥ 1): We choose st = −1 and a1(λ) becomes:

a1(λ) =
∥∥ln ( 1λ) (wt −wt−1)− ln−st

(
1
λ

)∑
x∈Ŝt

xe−w̃⊤
t x
∥∥ = ln

(
1
λ

) ∥∥(wt −wt−1)−
∑

x∈Ŝt

xe−w̃⊤
t x
∥∥ .

We thus wish to choose w̃t so as to zero a1(λ). Combined with the KKT conditions of Eq. (2), we require∑
x∈Ŝt

xe−w̃⊤
t x = wt −wt−1

KKT
=

∑
x∈Ŝt

xα(x) ,

where α ∈ R|St|
≥0 is the dual solution of the sequential max-margin problem (Eq. (2)). In Lemma B.3 and Corollary B.4

(applied with B = I and v = wt−1) we show that such a vector w̃t almost surely exists.

Furthermore, since limλ→0

(
λc−1 lnc (1/λ)

)
= 0, ∀c > 1, it holds that a2(λ) becomes

a2(λ) =

∥∥∥∥∑
x/∈Ŝt

xe−w̃⊤
t x︸ ︷︷ ︸

=O(1)

λ

>0︷ ︸︸ ︷
w⊤

t x− 1 (ln (1/λ))
w⊤

t x︸ ︷︷ ︸
→0

∥∥∥∥ λ→0−−−→ 0 .

In conclusion, we can choose w̃t and st such that ∥w̃t∥ = O (1), a1(λ) = 0, and a2(λ) → 0.

2. When wt ≜ Pt (wt−1) = wt−1 (and possibly Ŝt = ∅): We choose w̃t = 0D and st = 1. It follows that

a1(λ) =
∥∥ ln−st

(
1
λ

) ∑
x∈Ŝt

x
∥∥ = ln−1

(
1
λ

)︸ ︷︷ ︸
→0

∥∥∑
x∈Ŝt

x
∥∥︸ ︷︷ ︸

=O(1)

λ→0−−−→ 0 ,

a2(λ) =

∥∥∥∥∑
x/∈Ŝt

x︸︷︷︸
=O(1)

λ

>0︷ ︸︸ ︷
w⊤

t x− 1︸ ︷︷ ︸
→0

(
ln
(
1
λ

)) <−1︷ ︸︸ ︷
−w⊤

t x︸ ︷︷ ︸
→0

∥∥∥∥ λ→0−−−→ 0 .

As explained in our proof’s idea (9), we now use the λ-strong convexity of our objective and Lemma B.2 to bound the
distance to the optimum by∥∥r(λ)t

∥∥ ≜
∥∥w(λ)

t − ln
(
1
λ

)
wt

∥∥ =
∥∥w(λ)

t −
((
ln
(
1
λ

)
+ st ln ln

(
1
λ

))
wt + w̃t

)
+ st ln ln

(
1
λ

)
wt + w̃t

∥∥
[triangle ineq.] ≤

∥∥w(λ)
t −

((
ln
(
1
λ

)
+ st ln ln

(
1
λ

))
wt + w̃t

)∥∥+ ∥∥st ln ln ( 1λ)wt

∥∥+ ∥∥w̃t

∥∥
[Lemma B.2] ≤ 1

λ

∥∥∥∇Lλ

((
ln
(
1
λ

)
+ st ln ln

(
1
λ

))
wt + w̃t

)∥∥∥+ ln ln
(
1
λ

) ∥∥wt

∥∥+ ∥∥w̃t

∥∥
[all the above] ≤ a1(λ) + a2(λ)︸ ︷︷ ︸

→0

+2 ln ln
(
1
λ

) ∥∥wt

∥∥︸ ︷︷ ︸
=O(1)

+2
∥∥w̃t

∥∥︸ ︷︷ ︸
=O(1)

+
∥∥r(λ)t−1

∥∥︸ ︷︷ ︸
=O

(
(t−1) ln ln

(
1
λ

)).

Finally, we conclude that
∥∥r(λ)t

∥∥ = O
(
t ln ln

(
1
λ

))
.

21



Continual Learning in Linear Classification on Separable Data

B.3. Limitations of our Analysis

We proved that Lemma B.3 and Corollary B.4, which are pivotal for our proofs of Theorems 3.1, 5.1, and 5.4, hold for almost
all datasets and weighting schemes. We took the approach of Soudry et al. (2018) who analyzed a simpler non-continual
single-task case and derived similar results from the perspective of the roots of some polynomials. Below, we discuss the
limitations of this analytical approach in our case.

1. Task recurrence. In our proof of Lemma B.3, we employed a construction where tasks do not recur. When tasks
recur, the constructed polynomials have a higher-order dependence on the elements of X1, . . . ,XT (T is the number of
possible tasks, in contrast to the number of iterations k). Then, the analysis becomes more subtle due to some additional
constraints on the number of support vectors at each iteration (Nt) (e.g., when the same task is seen at iterations t and
(t+ 1), it must hold that Nt = Nt+1). Finding a construction for a general sequence of support sizes (Nt) is thus more
challenging because not any sequence is attainable. Without such a general construction, it remains possible that task
recurrence leads to a collapse into the measure-zero scenarios where the lemma does not hold.

On the other hand, we are able to prove that the lemma holds for some cases where tasks recur. For in-
stance, we can design constructions that allow task recurrence, as long as the support sizes are fixed and hold
Nt = N ≤ D/2, ∀t ∈ [k]. Specifically, we can construct a task sequence of k iterations over T ≤ k tasks (using
a task ordering τ as in Def. 4.9). We construct the datasets so as to form a “cyclic” sequence with two types of

tasks. That is, the columns of Xτ(t) = XŜτ(t)
∈ RD×N are x

τ(t)
n =

{
+cos (θ) en + sin (θ) eD−n τ(t) = τ(k)

− cos (θ) en + sin (θ) eD−n τ(t) ̸= τ(k)
.

Under this construction, which is easy to analyze (as in Appendix E.1), one can show that at the kth iteration, if
wk ̸= ckwk−1 then αŜk

= γ1N ≻ 0, for some γ > 0. This suffices for showing that the polynomials are nonzero
(when Nt = N ≤ D/2, ∀t ∈ [k], for an arbitrary length k, with any form of recurrence of the task seen at iteration k),
and conclude that recurrence does not necessarily collapse to measure zero events where the lemma does not hold.

2. Weighting schemes. We initially proved our lemma for the isotropic weighting scheme where Bt = I (notably, this
corresponds exactly to the case in our main result in Theorem 3.1). Subsequently, we used these isotropic weighting
schemes to establish that our lemma applies to almost all weighting schemes as well. However, common weighting
schemes, such as Fisher-information-based schemes, rely on the data observed in previously encountered tasks. Again,
this makes the construction of a general task sequence where αŜt

≻ 0 more complicated. Thus, it is possible that such
weighting schemes will collapse into the measure zero cases where the lemma does not hold.

We hypothesize that the reservations we expressed above are merely limitations of the analytical tools we utilized.
Various simulations we conducted demonstrated an agreement between the weakly-regularized iterates and the Sequential
Max-Margin iterates. Closing these gaps in our analysis will likely require an alternative analytical approach.

B.3.1. EXAMPLE OF A MEASURE ZERO CASE

Finally, we briefly demonstrate a measure zero case where Lemma B.3 and Corollary B.4 do not hold.

Let the first task be X1 = [e1] ∈ RD×1. Then, w1 = e1.

The second task is X2 = [e1, e2] ∈ RD×2. Then,

w2 = argmin ∥w −w1∥ s.t.
(
e⊤1 w ≥ 1

)
∧
(
e⊤2 w ≥ 1

)
= e1 + e2 .

Both e1, e2 are support vectors of the 2nd task, but from the stationarity condition (plug in B2 = I, c2 = 1 into Eq. (5)), it
holds that,

α2(e1) e1 + α2(e2) e2 = w2 −w1 = e2 ,

thus requiring that α2(e1) = 0. Crucially, this prevents the existence of a finite w̃2 that holds exp
(
−w̃⊤

2 e1
)
= α2(e1).
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C. Proofs for the Sequential Max-Margin Projections Scheme (Section 4)
Recall Lemma 4.3. Recall our definition of R ≜ max

m∈[T ]
max

(x,y)∈Sm

∥x∥. The quantities of Def. 4.1 are related as follows:

∀w∈RD, m∈ [T ] : Fm(w) ≤ d2(w,Wm) max
(x,y)∈Sm

∥x∥2 ≤ d2(w,W⋆)R2 .

Moreover, for the Sequential Max-Margin iterates (wt) of Scheme 2, all quantities are upper bounded by the “problem
complexity”, i.e., d2(wt,W⋆)R2 ≤ ∥w⋆∥2R2.

Proof. In our proof, we use the simplifying mapping from Remark B.1 (yx 7−→ x).

Using simple algebra and the Cauchy-Schwarz inequality, we have ∀m ∈ [T ], x ∈ Sm, w ∈ RD,

1−w⊤x = 1− (Pm (w))
⊤
x︸ ︷︷ ︸

≥1 (see below)

+(Pm (w))
⊤
x−w⊤x ≤ (Pm (w)−w)

⊤
x

[Cauchy–Schwarz] ≤ ∥w −Pm (w)∥ ∥x∥ = d(w,Wm)∥x∥ ,

where the inequality in the underbrace stems from the fact that Pm(w) ∈ Wm, and that Wm is defined (Assumption 2.1) as
the set of solutions with a zero hinge loss over the samples in Sm (such as x).

Since w⋆ is the intersection of all Wm, we get that d(w,Wm) ≤ d(w,W⋆).

Overall, it follows that

Fm(w) ≜ max
(x,y)∈Sm

(
max

{
0, 1−w⊤x

})2 ≤ max
x∈Sm

(
d(w,Wm)∥x∥

)2
= d2(w,Wm) max

x∈Sm

∥x∥2 ≤d2(w,W⋆)R2.

Finally, due to the monotonicity from Lemma 4.5, the iterates of Scheme 2 hold that,

d2(wt,W⋆) ≤ d2(w0,W⋆) = ∥w⋆∥2 , ∀t ∈ N+ .
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C.1. Adversarial Construction: Additional Discussion and Illustrations (Section 4.2)

Figure 7. Elaboration on the construction in Figure 2a. We always use D = 3
dimensions. Here, we demonstrate our construction with only T =20 tasks. Each
task consists of a single datapoint xm which is positively labeled (i.e., ym = +1)
and has a norm of ∥xm∥ = 1 = R. Datapoints are uniformly spread on a plane
slightly elevated above the xy-plane. We also plot the plane induced by a specific
datapoint xm (highlighted in orange), which is the boundary of its feasible set
Wm ≜

{
w∈RD | w⊤xm ≥ 1

}
. All such planes intersect at w⋆. The elevation

of the datapoints above the xy-plane determines the magnitude of ∥w⋆∥ (lower
elevation implies a worse minimum margin and a larger ∥w⋆∥). In our experiment,
we set ∥w⋆∥ = 10. As the number of tasks T →∞, the uniform angles between
consecutive tasks and the applied projections become smaller. 1 0 1 1

0

1
0

5

10

Figure 8. Plotting the path of the iterates (wt) during several cycles on T = 1, 000 tasks (forming a “denser” circle than the one in
Figure 2a). Notice how the learner “misses” the minimum norm solution w⋆ = (0, 0, 10), which is indicated by a star. Instead, the
iterates seem to converge near 2w⋆, still holding the guarantee in Theorem 4.7. Moreover, since at the end of learning it approxi-
mately holds that ∥wt −w⋆∥ ≈ ∥2w⋆ −w⋆∥ = 2 ∥w⋆∥ = 20, then by the monotonicity that we prove in Corollary D.1, i.e., that
∥wt −w⋆∥ ≤ ∥wt′ −w⋆∥ ≤ ∥w0 −w⋆∥ , ∀t′ ≤ t, we understand that the iterates remain at a distance of approximately 10 through-
out the entire learning process, thus approximately residing on a sphere centered at w⋆ with a radius of ∥w⋆∥.
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w 2R2 maxm [t] Fm(wt)

Figure 9. This is a larger version of Figure 2b. The average and maximum forgetting for the adversarial construction. In this experiment,
we trained on 3 cycles of the same T tasks, gradually increasing T . Notably, after learning T → ∞ jointly separable tasks, the quantities
do not decay. Recall that the maximum forgetting lower bounds the distance to the offline feasible set, which is upper bounded by
∥w⋆∥2R2 (Lemma 4.3). Hence, the quantities of interest appear to become arbitrarily bad at some point during the 3rd cycle of learning,
in the sense that they reach ∥w⋆∥2R2.
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C.2. Convergence to the Minimum-Norm Solution (Section 4.3)

Recall Theorem 4.7. Any iterate wt obtained by Scheme 2 holds ∥wt∥ ≤ 2 ∥w⋆∥, where w⋆ is the minimum-norm offline
solution (Def. 2.2).

If additionally, wt is “offline”-feasible, i.e., wt ∈ W⋆, then

∥w⋆∥ ≤ ∥wt∥ ≤ 2 ∥w⋆∥ .

Proof. To prove the first part of the theorem, we use the triangle inequality, the monotonicity from Corollary D.1 (below),
and the fact that w0 = 0d, to show that

∀t ∈ N+ : ∥wt∥ = ∥wt −w0∥ = ∥wt −w⋆ +w⋆ −w0∥ ≤ ∥w0 −w⋆∥+ ∥wt −w⋆∥
D.1
≤ 2 ∥w0 −w⋆∥ = 2 ∥w⋆∥ .

The second part of the theorem follows immediately from the minimality of w⋆ ∈ W⋆ (Def. 2.2).
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D. Proofs for Recurring Tasks (Section 4.4)
D.1. General Properties

We start by stating a few general properties of projections and norms that will help us throughout the appendices.

Property 1 (Projection properties). Let P : RD → RD be a projection operator onto a nonempty closed convex set C ⊆ RD.
Then, P holds the following properties:

1. Geometric definition. P(v) = argminw∈C ∥v −w∥ for any v ∈ RD ;

2. Idempotence. P2 ≜ P ◦P = P ;

3. Contraction (Non-expansiveness). For all v,u ∈ RD, it holds that ∥P(v)−P(u)∥ ≤ ∥v − u∥.
Consequently, when 0D ∈ C, it holds that ∥P(v)∥ ≤ ∥v∥ (see Fact 1.9 in Deutsch & Hundal (2006b)) ;

4. The operator I − P. Let I(v) = v be the identity operator and define the operator (I − P)(v) = v − P(v).
Then, for all v,u ∈ RD, it holds that ∥(I−P)(v)− (I−P)(u)∥2 ≤ ∥v − u∥2 − ∥P(v)−P(u)∥2.
Consequently, when 0D ∈ C, it holds that ∥v −P(v)∥2 ≤ ∥v∥2 − ∥P(v)∥2 ≤ ∥v∥2 for any v ∈ RD

(see Propositions 4.2 and 4.8 in Bauschke et al. (2011) and Fact 1.7 in Deutsch & Hundal (2006b)).

As a result of the non-expansiveness property above, we get the following monotonicity result (stronger than 4.5).

Corollary D.1. Let w ∈ W⋆ be an arbitrary offline solution and Pt be the projection onto the feasible set of the tth task.
The following monotonicity holds for the iterates (wt) of Scheme 2:

∥wt − w︸︷︷︸
∈Wt

∥ = ∥Pt (wt−1)−Pt (w)∥ ≤ ∥wt−1 −w∥ , ∀t ∈ N+ .

Specifically, this holds for the minimum-norm solution w⋆: ∥wt −w⋆∥ ≤ ∥wt−1 −w⋆∥ , ∀t ∈ N+ .

Next, we state a known property of squared Euclidean norms, stemming from their convexity and from Jensen’s inequality.

Claim D.2. For any m vectors v1, . . . ,vm∈RD, it holds that ∥v1+. . .+vm∥2 ≤ m
(
∥v1∥2 + · · ·+ ∥vm∥2

)
.

Lemma D.3. The residual from task m, defined by ∥v −Pm(v)∥2 = ∥(I−Pm)(v)∥2, is a convex function in v ∈ RD.

Proof. Let u,v ∈ RD, than for every α ∈ [0, 1] it holds that

∥(I−Pm)(αu+ (1−α)v)∥2 = ∥αu+ (1−α)v −Pm(αu+ (1−α)v)∥2

[projection properties] ≜ min
w∈Wm

∥αu+ (1−α)v −w∥2 ≤
∥∥∥αu+ (1−α)v − (α

∈Wm︷ ︸︸ ︷
Pm(u)+(1−α)

∈Wm︷ ︸︸ ︷
Pm(v))︸ ︷︷ ︸

∈Wm, due to its convexity

∥∥∥2
= ∥α(u−Pm(u)) + (1−α)(v −Pm(v))∥2

[squared norm is convex] ≤ α ∥u−Pm(u)∥2 + (1−α) ∥v −Pm(v)∥2 .
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D.2. Linear Regularity of Classification Tasks

We start by proving an important property of our setting – that the feasible set has a nonempty interior.

Lemma D.4. Recall our definition of R ≜ maxm∈[T ] max(x,y)∈Sm
∥x∥. Let w⋆ be the minimum-norm solution defined in

Def. 2.2. Then, the vector 2w⋆ has a feasible ball of radius 1
R around it. More formally,

B (2w⋆, 1/R) ≜
{
w ∈ RD | ∥w − 2w⋆∥ ≤ 1/R

}
⊂ W⋆ .

Proof. By the definition of feasibility, ∀m ∈ [T ] , ∀(x, y) ∈ Sm : yw⋆⊤x ≥ 1. Let w be an arbitrary vector in B (2w⋆, 1/R).
Clearly, w can be instead denoted as w = 2w⋆ + v for some v such that ∥v∥ ≤ 1/R. We then conclude that w is feasible:

∀m ∈ [T ] , ∀(x, y) ∈ Sm : yw⊤x = 2 yw⋆⊤x︸ ︷︷ ︸
≥1

+yv⊤x ≥ 2−
∣∣v⊤x

∣∣ ≥ 2− ∥v∥︸︷︷︸
≤1/R

∥x∥︸︷︷︸
≤R

≥ 1 =⇒ w ∈ W⋆ .

We are now ready to prove the linear regularity, using Lemma D.4 and techniques from Gubin et al. (1967) (in their proof of
Lemma 5) and Nedić (2010) (in their proof of Proposition 8). To be more exact, we prove bounded linear regularity (as
defined in Bauschke & Borwein (1993); Deutsch & Hundal (2008)), which suffices for our needs in this paper.

Recall Lemma 4.8. At the tth iteration, the distance to the offline feasible set is tied to the distance to the farthest feasible
set of any specific task. Specifically, it holds that ∀t∈N+,

d2(wt,W⋆) ≤ 4∥w⋆∥2R2 max
m∈[T ]

d2
(
wt,Wm

)
.

Proof. We start by showing (bounded) regularity for an arbitrary w ∈ RD (not necessarily an iterate).
We define ε ≜ maxm∈[T ] d (w,Wm) and consider a convex combination between w and 2w⋆:

y =
1/R

ε+ 1/R
w +

ε

ε+ 1/R
2w⋆ =

1/R

ε+ 1/R
w +

ε

ε+ 1/R
2w⋆ −

1/R

ε+ 1/R
Pm(w) +

1/R

ε+ 1/R
Pm(w)

≜
ε

ε+ 1/R
zm +

1/R

ε+ 1/R
Pm(w) ,

where we denoted zm ≜ 2w⋆ +
1/R
ε (w −Pm(w)), for any m ∈ [T ].

We notice that zm ∈ B (2w⋆, 1/R)
D.4
⊂ W⋆ ⊆ Wm, since ∥zm − 2w⋆∥ =

1/R
ε ∥w −Pm(w)∥︸ ︷︷ ︸

=d(w,Wm)≤ε

≤ 1/R. Therefore, y is a

convex combination of zm,Pm (w) ∈ Wm and is therefore also contained in Wm. Since this is true ∀m ∈ [T ], we get that
y ∈ W⋆. Then, a bounded linear regularity property follows, since

d(w,W⋆) ≤ ∥w − y∥ =

≤Rε︷ ︸︸ ︷
ε

ε+ 1/R
∥w − 2w⋆∥ ≤ ∥w − 2w⋆∥Rε = ∥w − 2w⋆∥R max

m∈[T ]
d
(
w,Wm

)
.

When w = wt is an iterate of the sequential Scheme 2, we can use the monotonicity from Corollary D.1 (notice that
2w⋆ ∈ W⋆) to show that ∥wt − 2w⋆∥ ≤ ∥w0 − 2w⋆∥ = ∥2w⋆∥ = 2 ∥w⋆∥, and finally, conclude that

d(wt,W⋆) ≤ 2 ∥w⋆∥R max
m∈[T ]

d
(
wt,Wm

)
.
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D.3. Proofs for Cyclic Orderings (Section 4.4.1)

Recall Lemma 4.11. Under a cyclic ordering (and the separability assumption 2.1), the iterates converge to a 2-optimal
w∞ ∈ W⋆. That is,

lim
k→∞

d(wk,W⋆) = 0, ∥w⋆∥ ≤ ∥w∞∥ ≤ 2 ∥w⋆∥ .

Proof. First, notice that we work in a finite-dimensional Euclidean space RD and that from Assumption 2.1 we have that
the offline feasibility set, i.e., the convex sets’ intersection W⋆ = W1 ∩ · · · ∩ WT , is nonempty. Under these conditions,
the (weak and strong) convergence of the cyclic iterates (wt) to a vector w∞ ∈ W⋆ can be deduced from the rates we
derive (independently of the lemma here) in Proposition 4.13. The second part of our corollary stems directly from our
Theorem 4.7.

Similar optimality guarantees for cyclic settings have also been proved in previous papers (e.g., Theorem 1 in Gubin et al.
(1967) and Theorem 2.7 in Deutsch & Hundal (2006a)).
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Recall Theorem 4.12. For T ≥ 2 jointly-separable tasks learned cyclically, after k=nT iterations (n cycles), our quantities
of interest (Def. 4.1) converge linearly as

max
m∈[T ]

Fm(wk)︸ ︷︷ ︸
Maximum forgetting

≤ max
m∈[T ]

d2(wk,Wm)︸ ︷︷ ︸
Maximum distance
to any feasible set

R2 ≤ d2(wk,W⋆)︸ ︷︷ ︸
Dist. to

offline feasible set

R2 ≤ g(k) ∥w⋆∥2R2 ,

where g(k) ≜

 exp
(
− k

4∥w⋆∥2R2

)
T = 2

4 exp
(
− k

16T 2∥w⋆∥2R2

)
T ≥ 3

and ∥w⋆∥2R2≥1 is the problem complexity (Rem. 4.4).

Proof. Here, we exploit the regularity of our setting, in which the convex sets are defined by the intersections of halfspaces.

1. Cyclic orderings of T = 2 tasks.
Given the regularity of our problems (Lemma 4.8), the required upper bound on d2(wk,W⋆) is given from existing
results on projection algorithms with two closed convex sets (specifically from Theorem 3.12 and Corollary 3.14 in
Bauschke & Borwein (1993) and Theorem 2.10 in Bauschke (2001)). However, the indexing in some of these previous
works may be confusing. Therefore, for the sake of completeness, we prove it here as well.

Assume w.l.o.g. that 2 | k. Define the projection operator P1∩2 onto the intersection W⋆ = W1 ∩W2. It follows that,

1

4∥w⋆∥2R2
d2(wk,W⋆)

Lemma 4.8
≤ max

m∈{1,2}
d2(wk,Wm)

cyclic
= ∥wk −P1(wk)∥2

= ∥wk −P1(wk)−P1∩2(wk) +P1∩2(wk)∥2

= ∥wk −P1(wk)−P1∩2(wk) +P1(P1∩2(wk))∥2

= ∥(I−P1) (wk)− (I−P1) (P1∩2(wk))∥2

[Prop. 1] ≤ ∥wk −P1∩2(wk)∥2 − ∥P1(wk)−P1(P1∩2(wk))∥2

= ∥wk −P1∩2(wk)∥2︸ ︷︷ ︸
=d2(wk,W⋆)

−∥wk+1 −P1∩2(wk)∥2︸ ︷︷ ︸
≥ d2(wk+1,W⋆)

≤ d2(wk,W⋆)− d2(wk+1,W⋆)

d2(wk+1,W⋆) ≤
(
1− 1

4∥w⋆∥2R2

)
d2(wk,W⋆) ≤ · · · ≤

(
1− 1

4∥w⋆∥2R2

)k+1

d2(w0,W⋆)︸ ︷︷ ︸
≜∥w⋆∥2

.

Finally, we conclude the T = 2 case by using the ordering property of our quantities of interest (Lemma 4.3), and using
the algebraic identity stating that ∀z∈(0, 1) , k>0 : (1− z)

k ≤ exp (−kz).
Remark D.5. A similar upper bound on d2(wk,W⋆), with a slightly worse rate, could be deduced from the stochastic
upper bound in Theorem 4.15, by using the fact that for T = 2 tasks, random orderings lead to exactly the same
projections as cyclic ones, but slower (the idempotence of the projections implies that applying the same projection
many consecutive times in a random ordering has the same effect as applying it once like in a cyclic ordering).

2. Cyclic orderings of T ≥ 3 tasks.
Given the regularity of our problems (Lemma 4.8), the required upper bound is an almost immediate corollary from
Theorem 3.15 in Deutsch & Hundal (2008)), stating that in our case we have

∥wk −w∞∥2 ≤

(
1− 1

4T · 4 ∥w⋆∥2 R2

)k/T

∥w0 −w∞∥2 =

(
1− 1

16T ∥w⋆∥2 R2

)k/T

∥w∞∥2 .

We use Lemma 4.11 (w∞ ∈ W⋆, ∥w∞∥ ≤ 2 ∥w⋆∥) and the aforementioned algebraic identity, and get

d2(wk,W⋆) ≤ ∥wk −w∞∥2 ≤ 4 ∥w⋆∥2 exp

(
− k

16T 2 ∥w⋆∥2 R2

)
.
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D.3.1. DETOUR: UNIVERSAL BOUNDS FOR GENERAL CYCLIC PROJECTIONS ONTO CONVEX SETS SETTINGS (POCS)

First, we establish a lemma equivalent to Lemma 22 in Evron et al. (2022) for our POCS setting. They used linear projections
solely while we analyze more general projection operators. Thus, while we closely follow their statements and proofs, we
are required to perform several adjustments to capture the wider family of convex operators.

Lemma D.6 (Cyclic-case auxiliary bounds). Let Q1, . . . ,QT : RD → RD be T projection operators onto the nonempty
closed convex sets C1, . . . , CT (respectively) such that 0D ∈ C1 ∩ · · · ∩ CT . Let M = QT ◦ · · · ◦Q1 : RD → RD be the
cyclic operator formed by these projections. Moreover, let v ∈ RD be an arbitrary vector. Then:

(Lemma D.6a) For any m ∈ [T − 1], it holds that d2(v, Cm) = ∥v −Qm(v)∥2 ≤ m
(
∥v∥2 − ∥M(v)∥2

)
;

(Lemma D.6b) It holds that ∥v −M(v)∥2 ≤ T
(
∥v∥2 − ∥M(v)∥2

)
;

(Lemma D.6c) After n ≥ 1 cycles it holds that ∥Mn(v)∥2 −
∥∥Mn+1(v)

∥∥2 ≤ 2
∥∥Mn(v)−Mn+1(v)

∥∥ ∥v∥ ;

(Lemma D.6d) For any m ∈ [T − 1], after n ≥ 1 cycles it holds that

d2(Mn(v), Cm) = ∥Mn(v)−Qm(Mn(v))∥2 ≤ 2m
∥∥Mn(v)−Mn+1(v)

∥∥ ∥v∥ ;

(Lemma D.6e) For any number of cycles n ≥ 1, it holds that
∥∥Mn−1(v)−Mn(v)

∥∥ ≤
√

T/n ∥v∥ .

We will prove this lemma after stating a few additional results including our universal bounds.

Remark D.7 (Translates of convex sets). For simplicity, many of our results (e.g., Lemma D.6 above) are derived using
nonempty closed convex sets having 0D in their intersection. We wish to apply these results to our feasible sets W1, . . . ,WT

from Assumption 2.1, but their nonempty intersection W⋆ does not contain 0D. As a remedy, it is common to translate the
entire space by some feasible solution (e.g., see Deutsch & Hundal (2006a)).

We take this approach and translate our space by −w⋆ (where w⋆ ∈ W is the minimum-norm offline solution defined in
Def. 2.2). In turn, the resulting feasible sets Cm ≜ Wm−w⋆, ∀m ∈ [T ], now have an equivalent intersection W⋆−w⋆ that
does contain 0D. Importantly, this simple translation does not change the properties of the space we work in or the ones of
any projection that we apply. In particular, we can apply either “type” of these projections interchangeably, in the sense that:

Pm(w) ≜ PWm
(w) = PCm

(w−w⋆) +w⋆ ≜ Qm(w −w⋆) +w⋆ .

This also holds recursively, e.g., w2 = P2(P1(w0)) = P2(Q1(w0 −w⋆) +w⋆) = Q2(Q1(w0 −w⋆)) +w⋆.
Moreover, our translation preserves all distances, such that for instance

∀w : ∥w −Pm(w)∥ = d(w,Wm) = d(w−w⋆, Cm) = ∥w −w⋆ −Qm(w −w⋆)∥ .

We will also need the following lemma to prove the universal result for the cyclic T = 2 case.

Lemma D.8. Let C1, C2 be two closed convex subsets of RD with a nonempty intersection, and let (wt) be a sequence of
iterates induced by cyclic projections onto C1, C2 starting from an arbitrary w0 ∈ RD. Then, the projection “residuals” are
monotonically decreasing. That is, For any iteration t ∈ N+ we have

∥wt+1 −wt∥ ≤ ∥wt −wt−1∥ .

Proof. Assume w.l.o.g. that 2 | t. By the definition of projections,

∥wt+1 −wt∥ = ∥P1(wt)−wt∥ = min
w∈W1

∥w − wt︸︷︷︸
∈W2

∥ ≤ ∥wt−1︸ ︷︷ ︸
∈W1

−wt∥ .
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Now, we recall and prove our main result for this section (using the above lemmas). Afterward, we will prove Lemma D.6.
Our result here generalizes important parts of Theorems 10 and 11 in Evron et al. (2022) and extends these results from
projections onto closed subspaces to projections onto general convex sets.

Recall Proposition 4.13. Let W1, . . . ,WT be closed convex sets with nonempty intersection W⋆.
Let wk = (PT ◦ · · · ◦ P1)

n(w0) be the iterate after k = nT iterations (n cycles) of cyclic projections onto these
convex sets. Then, the maximal distance to any (specific) convex set, is upper bounded universally as,

For T = 2: max
m∈[T ]

d2(wk,Wm) ≤ 1

k + 1
d2(w0,W⋆) ,

For T ≥ 3: max
m∈[T ]

d2(wk,Wm) ≤ 2T 2

√
k
d2(w0,W⋆) .

Proof. We divide our proof into two parts.

1. Cyclic two tasks (T = 2) The proposition deals with cases where k = nT = 2n (thus 2 | k). We get

max
{
d (wk,W1) , d

(
wk︸︷︷︸
∈W2

,W2

)}
= d (wk,W1) = min

w∈W1

∥w −wk∥ ≜ ∥wk+1 −wk∥ .

We thus focus on ∥wk+1 −wk∥ and bound it using all of the above, using ideas from Evron et al. (2022):

∥wk+1 −wk∥2
Lemma D.8

≤ 1

k + 1

k∑
t=0

∥wt −wt+1∥2 =
1

k + 1

k∑
t=0

∥wt −wt+1 −w⋆ +w⋆∥2

=
1

k + 1

k∑
t=0

∥(I−Pt+1) (wt)− (I−Pt+1) (w
⋆)∥2

[Prop. 1] ≤ 1

k + 1

k∑
t=0

(
∥wt −w⋆∥2 − ∥Pt+1wt −Pt+1w

⋆∥2
)

=
1

k + 1

k∑
t=0

(
∥wt −w⋆∥2 − ∥wt+1 −w⋆∥2

)
[telescoping] =

1

k + 1

(
∥w0 −w⋆∥2 − ∥wk+1 −w⋆∥2

)
≤ 1

k + 1
∥w0 −w⋆∥2 ≜

1

k + 1
d2(w0,W⋆) .

2. Cyclic T ≥ 3 tasks

Using Lemma D.6 and the translations from Remark D.7, it follows that

d2(wk,Wm)
D.7
= d2(wk −w⋆, Cm) = ∥(wk −w⋆)−Qm(wk −w⋆)∥2

[Remark D.7] = ∥Mn(w0 −w⋆)−Qm(Mn(w0 −w⋆))∥2

[(Lemma D.6d)] ≤ 2m
∥∥Mn(w0 −w⋆)−Mn+1(w0 −w⋆)

∥∥ ∥w0 −w⋆∥

[(Lemma D.6e)] ≤ 2m

√
T

n+ 1
∥w0 −w⋆∥2

≤ 2T

√
T

n
∥w0 −w⋆∥2 =

2T 2

√
k
∥w0 −w⋆∥2 ≜

2T 2

√
k
d2(w0,W⋆) .
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Proof for Lemma D.6

Proof for (Lemma D.6a). For m = 1, using the fact that 0D ∈ C1 ∩ · · · ∩ CT , Prop. 1 immediately gives

∥v −Qm(v)∥2 = ∥v −Q1(v)∥2 ≤ ∥v∥2 − ∥Q1(v)∥2
contraction

≤ 1 ·
(
∥v∥2 − ∥QT ◦ · · · ◦Q1(v)∥2

)
.

Now we will prove the case when m = 2, 3, . . . , T − 1.

1. First, let I(v) = v be the identity operator and define the (“part-cyclic”) operator Mℓ ≜ Qℓ ◦ · · · ◦ Q1, ∀ℓ ∈ [T ].
We show recursively that (for any m ≥ 1)

I = (I−Q1) + (Q1 −M2) + (M2 −M3) + · · ·+ (Mm−1 −Mm) +Mm

= (I−Q1) + (Q1 −Q2 ◦M1) + (M2 −Q3 ◦M2) + · · ·+ (Mm−1 −Qm ◦Mm−1) +Mm

= (I−Q1) + (I−Q2) ◦M1 + (I−Q3) ◦M2 + · · ·+ (I−Qm) ◦Mm−1 +Mm

= (I−Q1) +Mm +

m−1∑
ℓ=1

(I−Qℓ+1) ◦Mℓ .

Equivalently, using similar steps we have Qm = (Qm −Qm ◦Q1)+Qm ◦Mm +
∑m−1

ℓ=1 (Qm −Qm ◦Qℓ+1) ◦Mℓ.

2. Subtracting both of the equations above, we get

(I−Qm) = (I−Q1)− (Qm −Qm ◦Q1) +Mm −Qm ◦Mm +

m−1∑
ℓ=1

(I−Qℓ+1)◦Mℓ − (Qm −Qm ◦Qℓ+1)◦Mℓ

= (I−Qm)− (I−Qm)◦Q1 + (I−Qm)◦Mm +

m−1∑
ℓ=1

(I−Qm)◦Mℓ − (Qℓ+1 −Qm ◦Qℓ+1)◦Mℓ

= (I−Qm)− (I−Qm)◦Q1 +(((((((((((
(I−Qm)◦Qm ◦Mm−1 +

m−1∑
ℓ=1

(I−Qm)◦Mℓ − (I−Qm)◦Qℓ+1 ◦Mℓ ,

where the third term is canceled since (I−Qm)◦Qm = Qm−Q2
m = 0 due to the idempotence of projection operators.

3. Finally, we use the above and Claim D.2 to show that

∥v −Qm(v)∥2 = ∥(I−Qm)(v)∥2

=

∥∥∥∥((I−Qm)− (I−Qm) ◦Q1)(v) +
∑m−1

ℓ=1
((I−Qm) ◦Mℓ − (I−Qm) ◦Qℓ+1 ◦Mℓ) (v)

∥∥∥∥2
≤ m

(
∥(I−Qm) (v)− (I−Qm) (Q1(v))∥2 +

m−1∑
ℓ=1

∥(I−Qm) (Mℓ(v))− (I−Qm) ((Qℓ+1 ◦Mℓ)(v))∥2
)

.

And since according to Prop. 1 we have ∀v,u ∈ RD : ∥(I−Qm) (v)−(I−Qm) (u)∥2 ≤ ∥v − u∥2, we get

∥v −Qm(v)∥2 ≤ m

(
∥v −Q1(v)∥2 +

m−1∑
ℓ=1

∥Mℓ(v)−Qℓ+1 (Mℓ(v))∥2
)

[Prop. 1] ≤ m

(
∥v∥2 − ∥Q1(v)︸ ︷︷ ︸

=M1(v)

∥2 +
m−1∑
ℓ=1

(
∥Mℓ(v)∥2 − ∥Qℓ+1 (Mℓ(v))︸ ︷︷ ︸

=Mℓ+1(v)

∥2
))

[telescoping] = m
(
∥v∥2 − ∥Mm(v)∥2

)
= m

(
∥v∥2 − ∥(Qm ◦ · · · ◦Q1) (v)∥2

)
[contraction] ≤ m

(
∥v∥2 − ∥(QT ◦ · · · ◦Q1) (v)∥2

)
.
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Proof for (Lemma D.6b). Above we defined the identity operator I(v) = v and the operator Mℓ ≜ Qℓ ◦ · · · ◦ Q1 and
showed recursively that I = (I−Q1) +Mm +

∑m−1
ℓ=1 (I−Qℓ+1) ◦Mℓ. Clearly, this also yields:

I−M = I−MT = (I−Q1) +

T−1∑
ℓ=1

(I−Qℓ+1) ◦Mℓ .

Then, we prove our lemma:

∥v −QT ◦ · · · ◦Q1(v)∥2 = ∥v −M(v)∥2 =

∥∥∥∥((I−Q1) +
∑T−1

ℓ=1
(I−Qℓ+1) ◦Mℓ

)
(v)

∥∥∥∥2
=

∥∥∥∥(I−Q1) (v) +
∑T−1

ℓ=1
(I−Qℓ+1) (Mℓ(v))

∥∥∥∥2
[Claim D.2] ≤ T

(
∥(I−Q1) (v)∥2 +

∑T−1

ℓ=1
∥(I−Qℓ+1) (Mℓ(v))∥2

)
[Prop. 1] ≤ T

(
∥v∥2 − ∥Q1(v)︸ ︷︷ ︸

=M1(v)

∥2 +
∑T−1

ℓ=1

(
∥Mℓ(v)∥2 − ∥Qℓ+1 (Mℓ(v))︸ ︷︷ ︸

=Mℓ+1(v)

∥2
))

[telescoping] = T
(
∥v∥2 − ∥MT (v)∥2

)
= T

(
∥v∥2 − ∥(QT ◦ · · · ◦Q1) (v)∥2

)
.

Proof for (Lemma D.6c). We focus on the cyclic operator M = QT ◦ · · · ◦ Q1 and remind that since each Qℓ is a
non-expansive operator, their composition M is also a non-expansive operator. Hence, ∥Mn(u)∥22 −

∥∥Mn+1(u)
∥∥2
2
≥ 0.

Then, we show that

∥Mn(v)∥22 −
∥∥Mn+1(v)

∥∥2
2
= (Mn(v))

⊤
Mn(v)−

(
Mn+1(v)

)⊤
Mn+1(v)︸ ︷︷ ︸

≥0

[∀z≥0: z= ∥z∥] = ∥(Mn(v))
⊤
Mn(v)−

(
Mn+1(v)

)⊤
Mn+1(v) + (Mn(v))

⊤
Mn+1(v)− (Mn(v))

⊤
Mn+1(v)︸ ︷︷ ︸

=0

∥

=
∥∥∥(Mn(v))

⊤
Mn(v)− (Mn(v))

⊤
Mn+1(v) + (Mn(v))

⊤
Mn+1(v)−

(
Mn+1(v)

)⊤
Mn+1(v)

∥∥∥
=
∥∥∥(Mn(v))

⊤ (
Mn(v)−Mn+1(v)

)
+
(
Mn(v)−Mn+1(v)

)⊤
Mn+1(v)

∥∥∥
[triangle inequality] ≤

∥∥∥(Mn(v))
⊤ (

Mn(v)−Mn+1(v)
)∥∥∥+ ∥∥∥(Mn(v)−Mn+1(v)

)⊤
Mn+1(v)

∥∥∥
[Cauchy-Schwarz] ≤ ∥Mn(v)∥︸ ︷︷ ︸

≤∥v∥

∥∥Mn(v)−Mn+1(v)
∥∥+ ∥∥Mn(v)−Mn+1(v)

∥∥∥∥Mn+1(v)
∥∥︸ ︷︷ ︸

≤∥v∥

[contraction] ≤ 2
∥∥Mn(v)−Mn+1(v)

∥∥ ∥v∥ .

Proof for (Lemma D.6d). This stems directly from (Lemma D.6a) and (Lemma D.6c):

∥Mn(v)−Qm(Mn(v))∥2 ≤ m
(
∥Mn(v)∥2 −

∥∥Mn+1(v)
∥∥2) ≤ 2m

∥∥Mn(v)−Mn+1(v)
∥∥ ∥v∥ .
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Proof for (Lemma D.6e). First, we use (Lemma D.6b) to show that

n−1∑
t=0

∥∥(Mt −Mt+1
)
(v)
∥∥2 =

n−1∑
t=0

∥∥Mt(v)−M
(
Mt(v)

)∥∥2
≤ T

n−1∑
t=0

(∥∥Mt(v)
∥∥2 − ∥∥Mt+1(v)

∥∥2) = T
(
∥v∥2 − ∥Mnv∥2

)
≤ T ∥v∥2 .

Then, we use the non-expansiveness property (Prop. 1) again to show that∥∥(Mt −Mt+1
)
(v)
∥∥2 =

∥∥M (
Mt−1(v)

)
−M

(
Mt(v)

)∥∥2 ≤
∥∥Mt−1(v)−Mt(v)

∥∥2 =
∥∥(Mt−1 −Mt

)
(v)
∥∥2

and conclude that the series
(∥∥(Mt −Mt+1

)
v
∥∥2)

t
is monotonically non-increasing.

All of the above means that ∀v ∈ RD, it holds that

∥∥(Mn−1 −Mn
)
(v)
∥∥2 = min

t=0,...,n−1

∥∥(Mt −Mt+1
)
(v)
∥∥2 ≤ 1

n

n−1∑
t=0

∥∥(Mt −Mt+1
)
(v)
∥∥2 ≤ T

n
∥v∥2 .
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D.4. Proofs for Random Orderings (Section 4.4.2)

Here, we will make use of the following result from the POCS literature, proven in Nedić (2010).

Proposition 8 from Nedić (2010). Let W1, . . . ,WT be closed convex sets with a non-empty intersection W⋆.
Starting from an arbitrary deterministic w0, let w1, . . . ,wk be k iterates obtained by iteratively
projecting onto the T sets according to an ordering τ sampled from an arbitrary i.i.d. dis-
tribution p(τ(ℓ) = m) = p(τ(ℓ′) = m), ∀ℓ, ℓ′ ∈ [k] , ∀m ∈ [T ], with all non-zero probabilities, i.e.,
pmin ≜ minm∈[T ] p(τ(·) = m) > 0. Assume that W⋆ has a non-empty interior, i.e., B(w, δ) ⊆ W⋆ for some w.
Then we have

E
τ

[
d2(wk,W⋆)

]
≤
(
1− pmin

δ2

∥w0−w∥2

)k
d2 (w0,W⋆) .

Recall Theorem 4.15. For T jointly-separable tasks learned in a random ordering, our quantities of interest (Def. 4.1)
converge linearly as

E
τ

[
max
m∈[T ]

Fm(wk)︸ ︷︷ ︸
Maximum forgetting

]
≤ E

τ

[
max
m∈[T ]

d2(wk,Wm)︸ ︷︷ ︸
Maximum distance
to any feasible set

]
R2 ≤ E

τ

[
d2(wk,W⋆)︸ ︷︷ ︸

Dist. to
offline feasible set

]
R2 ≤ exp

(
− k

4T∥w⋆∥2R2

)
∥w⋆∥2R2 ,

where ∥w⋆∥2R2≥1 is the problem complexity (Rem. 4.4).

Proof. We start by applying the above Proposition 8 from Nedić (2010) with the non-empty interior from Lemma D.4 and
our specific initialization and “uniform” distribution, that is,

w = 2w⋆, δ = 1
R , pmin = 1

T , w0 = 0D, d(w0,W⋆) = ∥w⋆∥ .

We get

E
τ

[
d2(wk,W⋆)

]
≤

(
1− 1

4T ∥w⋆∥2 R2

)k

d2 (w0,W⋆)︸ ︷︷ ︸
=∥w⋆∥2

≤ ∥w⋆∥2 exp
(
− k

4T∥w⋆∥2R2

)
,

where we used the algebraic identity ∀z∈(0, 1) , k≥1 : (1− z)
k ≤ exp (−kz).

We complete our proof by noticing that according to Lemma 4.3 and Theorem 4.7, we have (for any “instantiation” of τ and
the sequence (wt) it induces),

0 ≤ max
m∈[T ]

Fm (wk) ≤ max
m∈[T ]

d2(wk,Wm)R2 ≤ d2(wk,W⋆)R2 < ∞ , ∀k ∈ N+ ,

and so this order must hold for the expectations as well, and the theorem follows immediately.

Recall Lemma 4.16. Under a random i.i.d. ordering (and the separability assumption 2.1), the iterates converge almost
surely to W⋆, such that

lim
k→∞

d(wk,W⋆) = 0, ∥w⋆∥ ≤ ∥w∞∥ ≤ 2 ∥w⋆∥ .

Proof. We start by proving the almost sure convergence. From Lemma 4.5, we know that (d (wk,W⋆))k
is (non-negative and) pointwise monotonically decreasing. Then, by the monotone convergence theorem, it has a pointwise
limit d (w∞,W⋆) such that E [d (w∞,W⋆)] = limk→∞ E [d (wk,W⋆)]. According to the rates from Theorem 4.15, we
have that limk→∞ E [d (wk,W⋆)] = 0. In turn, this means that E [d (w∞,W⋆)] = 0. Overall, we get that the limit
d (w∞,W⋆) is pointwise non-negative with a zero mean, so it must be equal to zero with probability 1.

Finally, from the optimality guarantees of Theorem 4.7, we get that the limit w∞, which is almost surely in W⋆, must be
2-optimal.
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D.5. Proofs for the Average Iterate (Section 4.4.3)

Recall Proposition 4.18. After n cycles under a cyclic ordering (k = nT ) we have

max
m∈[T ]

Fm(wk)︸ ︷︷ ︸
Maximum forgetting

≤ max
m∈[T ]

d2(wk,Wm)︸ ︷︷ ︸
Max. dist. to any feasible set

R2 ≤ T 2

k
∥w⋆∥2R2

and after k iterations under a random ordering we have

E
τ

[ 1

T

T∑
m=1

Fm(wk)︸ ︷︷ ︸
Average forgetting

]
≤ E

τ

[ 1

T

T∑
m=1

d2(wk,Wm)︸ ︷︷ ︸
Avg. distance to feasible sets

]
R2 ≤ 1

k
∥w⋆∥2R2

(implying a T
k ∥w⋆∥2R2 bound on the expected maximum forgetting and maximum distance to any feasible set).

Proof. We split our proof into two (one part for each ordering type).

D.5.1. CYCLIC ORDERING

For task m, we exploit the averaging over all the iterates by combining it with the convexity of ∥v −Qm(v)∥2, proved in
Lemma D.3. For simplicity, we assume that T | k. Recall Remark D.7 on the translations. We have that,

d2 (wk,Wm)
D.7
= d2(wk −w⋆, Cm) = ∥(I−Qm) (wk −w⋆)∥ =

∥∥∥∥(I−Qm)

(
1

k

∑k

t=1

(
wt −w⋆

))∥∥∥∥
[

Lemma D.3
Jensen’s inequality

]
≤ 1

k

k∑
t=1

∥(I−Qm) (wt−w⋆)∥ =
1

k

k∑
t=1

∥∥∥(I−Qm) (Qt mod T ◦···◦Q1) (QT ◦···◦Q1)
⌊t/T⌋

(w0−w⋆)
∥∥∥2

[assuming T |k] =
1

k

⌊k/T⌋∑
n=1

T∑
t=1

∥(I−Qm) (Qt◦···◦Q1) (QT ◦···◦Q1)
n
(w0 −w⋆)∥2

=
1

k

T∑
t=1

⌊k/T⌋∑
n=1

∥(I−Qm) (Qt◦···◦Q1) (QT ◦···◦Q1)
n
(w0 −w⋆)∥2

=
1

k

T∑
t=1

⌊k/T⌋∑
n=1

∥∥∥(I−Qm) (Qt◦···◦Q1◦QT ◦···◦Qt+1)
n
(
Qt◦···◦Q1 (w0 −w⋆)︸ ︷︷ ︸

≜ut

)∥∥∥2

=
1

k

T∑
t=1

⌊k/T⌋∑
n=1

∥(I−Qm) (Qt◦···◦Q1◦QT ◦···◦Qt+1)
n
(ut)∥

2

[(Lemma D.6a)] ≤ T

k

T∑
t=1

⌊k/T⌋∑
n=1

∥(Qt◦···◦Q1◦QT ◦···◦Qt+1)
n
(ut)∥

2 −
∥∥∥(Qt◦···◦Q1◦QT ◦···◦Qt+1)

n+1
(ut)

∥∥∥2
[telescoping] =

T

k

T∑
t=1

∥(Qt◦···◦Q1◦QT ◦···◦Qt+1) (ut)∥2 −
∥∥∥(Qt ···Q1◦QT ◦···◦Qt+1)

⌊k/T⌋+1
(ut)

∥∥∥2
≤ T

k

T∑
t=1

∥(Qt◦···◦Q1◦QT ◦···◦Qt+1) (ut)∥2 =
T

k

T∑
t=1

∥(Qt◦···◦Q1◦QT ◦···◦Q1) (w0 −w⋆)∥2

[contraction] ≤ T

k

T∑
t=1

∥w0 −w⋆∥2 =
T 2

k
∥w⋆∥2 .

Overall, we bounded the distance in the cyclic setting: d2 (wk,Wm) ≤ T
n ∥w⋆∥2 = T 2

k ∥w⋆∥2, ∀m∈ [T ].
Then, given Lemma 4.3, we conclude that Fm(wk) ≤ d2(wk,Wm)R2 ≤ T 2

k ∥w⋆∥2 R2, ∀m∈ [T ].
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D.5.2. RANDOM ORDERING

Our random ordering result is related to Proposition 6 and Equations (12) and (13) in Nedić (2010) which analyzed the
expected average and maximum distance to any feasible set. Even more strongly related is Remark 15 in Evron et al. (2022)
which analyzed the expected average forgetting in continual linear regression. Importantly, their proof in Appendix E.2 does
not exploit the linearity of the projection operators and works for general projections as well. For completeness only, we
closely follow their proof and present our own proof below.

1

R2 E
τ

[ 1

T

T∑
m=1

Fm(wk)︸ ︷︷ ︸
Average forgetting

] Lemma 4.3
≤ E

τ

[ 1

T

T∑
m=1

d2(wk,Wm)
]
= E

τ

[ 1

T

T∑
m=1

∥(I−Pm)wk∥2
]

[i.i.d. uniform] =EP1,...,Pk,P

∥∥∥(I−P)
(
wk

)∥∥∥2
2

=EP1,...,Pk,P

∥∥∥(I−P)
(1
k

k∑
t=1

wt

)∥∥∥2
2

[Lemma D.3, Jensen’s inequality] ≤ 1

k

k∑
t=1

EP1,...,Pt,P

∥∥∥(I−P)
(
wt

)∥∥∥2
2

=
1

k

k∑
t=1

EP1,...,Pt,P

[∥∥∥(I−P)
(
wt

)
− (I−P)

(
w⋆
)︸ ︷︷ ︸

=0

∥∥∥2
2

]

[Prop. 1] ≤ 1

k

k∑
t=1

EP1,...,Pt,P

[∥∥∥wt −w⋆
∥∥∥2
2
−
∥∥∥P(wt)−P(w⋆)︸ ︷︷ ︸

=w⋆

∥∥∥2
2

]

[i.i.d.] =
1

k

k∑
t=1

EP1,...,Pt+1

[∥∥∥wt −w⋆
∥∥∥2
2
−
∥∥∥Pt+1(wt)︸ ︷︷ ︸

=wt+1

−w⋆
∥∥∥2
2

]

[telescoping] =
1

k
EP1,...,Pk

[ ∥∥∥w1 −w⋆
∥∥∥2
2︸ ︷︷ ︸

≤∥w0−w⋆∥2
2,

by Corollary D.1

−
∥∥∥wk+1 −w⋆

∥∥∥2
2︸ ︷︷ ︸

≥0

]
≤ 1

k
∥w⋆∥2 .
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E. Proof for the Extended Settings (Section 5)
Our next proof follows and generalizes our proof of Theorem 3.1 in Appendix B. We have split the statements and proofs of
these two cases for clarity and to make sure that our fundamental Theorem 3.1 stands on its own.

For ease of readability, we mark λt and Bt in red and blue, respectively.

We provide here a unified proof for Theorems 5.1 and 5.4. To this end, we also define a unified scheme.

Scheme 5 Scheduled and Weighted Sequential Max-Margin

Initialization: w0 = 0D

Iterative update for each task t ∈ [k]:

wt = argminw ∥w − ctwt−1∥2Bt
, ct ≜ lim

λ→0

lnλt−1

lnλt
(10)

s.t. yw⊤x≥1, ∀(x, y)∈St

As we explain in the main body of the paper, we assume that ∀t∈ [k], the singular values of Bt are bounded, i.e., it holds
that 0 < µt ≤ σmin(Bt) ≤ σmax(Bt) ≤ Mt < ∞ for some finite µt,Mt ∈ R>0 (independent of λ). Moreover, given
λ > 0, we parameterize the regularization strengths as λt≜λt(λ) > 0 for arbitrary functions λt : R>0→R>0 holding that
limλ→0 λt(λ)=0 and lim

λ→0

lnλt−1

lnλt
< ∞ is well-defined ∀t∈ [k].

Proof for Theorems 5.1 and 5.4. We will prove by induction on t ≥ 0 that the scale of the residual r(λ)t ≜ w
(λ)
t −ln

(
1
λt

)
wt

at each iteration is
∥∥r(λ)t

∥∥ = O
(∑t

t′=1

(∏t
n=t′

Mn

µn

)
ln ln

(
1
λt′

))
; and that consequently (since ln

(
1
λ

)
wt grows faster;

see Remark E.1), the iterates are either identical (i.e., w(λ)
t = wt) or converge in the same direction when λ → 0, i.e.,

limλ→0
w

(λ)
t

∥w(λ)
t ∥

= wt

∥wt∥ .

For t = 0: By the conditions of the theorem, it trivially holds that w(λ)
0 = w0 = 0D and r

(λ)
0 = 0D.

For t ≥ 1: The solved optimization problem (recall Remark B.1) is:

w
(λ)
t = argmin

w∈RD

Lλ(w) ≜ argmin
w∈RD

∑
x∈St

e−w⊤x +
λt

2

∥∥∥√Btw−
√

Btw
(λ)
t−1

∥∥∥2 .
We follow the same ideas as in our proof for Theorem 3.1 in Appendix B (with some adjustments since, for instance,
our objective here is no longer λ-strongly convex, but rather λtµt-strongly convex, since its Hessian matrix holds
∇2Lλ(w) ⪰ λtBt ⪰ λtµtI ≻ 0).

First, we compute the gradient of Lλ, normalized by λt:
1

λt
∇Lλ(w) = − 1

λt

∑
x∈St

x exp
(
−w⊤x

)
+Btw −Btw

(λ)
t−1 .

Then, we plug in w =
(
ln
(

1
λt

)
+ st ln ln

(
1
λt

))
wt + w̃t = ln

(
1
λt

lnst
(

1
λt

))
wt + w̃t, for some sign st ∈ {−1,+1}

and a vector w̃t with a norm independent of λ (both will be defined below).
1

λt
∇Lλ

((
ln
(

1
λt

)
+ st ln ln

(
1
λt

))
wt + w̃t

)
= − 1

λt

∑
x∈St

xe
ln
(
λt ln

−st
(

1
λt

))
w⊤

t x
e−w̃⊤

t x + ln
(

1
λt

lnst
(

1
λt

))
Btwt +Btw̃t −Btw

(λ)
t−1

= − 1

λt

∑
x∈St

x
(
λt ln

−st
(

1
λt

))w⊤
t x

e−w̃⊤
t x + ln

(
1
λt

lnst
(

1
λt

))
Btwt +Btw̃t−Btw

(λ)
t−1 .
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Now, denoting the set of support vectors by Ŝt ≜
{
x ∈ St | w⊤

t x = 1
}

(which might be empty for t ≥ 2), and using

the inductive assumption that w(λ)
t−1 = r

(λ)
t−1 + ln

(
1

λt−1

)
wt−1 (where

∥∥r(λ)t−1

∥∥ = O
(∑t−1

t′=1

(∏t−1
n=t′

Mn

µn

)
ln ln

(
1
λt′

))
),

we get

1

λt
∇Lλ

((
ln
(

1
λt

)
+ st ln ln

(
1
λt

))
wt + w̃t

)
= − 1

λt

(
λt ln

−st
(

1
λt

))1 ∑
x∈Ŝt

xe−w̃⊤
t x − 1

λt

∑
x/∈Ŝt

x
(
λt ln

−st
(

1
λt

))w⊤
t x

e−w̃⊤
t x+

+ ln
(

1
λt

)
Btwt − ln

(
1

λt−1

)
Btwt−1 + ln lnst

(
1
λt

)
Btwt +Btw̃t −Btr

(λ)
t−1

= − ln−st
(

1
λt

) ∑
x∈Ŝt

xe−w̃⊤
t x −

∑
x/∈Ŝt

xλt
w⊤

t x−1
(
ln
(

1
λt

))−stw
⊤
t x

e−w̃⊤
t x+

+ ln
(

1
λt

)
Bt

(
wt − lnλt−1

lnλt
wt−1

)
+ ln lnst

(
1
λt

)
Btwt +Btw̃t −Btr

(λ)
t−1 .

By the triangle inequality and since
∥∥ln lnst( 1

λt

)∥∥ =
∥∥st ln ln( 1

λt

)∥∥ =

=1︷︸︸︷
|st|

>0, when λt<1/e︷ ︸︸ ︷
ln ln (1/λt) , we have,∥∥∥∥ 1

λt
∇Lλ

(
ln
(

1
λt

)
+ st ln ln

(
1
λt

)
wt + w̃t

)∥∥∥∥
≤
∥∥∥∥ln( 1

λt

)
Bt

(
wt− lnλt−1

lnλt
wt−1

)
− ln−st

(
1
λt

)∑
x∈Ŝt

xe−w̃⊤
t x

∥∥∥∥︸ ︷︷ ︸
≜a1(λt)

+

∥∥∥∥∑
x/∈Ŝt

xλt
w⊤

t x−1
(
ln
(

1
λt

))−stw
⊤
t x

e−w̃⊤
t x

∥∥∥∥︸ ︷︷ ︸
≜a2(λt)

+ ln ln
(

1
λt

)∥∥∥Btwt

∥∥∥+ ∥∥∥Btw̃t

∥∥∥+ ∥∥∥Btr
(λ)
t−1

∥∥∥

≤ a1(λt) + a2(λt) + ln ln
(

1
λt

)
Mt

∥∥wt

∥∥+Mt

∥∥w̃t

∥∥+Mt

∥∥r(λ)t−1

∥∥ .

39



Continual Learning in Linear Classification on Separable Data

Here also, we distinguish between two different behaviors of the SMM solution wt (recall that ct ≜ limλ→0
lnλt−1

lnλt
):

1. When wt ≜ Pt(ctwt−1) ̸= ctwt−1 (and necessarily |Ŝt| ≥ 1): We choose st=−1 and a1(λ) becomes:

a1(λt) =
∥∥ln( 1

λt

)
Bt (wt−ctwt−1)−ln−st

(
1
λt

)∑
x∈Ŝt

xe−w̃⊤
t x
∥∥ = ln

(
1
λt

)∥∥Bt (wt−ctwt−1)−
∑
x∈Ŝt

xe−w̃⊤
t x
∥∥.

We thus wish to choose w̃t so as to zero a1(λt). That is, according to the KKT conditions of Eq. (10), we have∑
x∈Ŝt

xe−w̃⊤
t x = Bt (wt − ctwt−1) ≜

∑
x∈Ŝt

xα(x) ,

where α ∈ R|St|
≥0 is the dual solution of Eq. (10). From Lemma B.3 and Corollary B.4 (applied with our Bt and ct here),

we know that there almost surely exists such a vector w̃t whose norm is O (1) (independent of λ).

Furthermore, since limλ→0

(
λc−1 lnc (1/λ)

)
= 0, ∀c > 1, it holds that a2(λt) becomes

a2(λt) =

∥∥∥∥∑
x/∈Ŝt

xe−w̃⊤
t x︸ ︷︷ ︸

=O(1)

λt

>0︷ ︸︸ ︷
w⊤

t x− 1 (ln (1/λt))
w⊤

t x︸ ︷︷ ︸
→0

∥∥∥∥ λ→0−−−→ 0 .

In conclusion, we can choose w̃t and st such that ∥w̃t∥ = O (1), a1(λt) = 0, and a2(λt) → 0.

2. When wt ≜ Pt(ctwt−1) = ctwt−1 (and possibly Ŝt = ∅): We choose w̃t = 0D and st = 1. It follows that

a1(λt) =
∥∥ ln−st

(
1
λt

) ∑
x∈Ŝt

x
∥∥ = ln−1

(
1
λt

)
︸ ︷︷ ︸

→0

∥∥∑
x∈Ŝt

x
∥∥︸ ︷︷ ︸

=O(1)

λ→0−−−→ 0 ,

a2(λt) =

∥∥∥∥∑
x/∈Ŝt

x︸︷︷︸
=O(1)

λt

>0︷ ︸︸ ︷
w⊤

t x− 1︸ ︷︷ ︸
→0

(
ln
(

1
λt

)) <−1︷ ︸︸ ︷
−w⊤

t x︸ ︷︷ ︸
→0

∥∥∥∥ λ→0−−−→ 0 .

Finally, we use the λtµt-strong convexity of our objective and Lemma B.2 to bound the distance to the optimum by∥∥r(λ)t

∥∥ ≜
∥∥w(λ)

t − ln
(

1
λt

)
wt

∥∥ =
∥∥w(λ)

t −
((

ln
(

1
λt

)
+ st ln ln

(
1
λt

))
wt + w̃t

)
+ st ln ln

(
1
λt

)
wt + w̃t

∥∥
[triangle ineq.] ≤

∥∥w(λ)
t −

((
ln
(

1
λt

)
+ st ln ln

(
1
λt

))
wt + w̃t

)∥∥+ ∥∥st ln ln( 1
λt

)
wt

∥∥+ ∥∥w̃t

∥∥
[Lemma B.2] ≤ 1

λtµt

∥∥∥∇Lλ

((
ln
(

1
λt

)
+ st ln ln

(
1
λt

))
wt + w̃t

)∥∥∥+ ln ln
(

1
λt

)∥∥wt

∥∥+ ∥∥w̃t

∥∥
[the above] ≤ 1

µt

(
a1(λt) + a2(λt) + ln ln

(
1
λt

)
Mt

∥∥wt

∥∥+Mt

∥∥w̃t

∥∥+Mt

∥∥r(λ)t−1

∥∥)+ ln ln
(

1
λt

)∥∥wt

∥∥+ ∥∥w̃t

∥∥
=

1

µt
a1(λt) +

1

µt
a2(λt)︸ ︷︷ ︸

→0, since µt is finite

+ ln ln
(

1
λt

)(
1 +

Mt

µt

)∥∥wt

∥∥︸ ︷︷ ︸
=O(1)

+

(
1 +

Mt

µt

)∥∥w̃t

∥∥︸ ︷︷ ︸
=O(1)

+
Mt

µt

∥∥r(λ)t−1

∥∥ ,

and since we have by the induction assumption that
∥∥r(λ)t−1

∥∥ = O
(∑t−1

t′=1

(∏t−1
n=t′

Mn

µn

)
ln ln

(
1
λt′

))
and also Mn

µn
≥ 1, we

can conclude that
∥∥r(λ)t

∥∥ = O
(∑t

t′=1

(∏t
n=t′

Mn

µn

)
ln ln

(
1
λt′

))
.

40



Continual Learning in Linear Classification on Separable Data

Remark E.1 (Applicability of our analysis for finite λ). When the singular values of the weight matrices
of all tasks are between 0 < µ ≤ µt ≤ Mt ≤ M < ∞, the residual from our analysis becomes of the order∥∥r(λ)t

∥∥ ≜
∥∥w(λ)

t − ln( 1
λt
)wt

∥∥ = O
(∑t

t′=1

(
M/µ

)t−t′+1
ln ln

(
1
λt′

))
. When this bound on the condition number, i.e.,

M/µ, is strictly larger than 1, we get an exponential growth of the residuals. Therefore, within a few tasks under a finite
regularization strength λ, the bound on the residuals might become even larger than the scale of the scaled SMM solutions
i.e., larger than ln( 1

λt
). In turn, this will invalidate our analysis. Of course, in the limit of λ → 0, our analysis still applies.

As we explained in Remark 4.6, we take λ → 0 after fixing the number of iterations k (or t).

The question of determining the specific value of λ that practically ensures that w
(λ)
t

∥w(λ)
t ∥

≈ wt

∥wt∥ , as well as understanding

the true impact of M/µ > 1 on the residuals, remains an intriguing and open research question.
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E.1. Proofs for Regularization Strength Scheduling (Section 5.1)

Recall Proposition 5.2. There exists a construction of two jointly-separable tasks in which the iterates of the cyclic ordering
do not converge to W⋆, for any p > 1. Specifically, for any p > 1, ∥w⋆∥ > 1, it holds that

lim
k→∞

d(wk,W⋆)

∥w⋆∥
=

∥w⋆∥2 (p− 1)

2 + ∥w⋆∥2 (p− 1)

√
1− 1

∥w⋆∥2
.

Proof. First, we explain our construction in the following figure.

Figure 10. We consider a 2-dimensional setting of 2 tasks, one positively-labeled
normalized sample per task, i.e., (x1,+1), (x2,+1). Both x1,x2 are on the unit
sphere (hence R = 1) and are symmetric w.r.t. the vertical axis.
In this setting, when p > 1, it can be readily seen that at each iteration we perform
an orthogonal projection onto a closed affine subspace. Therefore, if we converge to
W⋆, we must converge to the minimum-norm solution w⋆ specifically (see Halperin
(1962) for instance). We thus wish to study limk→∞ ∥wk −w⋆∥.
To ease our notations, we again translate our space by −w⋆ such that instead of
using the “affine” halfspaces W1,W2, we use their “homogeneous” counterparts
Cm ≜ Wm −w⋆ (see Remark D.7). Under this “change of coordinates”, instead of
analyzing ∥wk −w⋆∥, we can simply analyze ∥wk∥.
Since the setting is 2-dimensional and each task has a single sample, we
can parameterize the orthogonal projections as P1 = uu⊤= I−x1x

⊤
1 and

P2 = vv⊤= I−x2x
⊤
2 (where ∥u∥=∥v∥=1). We denote the angle between the

two subspaces that we project onto as θ ≜ arccos
(
u⊤v

)
= π−arccos

(
x⊤
1 x2

)
.

Notice that (before the translation) the min-norm solution is w⋆=
1

sin (θ/2)

[
0
1

]
.

𝐮

𝐱1𝐱2

𝐯

𝒲1𝒲2

𝜋−θ

θ

In the Scheduled Sequential Max-Margin Scheme 3, each iterate is multiplied by β ≜ 1
p before being projected onto the

next subspace, equivalently to

wk = w2n = P2

(
(1− β)w0 + βP1

(
(1− β)w0 + βw2(n−1)

))
To understand this recursive expression, let n = 1. We get (the projections are linear) w2 = (1− β)P2w0 + βP2P1w0.
Then, for n = 2, we get w4 = (1− β)P2w0 + β(1− β)P2P1w0 + β2(1− β)P2P1P2w0 + β3 (P2P1)

2
w0.

Recursively, we get wk = w2n = (1−β)

(
n−1∑
k=0

β2k (P2P1)
k
P2w0 +

n−1∑
k=1

β2k−1 (P2P1)
k
w0

)
+ β2n−1 (P2P1)

2
w0.

Plugging in the parameterization of the projections, we get

wk = w2n = (1− β)

([
n−1∑
k=0

(β cos θ)2k

]
vv⊤w0 +

[
n−1∑
k=1

(β cos θ)2k−1

]
vu⊤w0

)
+ (β cos θ)2n−1vu⊤w0 .

Since β = 1
p < 1, we have

lim
n→∞

w2n = (1− β)

(
v⊤w0

1− (β cos θ)2
+

βu⊤w0 cos θ

1− (β cos θ)2

)
v = (1− β)

(
v⊤w0 + βu⊤w0 cos θ

1− (β cos θ)2

)
v .

From the definition of v,u it holds that v⊤w0 = u⊤w0 = cos θ
2∥w0∥ and also that ∥w0∥ = 1

sin(θ/2) (after the translation).

Putting it all together, we get lim
k→∞

wk = lim
n→∞

w2n = (1−β) cos θ
2∥w0∥

(
1 + β cos θ

1− (β cos θ)2

)
v = ∥w0∥

(1−β) cos θ
2

1− β cos θ
v.

Recalling that ∥v∥=1 and returning to the original coordinate system (by reversing the aforementioned translation), we get:

lim
k→∞

∥wk −w⋆∥
∥w0 −w⋆∥

=
(1− β) cos θ

2

1− β cos θ
=

1− β

1− β
(
1− 2

∥w⋆∥2

)√1− 1

∥w⋆∥2
=

p− 1

p− 1 + 2
∥w⋆∥2

√
1− 1

∥w⋆∥2
.
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E.2. Additional Material for Weighted Regularization (Section 5.2)

Recall Proposition 5.5. Using a Fisher-information-based weighting scheme of Bt =
∑t−1

i=1

∑
x∈Si

xx⊤, there is no
forgetting in continual linear regression.

Details and proof. Consider training a linear regression model with the square loss on a sequence of tasks, obtaining iterates
w1, ...,wk. We follow Evron et al. (2022), assuming that the tasks are jointy-realizable by a linear predictor, i.e., there exists
w̃ such that for all t, ∀(x, y) ∈ St : x

⊤w̃ = y. The forgetting after training task t is defined (as in Evron et al. (2022)) to be
the average training loss of wt on tasks 1, ..., t.

Now, we identify a specific regularization scheme that guarantees no forgetting.

For linear regression with square loss, define

w1∈ argmin
w

∑
(x,y)∈S1

(
x⊤w − y

)2
,

wt∈ argmin
w

∑
(x,y)∈St

(
x⊤w−y

)2
+
λ

2
∥w−wt−1∥2Bt

, t≥2.

where Bt =
∑t−1

i=1

∑
x∈Si

xx⊤. Then for any t ∈ [k] and any λ > 0, we show that there is no forgetting.

The proof follows by induction. For t = 1 the statement is trivially correct. Assume by induction that the statement is
correct for some task t, meaning there is no forgetting for wt on tasks 1, ..., t. We want to show that the statement is correct
for task t+ 1, i.e., for wt+1 there is no forgetting on tasks 1, ..., t+ 1.

Note that for task t+ 1 the regularization term is

λ

2
(w −wt)

⊤
Bt+1 (w −wt) =

λ

2
(w −wt)

⊤

(
t∑

i=1

∑
x∈Si

xx⊤

)
(w −wt)

=
λ

2

t∑
i=1

∑
x∈Si

(w −wt)
⊤
xx⊤ (w −wt)

=
λ

2

t∑
i=1

∑
x∈Si

(
x⊤w − x⊤wt

)2
.

By the realizability assumption and the inductive assumption, we have that for all i = 1, 2, ..., t it holds that
∀ (x, y) ∈ Si : x

⊤wt = y, therefore we get

λ

2
(w −wt)

⊤
Bt+1 (w −wt) =

λ

2

t∑
i=1

∑
(x,y)∈Si

(
x⊤w − y

)2
.

It follows that

wt+1 ∈ argmin
w

 ∑
(x,y)∈St+1

(
x⊤w − y

)2
+

λ

2

t∑
i=1

∑
(x,y)∈Si

(
x⊤w − y

)2 .

Finally, by the realizability assumption, wt+1 can achieve zero loss on all tasks 1, ..., t+1, and thus there is no forgetting.
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E.2.1. ADDITIONAL EXPERIMENTS FOR FISHER-INFORMATION-BASED WEIGHTING SCHEMES

Here we demonstrate two different behaviors of Fisher-based weighting schemes.

To the right, we see a larger version of Figure 5. The two positively-labeled datapoints of the first task are
x1 =

[
−0.3714, 0.9285

]⊤
and x2 =

[
0.9285, 0.3714

]⊤
. Since these examples are orthogonal, the Fisher Information

matrix is proportional to x1x
⊤
1 + x2x

⊤
2 = I (there is a multiplicative factor stemming from the normalized probability

exp(ynw̃
⊤xn)

exp(ynw̃⊤xn)+exp(−ynw̃⊤xn)
= exp(1)

exp(1)+exp(−1) of these two datapoints which are both support vectors). The datapoint of

the second task is x3 =
[
−0.9285, 0.3714

]⊤
. Notice how the weighted regularization yields the same solution as the vanilla

regularization, since B2 ∝ I.

To the left, we run a different experiment. The two positively-labeled datapoints of the first task are
x1 =

[
−2.4660, 0.4110

]⊤
and x2 =

[
0.9285, 0.3714

]⊤
. The datapoint of the second task is x3 =

[
−0.4642, 0.1857

]⊤
.

In contrast to the previous example, here the Fisher Information matrix is proportional to
[
6.9431 −0.6687
−0.6687 0.3068

]
, which

notably assigns much less penalty to changes in the vertical axis compared to changes in the horizontal axes. As a result, the
learner remains within the feasible set of the first task and projects onto the offline feasible set, effectively retaining the
knowledge of the first task without any forgetting.

This experiment suggests that the key to avoiding forgetting in weighted regularization schemes may lie in employing
ill-conditioned weighting matrices. This stands in contrast to linear regression, where the Fisher-information matrix always
prevents forgetting (Prop. 5.5), even when the datapoints of the previous task are orthogonal and the weighting matrix is
proportional to the identity matrix.

Figure 11. Solving two different task sequences while using their corresponding Fisher-Information matrices for weighting.
We plot the iterates obtained by solving the weakly-regularized weighted Scheme 2 with Normalized Gradient Descent (NGD).
We asserted that the obtained iterates agree with those of the weighted SMM Scheme 4.
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F. Additional Material for the Early Stopping Discussion (Section 7.1)
In Figure 6 we used λ = ϵ = exp(−200). To make sure that this choice is small enough, we rerun the same setting as
described in Figure 6 but with λ = ϵ = exp(−400) and λ = ϵ = exp(−600). The following figure demonstrates that the
observed phenomenon remains unchanged — early stopping and weak regularization consistently lead to distinct solutions.
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(a) Same as Figure 6 with λ = ϵ = exp(−200)
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(b) λ = ϵ = exp(−400)
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(c) λ = ϵ = exp(−600)

Figure 12. Repeating the experiment in Figure 6 with smaller λ and ϵ.
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