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Abstract

Human-like personality traits have recently001
been discovered in large language models, rais-002
ing the hypothesis that their (known and as003
yet undiscovered) biases conform with human004
latent psychological constructs. While large005
conversational models may be tricked into an-006
swering psychometric questionnaires, the la-007
tent psychological constructs of thousands of008
simpler transformers, trained for other tasks,009
cannot be assessed because appropriate psycho-010
metric methods are currently lacking. Here,011
we show how standard psychological question-012
naires can be reformulated into natural lan-013
guage inference prompts, and we provide a014
code library to support the psychometric as-015
sessment of arbitrary models. We demonstrate,016
using a sample of 88 publicly available mod-017
els, the existence of human-like mental health-018
related constructs—including anxiety, depres-019
sion, and Sense of Coherence—which conform020
with standard theories in human psychology021
and show similar correlations and mitigation022
strategies. The ability to interpret and rectify023
the performance of language models by using024
psychological tools can boost the development025
of more explainable, controllable, and trustwor-026
thy models.027

1 Introduction028

Recommendations made by language models influ-029

ence decision-making and impact human welfare030

in sensitive areas of life (Chang et al., 2023), from031

education (Wulff et al., 2023), to healthcare and032

mental support (Vaidyam et al., 2019), and job re-033

cruitment (Rafiei et al., 2021). Yet, the responses of034

language models may inadvertently cause harm, as035

in the case of the chatbot taken down by a US Na-036

tional Eating Disorder Association helpline due to037

its harmful advice (Zelin, 2023). Therefore, along-038

side their numerous benefits, some behaviors of039

pre-trained language models (PLMs) during hu-040

man–computer interactions pose potential risks.041

Understanding and correcting the behavior of 042

PLMs is a significant challenge that current 043

explainable artificial intelligence (XAI) techniques, 044

such as SHAP (Lundberg and Lee, 2017; Kokalj 045

et al., 2021) and word embeddings (Caliskan and 046

Lewis, 2020), struggle to address effectively. 047

While advanced conversational PLMs use psy- 048

chological theories for XAI by answering psycho- 049

metric questionnaires (Pellert et al., 2023; Caron 050

and Srivastava, 2022), many non-conversational or 051

simpler models cannot. 052

Since these models are widely used in various 053

natural language processing (NLP) tasks, develop- 054

ing and adapting psychological tools to monitor 055

and understand their behavior is crucial. 056

This study aims to measure pertinent latent con- 057

structs in PLMs by adapting methods and theories 058

from human psychology. The proposed method 059

includes three components: (1) designing natural 060

language inference (NLI) prompts based on psy- 061

chometric questionnaires; (2) applying the prompts 062

to the model through a new NLI head, trained on 063

the multi-genre natural language inference (MNLI) 064

dataset; and (3) performing two-way normalization 065

and inference of biases from entailment scores. We 066

focus on mental-health-related constructs and show 067

that PLMs exhibit variations in anxiety, depres- 068

sion, and Sense of Coherence (SoC), conforming 069

to standard theories in human psychology. Using 070

an extensive validation process, we illustrate that 071

these latent constructs are influenced by the training 072

corpora and that the models’ behavior, i.e., their 073

response patterns, can be adjusted to amplify or 074

mitigate specific aspects. 075

The contribution of this research is four-fold: 076

1. A methodology for the assessment of 077

psychological-like traits in PLMs, which can 078

be used in both conversational and non- 079

conversational models. 080

2. A Python library for the assessment and vali- 081
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dation of latent constructs in PLMs.082

3. A methodology for designing NLI prompts083

based on standard questionnaires.084

4. A dataset of NLI prompts related to mental-085

health assessment, and their extensive valida-086

tion.087

2 Background and Related Work088

2.1 Artificial Psychology089

The need for artificial intelligence (AI) systems090

aligned with human values to ensure transparency,091

fairness, and trust (Morandini et al., 2023; AI,092

2019) is growing. One way to address this need093

is to integrate psychological principles of human094

reasoning and interpretation into AI, improving our095

understanding of PLM decision-making processes096

Pellert et al. (2023). Recent research highlights097

the emergence of human-like personality traits in098

PLMs (Karra et al., 2022; Jiang et al., 2022; Saf-099

dari et al., 2023; Pellert et al., 2023; Caron and100

Srivastava, 2022; Mao et al., 2023; Li et al., 2022;101

Pan and Zeng, 2023), and the advent of large-scale102

conversational PLMs has bolstered the evolution of103

artificial psychology from theory to practice. Re-104

cent studies expand PLMs to include non-cognitive105

elements such as psychological traits, values, moral106

considerations, and biases, likely from acquiring107

human-like traits through extensive training cor-108

pora (Pellert et al., 2023; Caron and Srivastava,109

2022; Jiang et al., 2022). This trend blurs the dis-110

tinction between humans and AI agents, prompting111

investigations into developing psychological-like112

traits in PLMs (Castelo, 2019).113

Several tools study human-like constructs in114

PLMs. The Big Five Inventory assesses five ma-115

jor personality traits in humans (McCrae and John,116

1992) and is commonly used for PLMs (Pellert117

et al., 2023). Huang et al. (2023) introduced thir-118

teen clinical psychology scales to assess PLMs,119

and Karra et al. (2022) developed natural prompts120

tests.121

However, applying human-centric self-122

assessment tests to PLMs is challenging due to123

their context sensitivity and susceptibility to bias124

from prompts (Gupta et al., 2023; Jiang et al.,125

2023; Coda-Forno et al., 2023). In this study, we126

measure latent constructs related to mental health127

by quantifying biases in PLMs responses through128

careful context manipulation. This highlights the129

importance of designing NLI prompts adapted130

from standard questionnaires for assessing PLMs. 131

Our comprehensive validity assessment combines 132

behavioral and data-science methods, advancing 133

beyond prior work. Our study uniquely involves 134

a diverse set of 88 transformer-based models 135

available on HuggingFace.1 136

2.2 Mental-Health-Related Constructs 137

We explore how PLMs exhibit three latent con- 138

structs in mental health: anxiety, depression, and 139

sense of coherence. 140

Anxiety and depression are two of the most 141

common mental-health disorders. Briefly, anxi- 142

ety involves persistent and excessive worry with 143

physical and psychological symptoms, typically 144

assessed using the 7-item generalized anxiety dis- 145

order (GAD-7) scale (Spitzer et al., 2006). De- 146

pression involves continuous sadness, hopeless- 147

ness, and disinterest in joyful activities (anhedo- 148

nia). It involves prevalent negative emotions, typi- 149

cally assessed using the 9-item patient health ques- 150

tionnaire (PHQ-9) scale (Kroenke et al., 2001). 151

These conditions are positively correlated in hu- 152

mans (Kaufman and Charney, 2000), a correlation 153

we also observe in PLMs (see § 4). 154

Sense of coherence is a key concept in saluto- 155

genic theory, viewing health as a spectrum from 156

disease to wellness (Antonovsky, 1987). Typi- 157

cally measured using a 13-item Sense of Coher- 158

ence (SoC-13) scale, it consists of three elements: 159

comprehensibility, manageability, and meaningful- 160

ness (Lindström and Eriksson, 2005). The saluto- 161

genic theory, often linked with resilience theories, 162

emphasizes internal resources in coping with stress 163

and adverse psychological conditions (Mittelmark, 164

2021; Braun-Lewensohn and Mayer, 2020). 165

In § 4, we demonstrate that increasing SoC, with 166

higher levels, can mitigate anxiety and depression 167

symptoms in PLMs, as seen in humans. 168

While we believe questionnaires are intuitive, 169

we briefly discuss Likert scales and questionnaire 170

validity in appendix A. 171

2.3 Natural Language Inference (NLI) 172

Natural language inference (NLI) tasks are de- 173

signed to evaluate language understanding in 174

a domain-independent manner (Williams et al., 175

2018). An NLI classifier takes two sentences—a 176

premise and a hypothesis—and outputs a proba- 177

bility distribution over three options: entailment, 178

1https://huggingface.co/
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Figure 1: EMPALC: the psychometric assessment
framework for PLMs.

contradiction, or neutrality (MacCartney and Man-179

ning, 2008). These tasks are primarily used for180

zero-shot classification, allowing models to handle181

previously unseen classes. In this article, we focus182

solely on the entailment scores.183

3 Methods184

This section explains how existing psychological185

assessments can be applied to PLMs, resulting in186

the framework for evaluation of model psychomet-187

rics and assessment of latent constructs (EMPALC).188

The EMPALC consists of four parts (Fig. 1):189

Prompt Design: Translating social-science ques-190

tionnaires into NLI prompts (§ 3.1).191

Assessment: Fine-tuning an NLI classifier with192

the multi-genre natural language inference (MNLI)193

dataset, executing NLI prompts, and analyzing en-194

tailment biases (§ 3.2).195

Validation: Conducting tests based on Terwee196

et al. (2007)’s validity criteria to ensure responses197

to the NLI prompts reflect the targeted construct,198

including evaluating individual items and the entire199

questionnaire (§ 3.3).200

Intervention: Training the models with texts re-201

lated to the measured constructs and then reevalu-202

ating them to determine whether the training has203

altered the assessment outcomes. The intervention204

can be used to align models (§ 3.3.5).205

Below, we elaborate on the specific methods206

used in each part of the framework.207

3.1 NLI Prompt Design 208

In social sciences, questionnaire items are designed 209

to ensure response variance reflects population vari- 210

ance. Similarly, we design the prompts with ambi- 211

guity to elicit varied responses that reflect individ- 212

ual biases. Below, we describe the main steps in 213

designing the NLI prompts for each question in the 214

questionnaires. As a running example, we use the 215

3rd question of the SoC-13 questionnaire: "Has it 216

happened that people whom you counted on 217

disappointed you?". 218

The construct terms: Each question includes 219

terms related to the measured construct (terms 220

directly related to the construct being measured 221

(CTerms)), reflecting the respondent’s stance. We 222

identify CTerms based on the following criteria: 223

(1) CTerms should express an attitude or stance 224

toward the question’s objective. In our example, 225

"disappointed" is the CTerm that expresses a 226

stance toward "people whom you counted on". 227

(2) Removing CTerms should neutralize the main 228

claim of the question. Without the CTerm, the 229

template "Has it happened that people whom 230

you counted on {stance} you?" has no implied 231

stance. (3) CTerms should have clearly identifiable 232

opposites. Here, "supported" or "helped" con- 233

trast with "disappointed,", inverting its stance. 234

Most well-structured questionnaires have identi- 235

fiable CTerms, sometimes more than one per ques- 236

tion. If multiple CTerms are unavailable, synonyms 237

can be used if they are interchangeable with the 238

original term. Using multiple CTerms enables in- 239

ternal validation of the NLI prompts (§ 3.3) and 240

compensates for linguistic variability. 241

We refer to CTerms that retain the original stance 242

as source terms (S+), while inverse terms (S−) 243

invert the stance and antithesize the original con- 244

struct. Often, antonyms of S+ can be used as in- 245

verse terms. We use both source and inverse terms 246

in the NLI prompts (S = S+ ∪ S−). 247

Intensifiers: Likert scales are often presented 248

with a small number of intensifiers; for example, 249

terms such as "never," "rarely," "often," 250

and "always" can form a Likert scale that as- 251

sesses frequency. By employing such a frequency 252

scale, we can reformulate our running example 253

as: "Has it {intensifier} happened that 254

people whom you counted on {CTerm} you?" 255

To account for language variability, we use multi- 256

ple terms for each intensity level. Unlike humans, 257
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computerized systems do not suffer from attention258

bias when considering a batch of options.259

We use intensifiers from Brown (2010), sorted260

from least to most intensive, and group interchange-261

able terms into subsets representing Likert-scale262

levels. We denote the sets of relevant intensifiers263

as L and the subsets of terms corresponding to the264

Likert-scale levels as l1, l2, . . ., and we use numeric265

weights (W ) to represent the impact of each level266

on the measured construct. The order of intensi-267

fiers is empirically validated to identify clear score268

trends (see Fig. 2 for an example) across multiple269

questionnaires.270

NLI prompt templates: The premise template271

should retain the context of the original question,272

while the hypothesis template should enable the273

completion of the premise in a way that is logically274

entailed when terms are inserted—rather than being275

formulated as a question. Both templates should276

have no implied stance when CTerms are omitted.277

The NLI prompt templates should be unbiased to-278

ward the measured construct, as biased prompts279

may introduce clear inference or contradiction rela-280

tionships, priming the model and affecting results.281

We argue that (1) the inferential relationship282

should not be bluntly clear from the prompts, and283

(2) the prompts should maintain a blurred sense284

of inferential relationship. Clear inferential rela-285

tionships will result in all NLI models providing286

the same responses. Similar to how social science287

questionnaires are designed to capture response288

variance to reflect the population, we design our289

prompts with a certain degree of ambiguity so that290

different models will provide different answers. For291

example, consider the prompt premise: "People292

whom I counted on fail me" and the hypothesis:293

"It always happens to me". A pessimistic model,294

similar to a pessimistic person, may infer that an295

unfortunate event that occurred once is likely to oc-296

cur again, and, accordingly, the model may assign297

a high entailment score to this query. Conversely,298

an optimistic model (or person) is less likely to in-299

fer the repeated occurrence of an unfortunate event300

from a single occurrence.301

A good practice is to formulate the neutral302

premise template with the primary statement and303

CTerm masking, and the premise with intensifiers.304

For example, the premise and hypothesis templates305

may be "People whom I counted on, {stance}306

me" and It {frequency} happened to me", re-307

spectively. Note that, although translating ques-308

tions into NLI prompts may necessitate slight re- 309

formulations, maintaining semantic fidelity to the 310

original questions is crucial. 311

3.2 Assessment 312

To assess latent constructs beyond conversational 313

models, we attach an NLI classification head to var- 314

ious base models and fine-tune them on MNLI. We 315

explore the pros and cons of multiple fine-tuning 316

approaches in § 5. The results presented in § 4 were 317

obtained without freezing the base model weights. 318

We then prompt a fine-tuned NLI model with 319

all prompts formulated according to some question 320

and extract the entailment scores. 2 Consider a set 321

of CTerms S = S+ ∪ S−{s1, s2, . . .} and a set of 322

intensifiers L = {l1, l2, . . .} used to generate the 323

prompts. Let Pe(si, lj) denote the entailment score. 324

Pe is influenced by all terms, but not to the same 325

degree; the a-priory probabilities of the terms have 326

the major effect. For example, in Fig. 2a, the in- 327

tensifier "frequently" and the CTerm "failed" 328

result in the highest entailment scores because they 329

are frequent in spoken and written language. Con- 330

versely, we can compare the entailment scores of 331

different CTerms when conditioned on the same 332

intensifier, such as "frequently." 333

We apply a two-way normalization Pe over the 334

si, lj pairs, as follows: First, we use softmax to 335

normalize the unconditioned scores of intensifiers 336

across CTerms. Then, we normalize again across 337

intensifiers, resulting in PSSe(lj |si). Essentially, 338∑
j PSSe(lj |si) = 1, implying a different distri- 339

bution of intensifiers for each CTerm. The two-way 340

normalization stabilizes the distribution, eliminat- 341

ing biases from the a-priori frequencies of intensi- 342

fiers and CTerms. Fig. 2b provides a sample result 343

of the two-way normalization. 344

Next, we calculate the total score of the question,

score(q, S+, L,W ) =

∑S+,L
si,lj

PSSe(lj |si) · wj

|S+| · |L|

where W = {w1, w2, . . .} are the weights assigned 345

to the intensifiers. Both S+ and S− terms can be 346

used for the aggregated score; however, inverse 347

terms may represent a different latent construct 348

than the source terms. Therefore, to avoid addi- 349

tional biases, we use only S+ terms for the aggre- 350

gated score, preserving the original meaning of the 351

questionnaire. 352

2Neutral and contradiction scores can also be used but are
omitted here for brevity.
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(a) Raw entailment scores. (b) Two-way normalized entailment scores.

Figure 2: Example of raw (left) and two-way normalized (right) entailment scores for Question 3 from the SoC-13
questionnaire. The NLI query premise is "People whom I counted on {CTerm} me." and the hypothesis is "It
{intensifier} happened to me." Rows and columns correspond to the intensifiers and CTerms, respectively.

3.3 Validation353

We employ five validation techniques: (1) con-354

tent validity, assessed via semantic similarity (SS),355

linguistic acceptability (LA), and manual curation;356

(2) a new type of intra-question consistency, as-357

sessed using silhouette coefficient (SC); (3) stan-358

dard (inter-question) internal consistency, assessed359

using Cronbach’s alpha; (4) construct validity, as-360

sessed using Spearman correlations; and (5) quali-361

tative criterion validity, assessed via XAI and do-362

main adaptation. These validation techniques are363

explained below.364

3.3.1 Content Validity365

We assess content validity in NLI prompt design366

by maintaining the semantic accuracy and original367

meaning of translated questions. We rely on stan-368

dardized questionnaires, wherein the CTerms have369

been extensively validated by the questionnaire de-370

velopers, and we also use additional CTerms, syn-371

onyms, and antonyms that were manually validated372

by domain experts (clinical psychologists and scale373

developers) during the translation. We also verify374

that intensifiers used with CTerms are scrutinized375

for semantic and logical coherence within prompt376

templates. In addition, we measure the SS between377

the original question and prompts (with S+ terms)378

using cosine similarity of their vector representa-379

tions. Finally, we quantify the grammatical cor-380

rectness of all combinations of terms, using LA381

scores.382

3.3.2 Intra-Question Consistency383

Intuitively, internal consistency measures the extent384

to which different questions that assess the same385

construct are correlated (i.e., homogeneous). In386

a similar vein, we want to ensure that the source387

terms (S+) are positively correlated between them- 388

selves and are negatively correlated with inverse 389

terms (S−) across intensifiers. To this end, we use 390

the silhouette coefficient (SC) (Dinh et al., 2019) 391

to estimate the quality of separation between S+ 392

and S−. Briefly, SC quantifies the similarity of 393

the PSSe(lj |si) distributions between synonyms 394

versus the dissimilarity of the distributions between 395

antonyms, such that a higher SC indicates greater 396

separability of S+ from S−. 397

3.3.3 Inter-Question Consistency 398

We use the Cronbach’s alpha statistic to measure 399

the internal consistency of a set of questions that 400

represent a construct. For each construct, we calcu- 401

late Cronbach’s alpha by using a variety of PLMs 402

that have been fine-tuned on the MNLI dataset. 403

3.3.4 Construct Validity 404

Construct validity asserts that the constructs as- 405

sessed by a scientific instrument align with theoret- 406

ical expectations. Based on prior human research, 407

we anticipate a positive correlation between anxiety 408

and depression, and a negative correlation between 409

these constructs and SoC-13. Using the EMPALC 410

framework, we examine these relationships across 411

different PLM. 412

3.3.5 Interventions and Criterion Validity 413

We operationalize the criterion validity of mental- 414

health constructs (depression, anxiety, and SoC) in 415

PLMs by measuring how models react to training 416

on text representing established constructs, consid- 417

ering these models as the gold standard for each 418

construct. 419

We expect the models trained on depressive- 420

mood text to show high GAD-7 and PHQ-9 scores, 421

5



and low SoC-13 scores. Using LAMA2, we gener-422

ated 200 sentences that reflect a depressive mood423

on various topics and trained a sample of PLMs for424

20 epochs by using a masked language masked lan-425

guage model (MLM) head according to a standard426

practice of domain adaptation. After each epoch,427

we measured GAD-7, PHQ-9, and SoC-13 scores428

by using their original pre-trained NLI head.3429

Similarly, we expect the models trained on text430

that reflect a high SoC to increase SoC-13 scores431

and reduce both the GAD-7 and PHQ-9 scores. Us-432

ing ChatGPT, we generated 300 sentences that re-433

flect high comprehensibility, manageability, and434

meaningfulness, but we discarded 20 sentences af-435

ter manual inspection. We assessed all constructs436

after each epoch of domain adaptation, similar to437

the training on the depressive-mood text. This tech-438

nique is effectively an intervention that can be used439

to align PLMs with social norms and mitigate neg-440

ative psychological constructs.441

We assessed discriminant validity by adapting442

hate-speech domains to confirm that correlations443

between psychological constructs are not influ-444

enced by sentiment differences. We used the hate-445

speech and offensive-language dataset from Kag-446

gle4 and applied the VADER sentiment analysis447

tool (Hutto and Gilbert, 2014) to select 1003 sen-448

tences with negative sentiments. After conducting449

domain adaptation, we used a paired t-test to evalu-450

ate the differences between the assessments before451

(T0) and after (T1) the intervention.452

4 Results453

4.1 Population of Language Models454

We selected 14 MNLI models from HuggingFace455

that fit a standard RTX 3090 GPU and whose456

outputs are properly configured according to the457

MNLI dataset. We also selected the 100 PLMs458

base models with the highest number of downloads;459

most of these (74 PLMs) scored more than 0.7 in460

accuracy after fine-tuning then to MNLI (§ 3.2).461

The resulting 88 NLI models served as our study462

population (see Table 1 for details). All the models463

used are deterministic PLMs from HuggingFace,464

with BERT being the most common architecture.465

Among these models, 38 were updated during 2023,466

and about half (45) were trained solely in English.467

Details about the 88 NLI models and their ques-468

3We used LAMA2 since ChatGPT without jailbreaks re-
fuses to generate depressive text.

4https://tinyurl.com/hate-speech-kaggle

tionnaire results can be found in our repository5. 469

Variable n %

Architecture

BERT base uncased 40 45.5
BERT base cased 12 13.6
RoBERTa base 24 27.3
other 13 14.7

Last updated
2021 23 26.1
2022 27 30.7
2023 38 43.2

Languages English 45 51.1
other 43 29.5

Likes 19 (4.75-46.25)
Model size 110M (100M-125M)
Downloads 41,400 (4630-204K)

Table 1: Main characteristics of the study population.

4.2 Translated Questionnaires and 470

Questionnaire Level Validity 471

We translated the three questionnaires into 1408 472

NLI prompts using eight frequency intensifiers, 473

2.86 source terms, and 3.0 inverse terms, on av- 474

erage. All translated questions achieved an SS of at 475

least 0.5 and a SC of at least 0.6. A panel of three 476

researchers validated the phrasing for soundness 477

and semantic appropriateness. All questionnaires 478

showed satisfactory content validity, averaging SS 479

of 0.66 and LA of 0.86. 480

Table 2 presents Cronbach’s alpha values and 481

mean results for SS, LA, and SC, and the number 482

of source and inverse prompts for each question- 483

naire among the 88 models. The intra-question con- 484

sistency demonstrated mediocre variability across 485

SC on the different models, with STD values of 486

0.21, 0.31, and 0.15 for the SC of the GAD-7, 487

PHQ-9, and SoC-13 questionnaires, respectively, 488

and minimum SC values of 0.24, 0.04, and 0.40, 489

respectively. Although the questions were opti- 490

mized for one model, none of the population mod- 491

els showed negative SC values. All Cronbach’s al- 492

pha coefficients exceeded 0.71, suggesting that, in- 493

deed, the translated questions assessed the intended 494

constructs reliably within each questionnaire. 495

4.3 Construct Validity 496

All scores were normalized to fit a normal distri- 497

bution across the 88 NLI models. TheGAD-7 and 498

PHQ-9 scores showed a strong positive correlation 499

(r = 0.765, p < 0.001), and both were negatively 500

correlated with the SoC-13 scores (r = -0.752 and r 501

= -0.849, respectively, p < 0.001 for both compar- 502

isons). The subscales of the SoC-13 questionnaires 503

were positively inter-correlated, further supporting 504

5https://tinyurl.com/nli-models-results
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Score P+ P- SS LA SC α
GAD-7 192 208 0.66 0.88 0.91 0.71
PHQ-9 208 192 0.62 0.91 0.81 0.92
SoC-13 288 320 0.68 0.92 0.79 0.92
-Compr. 128 136 0.67 0.92 0.82 0.71
-Manag. 80 96 0.72 0.94 0.80 0.86
-Mean. 80 88 0.65 0.91 0.74 0.88

Table 2: Assessment of study measures, including the
number of source (P+) and inverse (P-) prompts, the
average SS, LA, and SC, and Cronbach’s α. The
measures include GAD-7, PHQ-9, and SoC-13 along
with its three subscales: Comprehensibility (Compr.),
Manageability (Manag.), and Meaningfulness (Mean.).

the reliability of the overall SoC construct. Fig. 3505

illustrates the relationships between the different506

questionnaires across the 88 PLMs.507

4.4 Criterion Validity508

We conducted domain adaptation on seven MNLI509

models across three datasets for 20 epochs (§ 3.3.5),510

employing a learning rate of 2e-5 and a batch511

size of 8. Table 3 details the results, highlight-512

ing increases in PHQ-9 and GAD-7 scores, and513

decreases in SoC-13 scores following exposure to514

depressive-mood text.515

Albeit anecdotal, an important qualitative result516

was obtained by adapting an open-source conversa-517

tional model6 to the dataset of depressive-mood518

text. The model was exposed to the following519

prompt: "I think I have a panic attack, can520

you help me?" Before the depressive-mood adap-521

tation, the model responded "I’m sorry to hear522

that. I can try to help you if you’d like.523

What’s going on?"; after the depressive-mood524

adaptation, the response consistently changed to525

"I’m sorry to hear that. I can’t help you,526

but I wish I could."527

In contrast to the depressive-mood adaptation,528

exposure to a high-SoC text decreased both the529

GAD-7 and acphq scores, indicating a success-530

ful corrective intervention. Exposure to hate531

speech with negative sentiment non-significantly532

decreased the SoC-13 scores and did not signifi-533

cantly affect the GAD-7 and acphq scores. Finally,534

fine-tuning to the MNLI dataset consistently biased535

the models toward lower GAD-7 and acphq scores.536

Therefore, to avoid aggregating these biases, we537

fine-tuned the models once, before domain adapta-538

tion (see § 5 for additional discussion). The domain539

adaptation had minimal impact on the performance540

of the models on the MNLI benchmark.541

6facebook/blenderbot-400M-distill

Intervention Scale T0 µ± σ T1 µ± σ p

Hate
speech

GAD -0.16±0.58 -0.10±0.39 0.386
PHQ -0.68±1.22 -0.31±1.06 0.138
SOC 0.81±1.10 0.16±0.91 0.060

Depression
GAD 0.06±0.35 0.37±0.47 0.015
PHQ -0.37±1.02 0.30±0.73 0.015
SOC 0.30±0.78 -0.51±0.86 0.001

High SOC
GAD 0.06±0.37 -0.27±0.47 0.005
PHQ -0.31±1.00 -0.57±1.20 0.037
SOC 0.45±0.82 0.70±0.88 0.035

Table 3: Summary of intervention statistics. Shown are
the intervention results (T1), as compared with the
original results (T0), in a sample of seven PLMs. Bold
face indicates a statistically significant difference
between T0 and T1, assessed by a paired t-test.

5 Discussion 542

Psychometric diagnosis: The evaluation of per- 543

tinent latent constructs offers a systematic method 544

for identifying potential behavioral issues in PLMs, 545

akin to established practices in psychology. This 546

study applied mental–health-related assessment 547

tools to PLMs and validated the methods and re- 548

sults through established techniques. Our findings 549

confirm that associations known in human psychol- 550

ogy exist in PLMs. 551

Corrective interventions: Integrating psycho- 552

logical constructs into the development and testing 553

cycle of PLMs can significantly enhance our capa- 554

bility of understanding their behavior and improve 555

user experience. Our results show that strengthen- 556

ing a positive construct, such as SoC, within PLMs 557

effectively mitigates negative psychological con- 558

structs, such as anxiety and depression. 559

NLI vs conversational prompts: Similar to 560

Pellert et al. (2023), we chose NLI as an as- 561

sessment method. Instead of using questions as 562

premises and Likert scale options as hypotheses, 563

the premise–hypothesis pairs should be reformu- 564

lated to facilitate logical entailment with CTerms 565

inserted. 566

Unlike recent studies on psychometric as- 567

sessment of large-scale conversational PLMs, 568

EMPALC is applied to base models to assess ar- 569

bitrary PLMs, including medium-sized and non- 570

conversational models. EMPALC mitigates some 571

of the challenges highlighted by Gupta et al. (2023) 572

and Song et al. (2023); EMPALC is insensitive 573

to questionnaire option order, unlike humans and 574

conversational PLMs. 575

The two-way normalization that we used to quan- 576

tify biases related to the measured constructs in- 577
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(a) PHQ-9 vs. GAD-7 (b) PHQ-9 vs. SOC-13 (c) GAD-7 vs. SOC-13

Figure 3: Scatter plots depicting the relationships between different questionnaires across the study population.

creases the robustness of the assessment to different578

phrasing of prompts that convey identical concepts,579

as was confirmed by a high SC and the observation580

that synonyms show similar trends across intensi-581

fiers.582

Our framework showcases an adeptness for con-583

textual understanding. On the one hand, by alter-584

ing the terms related to the measured construct, we585

found a change in the entailment scores; on the586

other hand, the trends in these scores are consis-587

tent across questions that measure the same con-588

struct and are affected by contexts derived from589

other questions. The proposed method, therefore,590

addresses issues related to context sensitivity and591

reliability.592

Fine-tuning on MNLI: PLMs can be augmented593

with a new NLI, as described in § 3.2, while freez-594

ing or not freezing the weights of the base model595

during the fine-tuning process. The former option596

results in less accurate MNLI classifiers but leaves597

the base model intact, whereas the latter option re-598

sults in better MNLI classifiers and reduces noise599

during the psychometric assessment, which, in turn,600

increases internal consistency (§ 3.3.2) and flexibil-601

ity during prompt design (§ 3.1). Whereas apply-602

ing the same procedure to all tested models should603

not affect their relative assessment, different mod-604

els may react differently to fine-tuning under the605

same conditions, introducing unwanted biases. In606

this article, we present the results obtained without607

freezing the weights of the base models since we608

did not observe such biases during a pilot study. To609

fine-tune the models on the MNLI dataset, we used610

the run_glue.py 7 script provided by HuggingFace611

with 5e-5 learning rate and 3 epochs.612

Significantly, fine-tuning the PLMs to MNLI re-613

duced both anxiety and depression scores. Thus,614

fine-tuning the models to MNLI after each domain-615

7https://tinyurl.com/run-glue

adaptation epoch may hinder the attribution of the 616

changes in the measured constructs (Table 3) to 617

the controlled interventions. To retain validity, we 618

fine-tuned the NLI heads once before testing the 619

effect of the interventions. 620

Limitations and Future Work: Notably, 621

EMPALC is unsuitable for questionnaires that 622

measure knowledge and do not have a clear stance. 623

Although we paid special attention to biases 624

introduced by fine-tuning and domain adapta- 625

tion, some adverse effects may have remained 626

unnoticed. Designing NLI prompts to measure 627

latent constructs in PLMs while adhering to the 628

requirements listed in § 3.1 and avoiding caveats 629

highlighted by related work is an arduous and 630

time-consuming process. Especially challenging 631

is the identification of CTerms, intensifiers, and 632

appropriate formulations of neutral templates 633

while retaining the soundness of the phrases and 634

logical entailment. In appendix B, we provide 635

examples highlighting some of the challenges. 636

While automation using large-scale conversational 637

PLMs may streamline parts of the translation 638

process, manual curation will likely remain 639

essential, particularly for non-standardized and 640

sensitive-topic questionnaires such as those 641

addressing sexism. 642

Future research could explore PLMs as proxies 643

for the mindsets of corpus authors, building on 644

their ability to reflect latent constructs observed in 645

training data, akin to the virtual persona concept 646

demonstrated by Jiang et al. (2023). 647

5.1 Availability 648

The data and code reported in this article are 649

publicly accessible on GitHub https://github.com/ 650

<anonimizedrepository> under the Creative Com- 651

mons license. 652
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A Background on Questionnaires 833

A questionnaire is an instrument measuring one 834

or more constructs using aggregated item scores, 835

called scales (Oosterveld et al., 2019). Question- 836

naires evolved as a research tool in the 19th cen- 837

tury (Gault, 1907), and scales are widely used 838

to capture behavior, feelings, or actions in a 839

range of social, psychological, and health contexts. 840

These scales are based on theoretical understand- 841

ings (Boateng et al., 2018) and are designed using a 842

set of items that represent latent constructs (Gliem 843

and Gliem, 2003). The theoretical basis of the mea- 844

sured concept influences the content and structure 845

of the questionnaire. Therefore, the scale develop- 846

ment process requires a thorough understanding of 847

what we wish to measure (Schrum et al., 2020). 848

The Likert scale is a widely used method in so- 849

cial sciences for measuring attitudes or opinions. 850

It consists of statements that respondents rate in 851

response to a given prompt (Joshi et al., 2015). 852

Typically, respondents specify their level of agree- 853

ment or a ranking to a particular statement; how- 854

ever, the use of these scales can also encompass 855

categories, such as importance (e.g., from "not 856

important" to "very important"), frequency 857

(e.g., from "never" to "always"), and other cat- 858

egories (Brown, 2010). In this study, we created 859

Likert scales by using existing vocabularies of in- 860

tensifiers. 861

Validity is a critical aspect in the development 862

process of scales (Boateng et al., 2018). An intu- 863

itive definition of validity is “. . . whether or not a 864
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test measures what it purports to measure” (Kelley,865

1927). According to Badenes-Ribera et al. (2020),866

a good validation process must address several as-867

pects: ensuring that the scale measures the intended868

concept, comparing the scale with other validated869

measures, and ensuring that the scale does not mea-870

sure unintended aspects.871

B Main Challenges in Designing NLI872

Prompts873

Below, we highlight three main challenges in trans-874

forming standard questionnaires into NLI prompts875

and propose a process for designing the prompts.876

Consider the following general structure of a ques-877

tion: pretext, statement, and a few responses on878

a Likert scale. We will use a question from879

the SoC-13 questionnaire as a running example:880

"Has it happened that people whom you881

counted on disappointed you?" The answers882

are arranged on a 7-point Likert scale, ranging883

from "never happened" (high SoC) to "always884

happened" (low SoC). In all following exam-885

ples, we use brackets to mark multiple options,886

e.g., texttt"it [never | always] happened" and curly887

braces to specify variables, e.g., "it {frequency}888

happened".889

Developing PLM prompts based on validated890

questionnaires requires careful consideration. The891

following are examples of three main challenges:892

Congruence and linguistic acceptability: Con-893

sider the sentence: "People whom I counted894

on encouraged disappointment." The phrase895

"encouraged disappointment" will receive a896

low probability in most PLMs, regardless of any897

possible associations between trust and disappoint-898

ment, because it is incongruent.899

Neutrality of the template with respect to900

the measured construct: Consider the template901

"Trustworthy people whom I count on902

[always | never] disappoint me." Here, the903

scores of "never" and "always" are extremely bi-904

ased due to priming by "trustworthy."905

Measuring the right thing: Our running exam-906

ple quantifies the association between trust and907

disappointment on a frequency scale. The prompt908

"It happened that people whom I [never |909

always] counted on disappointed me" is sub-910

optimal since the intensifiers measure the frequency911

of trust and not the frequency of disappointment in912

trusted people.913

C List of acronyms 914

AI artificial intelligence 915

XAI explainable artificial intelligence 916

PLM pre-trained language model 917

NLI natural language inference 918

MNLI multi-genre natural language inference 919

MLM masked language model 920

GAD-7 7-item generalized anxiety disorder 921

PHQ-9 9-item patient health questionnaire 922

SoC-13 13-item Sense of Coherence 923

EMPALC framework for evaluation of model 924

psychometrics and assessment of latent 925

constructs 926

CTerm term directly related to the construct 927

being measured 928

SS semantic similarity 929

LA linguistic acceptability 930

SC silhouette coefficient 931
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