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Abstract

The remarkable advancements in Artificial Intelli-
gence (Al) and Deep Learning owe significantly
to the evolution of informative datasets. There
has been a shift in focus from developing deep
neural networks (DNNG) to crafting high-quality
training datasets. However, current data-centric
approaches predominantly rely on empirics or
heavy DNN training costs, lacking established de-
sign principles. Our work concentrates on data
augmentation, a key technique for enhancing data
quality. Grounded by the recent development of
deep learning theory, we discover principled met-
rics that effectively gauge both data quality and
its interaction with DNNs. Crucially, these prin-
ciples can be calculated without the need for ex-
tensive DNN training, enabling training-free aug-
mentation design with minimal computation costs.
Comprehensive experiments validate that our prin-
ciples are strongly aligned with optimal choices
of augmentations used in practice. Our method is
particularly beneficial in domain-specific fields
like medical image analysis, where the optimal
augmentation strategy and the data’s inductive
bias are often unclear. Our results demonstrate
consistent improvements over existing state-of-
the-art segmentation methods across various med-
ical imaging datasets.

1. Introduction

Over the last decade, there has been substantial advance-
ment in Artificial Intelligence (AI) and Deep Learning. The
availability of extensive and high-quality data for develop-
ing machine learning models has been a key factor in this
progress. Lately, the importance of data in Al has increas-
ingly been recognized, leading to the development of the
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new idea of “Data-centric AL (Ng, 2021; Zha et al., 2023;
Oala et al., 2023). The attention of researchers and practi-
tioners has gradually shifted from advancing model design
to enhancing the quality and quantity of the data. There
have been extensive works focusing on designing data, such
as data distillation (Wang et al., 2018; Nguyen et al., 2021;
Zhou et al., 2022b; Cui et al., 2023), data deduplication (Lee
et al., 2021; Kaddour, 2023; Biderman et al., 2023), and
prompt engineering (Zhou et al., 2022a; Wei et al., 2022;
Liu et al., 2023). Among various techniques, data augmen-
tation is perhaps the most widely adopted method for both
computer vision and natural languages, as it can improve the
data quality and diversity, and the augmentation processing
itself is almost free. These augmentations mainly leverage
the nature of specific invariance of data and tasks.

Despite the extremely low cost of the data augmentation,
designing an appropriate augmentation strategy is never
Jree! In fact, blindly picking an off-the-shelf augmenta-
tion scheme or following popular heuristics will very likely
fail (Dvornik et al., 2019; Cubuk et al., 2019). In the realms
where deep learning has achieved its most notable successes,
the prevalent strategy iteratively involves: selecting some
types of augmentations (based on the invariance properties
of the DNN and the task), picking a magnitude for each
augmentation, training the DNN, and adjusting the aug-
mentations based on the training results. However, there
are two bottlenecks in this standard routine: 1) The heavy
computation costs due to the DNN training, which is es-
sentially attributed to the dependence on training perfor-
mance for choosing augmentations. For example, AutoAug-
ment (Cubuk et al., 2019) costs thousands of GPU hours to
find optimal augmentation policies. 2) Possible unknown
inductive bias of special data (e.g. biomedical images) will
further aggravate the time and computation costs during the
design. Therefore, our core question is:

Can we design optimal augmentation strategies
without any DNN training cost?

In this work, we provide affirmative answers. We focus
on designing augmentations for images. At the core of our
method are metrics that can characterize the quality of data.
More importantly, these metrics can be calculated at the
initialization stage of DNNs, without dependence on any
model training or pretrained checkpoints. These metrics
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Figure 1. How to design data augmentations? Instead of leveraging
model training as feedback, we propose training-free metrics, that
can efficiently estimate optimal augmentation choices in principle.

are grounded by recent deep learning theory, thus provid-
ing both principled understanding and efficient calculations.
We first characterize the impact of data augmentations with
our metrics from two perspectives: 1) data quality, being
agnostic to any specific model; 2) interactions between data
and models. Next, we validate our metrics on standard vi-
sion benchmarks and models, showing that augmentations
estimated by our metrics are highly aligned with optimal
ones. Finally, we demonstrate that our metrics are extremely
beneficial in domains where the data’s inductive bias is un-

clear, such as biomedical image analysis. We for the first
time develop data-centric principles to design data augmen-
tations that are both accurate and easy to use in practice.
Our contributions are summarized below:

1. We propose to characterize data quality with training-
free metrics, which are principled and inspired by recent
theories of deep learning.

2. Our metrics are shown to be strongly aligned with opti-
mal augmentations in practice, and can be calculated at
networks’ initialization without any training cost.

3. Our metrics show strong benefits when designing aug-
mentations for scientific domains, such as biomedical
image analysis.

2. Related works

2.1. Data Augmentation

Data augmentation is an effective data-centric technique
for improving the accuracy of machine learning problems.
In computer vision, people develop basic augmentations
(random rotations, cropping, color jittering, etc.) and ad-
vanced ones (mix-up (Zhang et al., 2017), cut-mix (Yun
et al., 2019)). In NLP, widely adopted methods include
back translation (Edunov et al., 2018) and random replace-
ment/insertion/swap/deletion (Wei & Zou, 2019).

Efforts to delineate data augmentation are widespread. (Ra-
jput et al., 2019) measure the extent of augmented data
required for learning positive margin classifiers. (Dao et al.,
2019) demonstrate how augmented k-NN classification con-
verges to a kernel method when augmentations transform
each data point into a finite set of possibilities. (Hanin &
Sun, 2021) explore the intricate interplay between learning

rates and augmentations in the context of stochastic gradient
descent (SGD). (Lin et al., 2022) delve into the implicit
regularization effect of data augmentations on the spectrum
of data covariance. Finally, (Zou et al., 2023) analyze the
mixup augmentation mechanism from a feature learning
viewpoint. To automate the design of data augmentations
and avoid manual efforts, people also design algorithms to
optimize augmentation policies (Cubuk et al., 2019; Lim
et al., 2019; Ho et al., 2019; Hataya et al., 2020; Cubuk
et al., 2020; Hataya et al., 2022; Zoph et al., 2020; Li et al.,
2021). However, current understanding and algorithms can
hardly contribute to both principled and efficient design of
augmentations in practice.

2.2. Benign Overfitting of Overparameterized Models

Understanding the generalization of overparameterized mod-
els has been a long-lasting topic in deep learning (Arora
et al., 2018; Zhang et al., 2021). One renowned recent work
by (Bartlett et al., 2020) characterizes the conditions for
linear overparameterized models to generalize with perfect
fitting of data. Importantly, these conditions are rooted in
the requirements of the spectrum of the data covariance
matrix: 1) the input feature must be of high dimensions; 2)
the data signals must reside in a low-dimensional subspace
of the input space. More assumptions include orthogonal
and variance-bounded noises. Further works extend this
research direction to more settings of models (Tsigler &
Bartlett, 2023; Frei et al., 2022; Cao et al., 2022; Kou et al.,
2023; Xu et al., 2023; Frei et al., 2023; Kornowski et al.,
2023) and data (Xu et al., 2023; Meng et al., 2023). In our
work, we will focus on how to design these data-related
conditions to help models generalize better.

2.3. Persistent Homology and Topological Data Analysis

Persistent homology (PH) is a tool in topological data anal-
ysis (TDA) that tracks topological features and identifies
geometric patterns in metric spaces. TDA is used to an-
alyze the topological patterns of data (Wasserman, 2018;
Bernstein et al., 2020). Recent works in machine learn-
ing try to characterize the complexity of training data or
DNNs with TDA. (Bianchini & Scarselli, 2014) for the first
time gives the lower and upper bound of DNN’s complexity,
with the dependence of network’s depth, using betti number.
More works (Guss & Salakhutdinov, 2018; Melodia & Lenz,
2021) empirically characterize the complexity of advanced
DNNss with metrics related to persistence homology. People
also propose to improve deep learning practices with TDA,
such as early stopping (Rieck et al., 2018), architecture se-
lection (Yang et al., 2021), and measuring the similarity
between DNNs (Pérez-Fernandez et al., 2021). However,
previous works separately analyze TDA of only the model
or the data, but never jointly compare the topological com-
plexity of both.
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3. Methods

In this section, we first motivate our method by explain-
ing common understandings of data augmentations (Sec-
tion 3.1). We then decompose our characterizations of data
augmentations into two perspectives (Section 3.2 and 3.3).
Finally, we illustrate simple steps that make our method
easy to use in practice (Section 3.4).

3.1. How to Characterize Data Augmentations without
DNN Training?

To answer our core question in Section 1, we first need

a principled understanding of how augmentations affect

training deep networks. We summarize benefits of augmen-

tations from two perspectives.

Data Quality. Data augmentation is commonly believed
to improve sample-wise diversity and mutual informa-
tion (Bachman et al., 2019; Tian et al., 2020; Sordoni et al.,
2021; Geiping et al., 2022; Lin et al., 2022; Mohamadi et al.,
2023). By explicitly exploring invariance assumptions on
data and tasks, augmentations try to cancel noises and task-
irrelevant features with randomness, while retraining task-
relevant signals. This effect is agnostic to any specific DNN
model that will train on the data. It naturally improves the
quality of training data.

Model-dependent Regularizations. Besides improving
data quality, augmentations are also used as regularizations
to reduce DNN’s overfitting and improve its generaliza-
tion (Herndndez-Garcia & Konig, 2018; Balestriero et al.,
2022; Yang et al., 2023; Brigato & Mougiakakou, 2023;
Dablain & Chawla, 2023). Augmentations will influence
the complexity of trained DNNs and encourage DNNs to
learn simplified functions. Correspondingly, models with
larger sizes typically require stronger augmentations (regu-
larizations) (Tan & Le, 2021; Liu et al., 2021). This effect,
and thus the choice of augmentations, highly depends on
the specific DNN to be trained on the data.

The above two aspects are usually coupled together and
introduce a mixed effect on model training. To characterize
the effect of data augmentations, we propose to separately
design two training-free metrics that are: 1) model-agnostic
(Section 3.2), and 2) model-aware (Section 3.3).

3.2. Data Quality for Augmentation Design

Quality of data is commonly believed to be vital to training
DNNSs. Explicit input perturbations and label noises can be
significantly detrimental to DNN’s generalization (Zhang
et al., 2021). More commonly, implicit data qualities, such
as the strength of task-relevant signals (Cao et al., 2022)
and mutual information between different views (Tian et al.,
2020), strongly connect to the convergence and general-
ization of DNNs (Du et al., 2017; Bartlett et al., 2020),

while being non-trivial to quantify. People propose different
methods to quantify the quality of data, such as intrinsic
dimensions (Pope et al., 2021), data valuations (Nohyun
et al., 2022), topological complexity (Hu et al., 2019).

Spectral Bias of Data Quality. In our work, we choose
to quantify the data quality by analyzing the behavior of
its spectrum. Our analysis is inspired by recent works on
benign overfitting, which characterizes the bound of excess
risk R of minimum norm estimators 6 of a linear regression
problem ming E (y — xTQ)z. Suppose z € R"*™ y € R"
(i.e. we have n data samples), the minimum-norm and
optimal solutions are 0,6% ¢ R™.

Definition 3.1 (Effective Ranks (Bartlett et al., 2020)). De-
fine A\; > Ay > -+ > )\, as eigenvalues of data covari-
ance matrix ¥ = E[zz "] € R"*" in descending order. If
Ak+1 > 0 for k > 0, define

Zi>k Ai

Akt1

(Zi>k )‘i>2.
Disk A

Theorem 3.2 (Excess Risk (Bartlett et al., 2020)). Sup-
pose the conditional noise variance is bounded below

re(X) = , Rp(®) =

E {(y — mTG*)Q | x} > o2y — x 0% is Uz-subgaussian;
b,c,c; > 1; 6 < 1 with log(1/6) < n/c. Define the
excess risk R(0) = E,, {(y - xTH)Q —(y— xTH*)Q},

E* =min{k > 0:rp(X) > bn}. Ifk* < n/cy, then with
probability at least 1 — §:
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We can see that I; and I control the upper bound of R(6),
and I controls the lower bound of R(f). Since both I; and
I, are properties of data, this implies that it is possible to
improve model generalization by improving the data quality
via the spectrum of the data.

Metric 1: Effective Ranks. We will study three quantities
of ¥ that control I; and I5: 1o, k*, and Rg«. A X of a small
ro, a small k*, and a large R+ will lead to a lower excess
risk. This states that, from the data perspective, to improve
the model’s generalization, we need to allocate the spectrum
to limited top eigenvalues. As visualized in Figure 3, when
we perturb images with inappropriately larger angles, more
noises (void background) will be introduced, leading to a
less concentrated covariance spectrum and thus a larger rg.
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The effective rank only focuses on data. However, models of
different sizes or structures are observed to require different
augmentations. Therefore, the effective rank only provides
a model-agnostic “prior” of optimal augmentations.

3.3. Model-dependent Complexity for Augmentations
Regularization is commonly believed to be vital to train-
ing generalizable DNNs. Data augmentation, which intro-
duces implicit constraints on data invariance via stochas-
ticity, serves as an effective way to regularize the model
complexity during training.

Topological Complexity of Data and Models. To quan-
tify model-dependent effects of augmentations, we leverage
topological data analysis (TDA), which directly summa-
rizes topologies from a set of points. We introduce core
concepts in TDA, and refer readers to (Zomorodian, 2012;
Wasserman, 2018) for more details.

Persistence Barcode

BO

B1 ~

00 02 04 06 08 1.0
Radius (&)

Figure 2. Persistence diagram represents high-dimensional holes
as a collection of horizontal line segments. The x-axis corresponds
to the radius (€) of spheres around each data point (normalized by
the largest death radius in our work), and the y-axis is an ordering
of high-dimensional holes. Data: CIFAR-10 images. “B0” and
“B1” are O-th and 1-st betti number, respectively.

Algebraic Topology. Algebraic topology uses algebraic con-
cepts like groups and rings to study the intrinsic qualitative
properties of spatial points, focusing on aspects preserved
through deformation, twisting, rotation, and extension. Al-
gebraic topology analyzes and computes the “hole” struc-
tures of the point cloud, and offers a significant advantage
in characterizing data or network structures due to its invari-
ance to features like scaling, rotation, and translation, with
the complexity of the topological geometry defined by the
count of “holes” in various dimensions.

Betti Number and persistence diagram. Geometrically, the
i-th Betti number refers to the number of i-th dimensional
holes in the data points. The 0-dimensional hole is the con-
nected component of the space, and 1-dimensional holes are
circles. To determine Betti numbers, we first start by envi-
sioning spheres expanding around data points and monitor-
ing the intersection of these spheres as the radius increases.
This builds a distance matrix of pair-wise data points ({5
distance in our work), and constructs a complex where topo-

logical features like loops and voids emerge and vanish.
These features are then represented in barcodes or persis-
tence diagram (Figure 2), where each line corresponds to
the lifespan of a topological structure across different radii
(¢). The Betti number at any given radius is calculated by
counting these topological features, with the persistence of
these features (reflected by the length of bars in the barcode
or their position in the persistence diagram) indicating their
significance. This approach allows for the analysis of the
underlying topology of the data set as the radius changes.

Metric 2: Complexity of Persistence Diagram. The
Betti number quantifies the number of “holes” under a spe-
cific sphere radius. It is also vital to measure the com-
plexity by considering topological changes over a wide
range of radii. We define a diagram of n barcodes B =
(€0,i,€1,i),% =1,--- ,n. Bach barcode 7 has a birth radius
€o,; and a death radius €; ;. In our work, we will consider
the total survival time .S = Z?:l €1,; — €o,; t0 summarize
the complexity of a persistence diagram. This considers the
persistence of all barcodes in the diagram. The intuition
is that a diagram of predominant features and robust un-
derlying structures characterized by extended persistence
intervals will indicate complicated data points.

Note that the difference in dimensionality of data or the
model’s hidden features will affect these measurements,
as in the Euclidean space the pair-wise distance naturally
increases with the dimension of space. This will make mea-
surements of different objects not comparable. Therefore,
we adopt normalization during our TDA analysis: 1) Norms
of data vectors will be normalized to 1 before calculating
pair-wise distances; 2) In the persistence diagram, (eq ;, €1,;)
of all bars will be normalized by the largest death radius
(or the birth radius of the last component for O-dimentional
diagram). We also provide a visualization of S of input
images in Figure 3. Again, images with noisy and void
backgrounds (larger rotation angles) suffer from reduced
topological complexity (smaller S).

This metric can be calculated on both data (S ) and model’s
output (Spq). We calculate Sy based on features output
from the model’s backbone. Unlike metrics for data quality
in Sec. 3.2, TDA analysis will consider interactions be-
tween data and different DNNSs, and it will contribute to
a model-aware design of augmentations (Sec. 3.4). The
persistence barcode depends on both model weights and
architectures. However, since our work focuses on design-
ing data instead of designing DNN architectures, we do
not study the relationship between TDA and architectures
in detail. In fact, we find larger models show larger S,
indicating that S»¢ aligns model complexity. For example,
LeNet/ResNet-18/ResNet-34 has Sy as 764/852/856, re-
spectively. We also calculate S for DeiT series (Touvron
et al., 2021), see Appendix A.
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Figure 3. Visualization of augmented images (via random rotations of different angles) show different effective rank (ro) of data
covariance (Section 3.2) and total survival time (.S of persistence diagram (Section 3.3). We can use 7o (smaller the better) and .S’ (larger
the better) to estimate the optimal augmentation magnitude, which is well-aligned with practice (images on the top row lead to better

model performance in experiments).

3.4. Training-free Design of Augmentations with
Data-centric Principles

The motivations for our choices on effective ranks and
topological complexity are deeply rooted in explaining the
model’s generalization and complexity, particularly the in-
sights into the spectral bias of data and the topological
complexity of models. Although the dependency between
dataset and model performance is highly complex, we can
still find metrics and algorithms that can characterize the
data quality and data-model interactions.

For a given type of augmentation, we aim to predict the
optimal augmentation magnitude as A* with our estimation
A*. A% A% € [Amin, Amax], Where Apin, Amax are least
and largest magnitudes (e.g. 0 ~ 180 for random rotations).
Estimating optimal augmentation magnitudes is sufficient
for choosing optimal types of augmentations, i.e., if the esti-
mated magnitude is 0, then we should not use augmentation.
To develop a cost-effective principle while acknowledging
the model-agnostic characteristics (Section 3.2) and the
model-aware aspects (Section 3.3), we propose the integra-
tion of two aforementioned types of training-free metrics,
which eliminates the need for any DNN training.

* Step 1: We calculate the spectrum of the covariance matrix
of the input data to estimate the optimal augmentation
magnitude. For example, for rg, we estimate A:O =
argmin 4 ro.

» Step 2: Given a target DNN model, we perform model-
dependent TDA analysis. For example, for the total sur-
vival time, we calculate Sy and Sx. We then estimate
optimal augmentation magnitudes: Agx = argmaxy Sy
and model-dependent /lgM = argmax 4 Spq.

» Step 3: We suggest accurate augmentation magnitudes by

averaging aforementioned augmentation estimations (e.g.,
AL A ASL)-

Note that there could be better ways to combine different
metrics (like reinforcement learning, evolution, and dif-
ferentiable search). However, we intentionally make our
combination strategy simple, since our focus is to explore
and design data-centric training-free metrics, instead of ad-
vanced ways of combining them. This follows similar moti-
vations of previous training-free neural architecture search
works (Abdelfattah et al., 2021; Chen et al., 2021).

Table 1. Computation costs of rg and S. Input: 1000 random
matrices of the shape 3 x 32 x 32. CPU: Intel Xeon Platinum
8352V.

Time (s) CPU Memory (M)
70 1.44 0.11
S 46.09 31.08

We will compare how accurately different metrics can esti-
mate the optimal augmentation magnitude in Section 4. We
also benchmark the time and memory cost of our training-
free metrics, where we calculate ry and S for 1000 random
matrices of the shape 3 x 32 x 32 (same as CIFAR-10 im-
ages). As shown in Table 1, both 1y and S are cost-efficient.

4. Experiments

In our experiments, we target answering two questions.
First, can our training-free metrics accurately estimate opti-
mal augmentation magnitudes? We will decouple the analy-
sis into data quality (Section 4.1) and model-dependent mea-
surements (Section 4.2). These benchmarking experiments
are comprehensive and heavy, as we need to exhaustively
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Figure 4. Data-centric training-free metrics based on data quality (effective rank 3.2) can accurately predict the optimal strategies for
different augmentations: (a, d) random crop; (b, e) random rotation; (c, f) mix-up. Top row: CIFAR-10. Bottom row: Tiny ImageNet.
We can see o (blue bars) achieves stable and accurate predictions. We compare the estimation error of optimal augmentation magnitudes

AA* = |A* — A

train deep networks with different augmentation magni-
tudes. Second, can our principled design of augmentations
improve real-world problems? We will adopt our principle
to a medical image analysis with much more challenging
data inductive bias (Section 4.3).

We consider widely used augmentations for images, includ-
ing random crop (followed by re-scale), rotation, and mix-
up (Zhang et al., 2017). We study them on both CIFAR-10
and Tiny ImageNet (Le & Yang, 2015). All our metrics are
calculated at network’s initialization without any training
cost. Although they may change during training, we inten-
tionally target avoiding any training costs. Please refer to
Appendix B for details about training and implementations.

4.1. Data Quality for Optimal Augmentations

We consider diverse DNN architectures: a three-layer ReLU-
Linear network of two hidden widths as 512 and 256
(dubbed “MLP”), LeNet (LeCun et al., 1998), ResNet fam-
ily (ResNet-18, 34, 50, 101, 152) (He et al., 2016). For each
model, we exhaustively train it with different augmentation

magnitudes.

To quantify how accurate the estimated augmentation mag-
nitude is, we calculate AA* = |A* — /1*| for rq, k*, and
Ry«. Specifically, A* is chosen to maximize the model’s
test accuracy via exhaustive search, and flﬁo = argmin 4 7y,

A%, = argmin 4 k*, A*Rk* = argmaxy Ry~. As shown in
Figure 4, across different augmentations and models, on
both CIFAR-10 and Tiny ImageNet, we find 7y shows the
best alignment with the optimal augmentation magnitudes.

4.2. Model-dependent TDA for Optimal Augmentations

Next, we study the behaviors of topological complexity
(larger the better) of both data (Sy) and models (Sx¢) in
Figure 5. Importantly, S and Sy show different behaviors
on different augmentations, indicating that they are com-
plementary to each other. This indicates that we should
consider both data’s quality and data-model interactions to
achieve more informative estimations than only focusing on
model-agnostic metrics.
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Figure 5. Data-centric training-free metrics based on persistence homology (Sec. 3.3) can accurately predict the optimal strategies for
different augmentations: (a, d) random crop; (b, e) random rotation; (¢, f) mix-up. Top row: CIFAR-10. Bottom row: Tiny ImageNet.
We can see that Sx and Saq are complementary to each other. We compare the estimation error of optimal augmentation magnitudes

AA* = |A* — A

4.3. From Theory to Practice: Medical Image Analysis

‘We now move to a more practical case for biomedical image
analysis because of two core motivations:

1. Augmentations are rarely systematically studied on med-
ical images, and augmentations are designed in different
works without principle.

2. Different domains of medical images encompass differ-
ent inductive biases (object locations, color shifts, illu-
minations, texture, shape, etc., largely deviating from
natural images like CIFAR-10.

Datasets. We choose two medical image segmentation
datasets, and visualize images and masks in Fig. 6. We split
the train-validation set as 4:1.

ISIC 2018 (International Skin Imaging Collaboration) (Gut-
man et al., 2016) contains 2594 camera-acquired dermato-
logic images and corresponding segmentation maps of skin

lesion regions. We resize all the images to a resolution of
512 x 512.

BUSI (Breast UltraSound Images) (Al-Dhabyani et al.,

]

Figure 6. Visualization of medical images and segmentation
masks. Top: ISIC 2018 (Gutman et al., 2016) for skin lesion.
Bottom: BUSI (Al-Dhabyani et al., 2020) for breast ultrasound.

2020) consists of ultrasound images of normal, benign and
malignant cases of breast cancer along with the correspond-
ing segmentation maps. We use only benign and mailgnant
images which results in a total of 647 images resized to a
resolution of 256 x 256.
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Figure 7. Our training-free data-centric principles can design augmentations for real-world medical image segmentation problems.
Comparison of segmentation performance between (Valanarasu & Patel, 2022) and UNext trained with our designed augmentations (from
left to right): random crop, random rotation, crop+rotation. Our training-free data-centric principles can also outperform RandAug (Cubuk

et al., 2020).

Table 2. Augmentation magnitudes (crop ratio and rotation angle)
estimated by 7o, Sx, and S on medical images.

Random Crop ro Sx  Sm Average
ISIC 2018 092 056 0.5 0.66
BUSI 097 053 053 0.67
Random Rotation  7¢ Sy Sm  Average
ISIC 2018 64 2 2 23
BUSI 2 169 144 105

Model. We focus on improving UNext (Valanarasu & Pa-
tel, 2022), which is a widely adopted UNet-like convolu-
tional neural network. UNext integrates UNet (Ronneberger
et al., 2015) and MLP-Mixer (Tolstikhin et al., 2021) for
efficient and accurate medical image analysis.

Augmentations. Originally, (Valanarasu & Patel, 2022)
empirically considered two augmentations: random flips and
rotations with 90 x {0, 1,2, 3} degrees. We target adopting
random crop and rotation augmentations with magnitudes
estimated by 7¢, Sy, and Sy.

Results. We compare the segmentation performance
by (Valanarasu & Patel, 2022) versus UNext trained with our
augmentation strategy. For our methods, we only change
the data augmentations while keeping other model/training
protocols unchanged. From the bar plots in Figure 7, we can
see that on ISIC 2018, by adopting our estimated augmen-
tations, we can consistently improve performance. mloU
is also improved on BUSI when we adopt our random rota-
tions. When we adopt both random crop and rotations, our
segmentation performance outperforms UNext on both two
datasets. Notably, our augmentation strategy is designed
without involving any model training on these medical im-
ages, just using our training-free metrics.

We also compare with RandAug (Cubuk et al., 2020), which
was proposed as a principled strategy for designing im-
age augmentations without introducing any human or DNN
training efforts. To fairly compare our method with Ran-
dAug, we directly adopt RandAug on medical images,
and show the results in Figure 7 right. We can see that,
since RandAug is mainly tested on natural images like Ima-
geNet (Krizhevsky et al., 2012), it fails to adapt to images of
different domains. In contrast, our training-free data-centric
metrics outperform RandAug and can design better augmen-
tations based on the inductive bias of domain-specific data
without any training costs.

5. Conclusions

In this work, we propose effective training-free augmen-
tation designs. Our approach, grounded in deep learning
theory concerning the spectral bias of data and the topologi-
cal complexity of models, illustrates the potential for more
efficient and principled augmentation strategies. This is par-
ticularly valuable in domains where the data’s inductive bias
is less understood, such as biomedical imaging. By employ-
ing metrics that do not require deep neural network (DNN)
training, we successfully design augmentations for real-
world medical imaging datasets, demonstrating significant
improvements. Our results show that these training-free
augmentations can enhance model performance without
the need for extensive computational resources typically
required for traditional training processes. We anticipate
that our work will inspire the community to explore more
training-free design methods, potentially leading to a new
wave of research focused on data-centric machine learning.
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A. Sy, for Different Models

As the calculation of S, mainly focuses on model’s output and is agnostic model architectures, it can be adopted to different
models beyond CNNs. We further test S, on vision transformers. As shown in Figure 8, S can faithfully characterizes
the model capacity of DeiT (Touvron et al., 2021).
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Figure 8. S for vision transformers (DeiT (Touvron et al., 2021)).

B. Implementation Details
B.1. Training Settings

All our experiments were run on A100 GPUs. The GPU memory cost of our training is low (less than 12GB). We use A100
mainly to accelerate our training, as we need to benchmark seven models on two datasets and three augmentation types,
with a dense grid over augmentation magnitudes.

B.1.1. CIFAR-10 AND TINY IMAGENET

We train models on CIFAR-10 and Tiny ImageNet for 400 epochs. We use the Adam optimizer with the weight decay as
5 x 1074, and ReduceLROnP lateau learning rate scheduler (patience as 100, reduction factor as 0.5). One CIFAR-10,
we choose the batch size as 32, initial learning rate as 2.5 x 10~* and decay to 2.5 x 10~°. On Tiny ImageNet, due to the
larger image size, we use the batch size as 16, initial learning rate as 1.25 x 10~% and decay to 1.25 x 1077,

B.1.2. ISIC AND BUSI

Following (Valanarasu & Patel, 2022), We train the UNext model on ISIC and BUSI for 500 epochs, with the batch size as
8, initial learning rate as 0.0001 and decay to O with the CosineAnnealingLR scheduler. We use the SGD optimizer
weight decay as 5 x 107

B.2. Effective Ranks r and R

To calculate effective ranks, we randomly sample 1000 images, and compute their covariance matrix (after images are
normalized). We calculate eigenvalues of the covariance matrix, and calculate  and R based on Definition 3.1.

B.3. Topological Complexity S

To calculate Sy and S, we first need to compute the persistent diagram. We first randomly sample 200 images, and build
their point cloud by calculating the pair-wise ¢2 distance matrix among images (for Sy) and among their features from
the model’s backbone (for S4). Next, we build the persistent diagram using the ripser library. When we focus on the
Ist-order betti number, the death radius of the last connected component is infinity. We thus remove the last connected
component by default. When we calculate S, since the distance matrix can be affected by the dimension of model’s
embedding (large models bias to larger distance), we normalize the persistent barcodes with the largest birth radius, such
that the range of the persistent diagram is within 0 ~ 1.
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