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Abstract

The success of today’s large language models (LLMs) depends on the observation
that larger models perform better. However, the origin of this neural scaling
law, that loss decreases as a power law with model size, remains unclear. We
propose that representation superposition, meaning that LLMs represent more
features than they have dimensions, can be a key contributor to loss and cause
neural scaling. Based on Anthropic’s toy model, we use weight decay to control
the degree of superposition, allowing us to systematically study how loss scales
with model size. When superposition is weak, the loss follows a power law
only if data feature frequencies are power-law distributed. In contrast, under
strong superposition, the loss generically scales inversely with model dimension
across a broad class of frequency distributions, due to geometric overlaps between
representation vectors. We confirmed that open-sourced LLMs operate in the strong
superposition regime and have loss scaling inversely with model dimension, and
that the Chinchilla scaling laws are also consistent with this behavior. Our results
identify representation superposition as a central driver of neural scaling laws,
providing insights into questions like when neural scaling laws can be improved
and when they will break down.1

1 Introduction

The remarkable success of large language models (LLMs) has been driven by the empirical observa-
tion that increasing model size, training data, and compute consistently leads to better performance
[1–4]. Across a wide range of tasks — including language understanding [1, 5, 6], math [7–10], and
code generation [11, 12] — larger models achieve lower loss, higher accuracy, and greater generaliza-
tion abilities [2, 13]. This consistent trend, known as neural scaling laws, has been observed across
multiple model families and architectures, fueling the development of increasingly large models
[2–4]. These scaling laws have not only shaped the current strategies for building better models
but have also raised fundamental questions about why such simple and universal patterns emerge in
complex learning systems.

The power-law loss with model size plays a central role in both the practical design and the theoretical
understanding of large-scale machine learning systems, yet its origin remains inconclusive [3, 14–25].
Various explanations have been proposed, drawing from statistical learning theory and empirical
phenomenological models, including improved function or manifold approximation in larger models
[14, 15], and enhanced representation or skill learning in larger models [19–22]. In the limit of
infinite data, many of these explanations predict a power-law decay of loss with model size, provided
the underlying data distribution also follows a power law. The scaling exponents are sensitive to the
properties of the data distribution. Moreover, the connection between these mechanistic explanations
and the behavior of actual LLMs needs further exploration.

1Code is available at https://github.com/liuyz0/SuperpositionScaling
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Figure 1: Superposition leads to robust and fast power-law loss decay with model size. (a) Illustration
of no superposition where a three-dimensional space can at most represent three features without any
interference (overlap). (b) Toy model results in the regime of weak superposition, where we set data
dimension n = 10240 (number of features). The toy model will be introduced; more details are in
Appendix D.1. (c) Illustration of superposition: there are more features than the dimension of the
space. (d) The same toy models in the strong superposition regime show lower losses, which are on
power laws with model dimension and have exponents close to 1 (color coding same as panel b). The
gray points are from actual LLMs, which have a similar power-law exponent near 1.

When considering LLMs specifically, it becomes clear that representation or embedding can be a
limiting factor, which is closely related to a phenomenon called superposition [26, 27], yet this
aspect has not been thoroughly studied. LLMs must learn embedding vectors for tokens, process
these representations through transformer layers to predict the next token, and use a final projection
(the language model head) to generate the output. Conceptually, fitting functions or manifolds and
learning skills or grammars are primarily tasks of the transformer layers, while representation is more
directly tied to the embedding matrix and the language model head. To represent more than fifty
thousand tokens — or even more abstract concepts — within a hidden space of at most a few thousand
dimensions, the quality of representations is inevitably constrained by the model dimension or width,
contributing to the final loss. Although models can represent more features than their dimensionality
would suggest through a mechanism known as superposition [27], prior works on neural scaling laws
seem to fall in the weak superposition regime implicitly [15–20], which may be less relevant to the
regime where LLMs operate. This gap leads us to study

Question: How will superposition influence the loss scaling with model dimension (width)?

Varying the degree of superposition and data structure, when is the loss a power law? And if
the loss is a power law, what will the exponent be?

We adopt a toy model construction similar to [27] to study how superposition affects neural scaling
laws. In the toy model, representations are learned by recovering data, each composed of multiple
latent features. These features in data have different frequencies of occurrence, reflecting their relative
importance. Weak superposition means that only the most frequent features are perfectly represented,
while the others are ignored. As illustrated in Figure 1a, the first three of six features are represented
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Figure 2: Toy model of superposition. (a) Architecture and loss of the toy model. (b and c) A row of
the matrix W , denoted by Wi, is the representation of feature i. (b) No superposition represented
the most frequent features, i.e., the first three (n = 6 features in m = 3 dimensional space), without
interference. In the frequency-rank plot, height means feature i’s frequency pi, and color means
the ith row vector’s norm ∥Wi∥2. (c) With superposition, features are all represented, while the
representations Wi overlap.

in the three-dimensional space without interference, and the remaining three are omitted. We find
that in the weak superposition regime, the scaling of loss with model dimension depends sensitively
on how feature frequency decays with rank: the loss follows a power law with model size only if the
feature frequencies themselves follow a power law, provided that m is sufficiently large (Figure 1b).
By contrast, strong superposition allows many more features to be represented, albeit with overlap
in the representation (Figure 1c). In this regime, the model displays a robust behavior: loss scales
inversely with model dimension across different data frequency distributions (Figure 1d). Remarkably,
we find that actual LLMs follow a similar scaling. We summarize our contributions as

Main results/messages

• Loss in the weak superposition regime depends on summing frequencies of ignored features,
which is a power law if frequencies follow a power law.
• In the strong superposition regime, loss arises from the interference between representations
and can have robust “one over width" scaling because of the geometry.
• LLMs exhibit strong superposition and agree quantitatively with our toy model predictions.

The rest of the paper will elaborate on the takeaways. In Section 2, we introduce the toy model,
describe the data sampling procedure, and explain how we control the degree of superposition.
Section 3 presents the detailed results. In Section 4, we compare our findings to related works.
Finally, Section 5 summarizes our conclusions and discusses limitations and future directions.

2 Methods

To understand the relationship between superposition and data structure, we need a toy model to
represent data features simple enough yet not simpler — two key principles need to be reflected, (i)
there are more features to represent than the dimension of the model, and (ii) features occur in data
with different frequencies. Later, we will discuss how the loss due to representation studied here may
affect the overall final loss in LLMs.
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We adopt the toy model of superposition from Anthropic [27] (an autoencoder) with minor modifica-
tions (Figure 2a). Input x ∈ Rn is a vector with data dimension n being the number of atomic (or
irreducible) features. Each element xi in x is interpreted as the activation of this sample at feature i,
which follows

xi = uivi, ui ∼ Bernoulli(pi) & vi ∼ U(0, 2). (1)

Here, ui sampled from a Bernoulli distribution controls whether the feature i is activated, and vi
sampled from a uniform distribution controls the activation strength once feature i is activated. All
samples are i.i.d. The frequency of feature i to appear in the data is pi. Without loss of generality,
we make the indices of features the same as their frequency or importance rank. The data structure
is then about how pi decreases with rank i. The expected number of activations in one input will
be referred to as activation density: E =

∑n
i=1 pi. The model learns hidden representations by

recovering the data, which cannot be done perfectly because the model dimension m is much smaller
than the number of possible features in the data n. The trainable parameters are a weight matrix
W ∈ Rn×m and a bias vector b ∈ Rn. The weight matrix embeds data x into a hidden space with
dimension m, h = WTx, with m≪ n. In practice, we fix n as a large number and change the model
dimension m. We use W to read out the embedding, where y = ReLU(Wh+ b). The loss is defined
as the difference between the recovered y and the original x, L = ⟨∥y − x∥22⟩x, where ⟨·⟩x means
average over x distribution.

We can now formally introduce superposition. Note that Wi is the representation of feature i in the
hidden space, where we use Wi to denote the ith row of the W matrix. We emphasize the following

Key concepts

• Feature frequency: pi is the probability that feature i is activated (non-zero) in a sample,
which is assumed to decrease with i.
• Sparsity: We say features are sparse when E/n is small.
• The feature i is represented (in the hidden space) when Wi is non-zero.

No superposition ideally means the first m rows of W form an orthogonal basis (i.e., the first m most
important features represented perfectly) and the rest of the rows are zero (i.e., the rest of the features
ignored or lost), as illustrated in Figure 2b. Superposition means that there are more than m rows in
W with non-zero norms (Figure 2c).

We next summarize important facts of this toy model [27]:

Preliminaries

Superposition cannot lead to lower losses in a linear model (without ReLU function) due
to the large amount of interference. ReLU and negative biases can cancel off interference,
realizing error correction. With this non-linearity, superposition can be preferred when feature
frequencies are more even (better not to ignore features) and features are sparse in data (error
correction is easier).

We can see that in Figure 1, where features are sparse in data, the losses in the strong superposition
regime are indeed much smaller than those in the weak superposition regime across several feature
frequency distributions.

If one regime is more preferred, we want to approach it more quickly in training. If it is not preferred,
we also want to study the scaling behaviors scientifically in that regime. To this end, we introduce a
decoupled weight decay (or growth) term in training to tune the degree of superposition:

Wi,t+1 =

{
Wi,t − ηtγWi,t, γ ≥ 0,

Wi,t − ηtγWi,t(1/∥Wi,t∥2 − 1), γ < 0,
(2)

where ηt is the learning rate and Wi,t is the ith row of the weight matrix at step t (vector operations are
element-wise). For weight decay γ < 0, the update corresponds to gradient descent on (∥Wi,t∥2−1)2,
encouraging unit-norm rows. We implement this weight decay in AdamW [28] optimizer with a
warm-up and cosine decay learning rate schedule (details in Appendix B). At each training step, we
sample new data.
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Figure 3: Weight decay can tune the degree of superposition. (a) Positive weight decay (γ = 1 in
the figure) has ∥Wi∥2 near 0 or 1, with frequent features more likely to be represented (color means
∥Wi∥2 in frequency-rank plots). Negative weight decay (γ = −1) has ∥Wi∥2 around 1. We show
results when α = 1, m = 100, yet the claim is generally true. (b) For all models, small weight
decays lead to strong superposition, and large weight decays lead to no superposition (ϕ1/2 ≈ m/n).
More data in Appendix D.3.

We find that the weight decay can robustly control superposition. We first see that important features
tend to be represented (associated ∥Wi∥2 > 0), and norms of Wi become bimodal, clustering near 0
or 1 (Figure 3a). This allows us to define the fraction of represented features as

ϕ1/2 = |{i : ∥Wi∥2 > 1/2}|/n, (3)

namely, the fraction of rows with norm larger than 1/2.2 We found that weight decay can tune
superposition for all models we trained, with small weight decay γ giving strong superposition,
i.e., ϕ1/2 ≈ 1 ≫ m/n, and large weight decay corresponding to weak superposition, i.e., ϕ1/2 ∼
m/n (Figure 3b). The ability of weight decay to tune superposition is robust to feature frequency
distributions (Appendix D.3). We can then systematically study scaling behaviors in different regimes.

The toy model differs from LLMs in architecture, data, and loss. Since we focus on representations
rather than next-token prediction, we omit transformer layers. Conceptually, LLMs map a document
to a token, with inputs and outputs in different spaces, while the toy model operates within a
single shared space. Despite this, the toy model captures key aspects of language structure through
engineered sparsity and feature importance, making its data structure aligned with that of LLMs
at a high level. While LLMs use cross-entropy loss and the toy model uses squared error, we can
show that this does not affect the scaling behaviors (Appendix A.2). Thus, the toy model is a suitable
abstraction for studying representation-limited scaling.

3 Results

For a systematic scan, we set pi ∝ 1/iα in this section and can vary the data exponent α to change
how skewed pi is.3 The activation density E is set as 1, whose value can be shown to not affect the
scaling (Appendix D.4). We fix data dimension n = 1000, vary model dimension m from 10 to
100, and sweep weight decay γ from −1 to 1. We fit final test losses as a power law, L ∝ 1/mαm ,
and call αm the model exponent. More details on hyperparameters are in Appendix B.2.

3.1 Weak superposition

We seek to understand when loss follows a power law with model dimension, and what determines
the exponent when it does in the weak superposition regime. Consider an idealized case where the
top ϕ1/2n most frequent features are perfectly represented (no overlap), where ϕ1/2 is the fraction of

2In theory, we should use 0 as the threshold. The choice, 1/2, may minimize misclassifications since norms
are near 0 or 1. Our result is robust to this threshold since norms are very concentrated.

3The word or phrase frequency in natural language follows Zipf’s law, which is a power law (α = 1).
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Figure 4: Loss at weak superposition can be well described by the frequency sum of ignored features.
(a) Observation and theory at weak superposition (i.e., Equation (4) as a function of number of
represented features, ϕ1/2n) agree when weight decay γ is positive. (b) For those closest to the ideal
no superposition case, we expect αm = α − 1, which is close to measured values. Error bars are
standard errors. Details in Appendix D.5.

represented features. The optimal biases are bi = 0 for i ≤ ϕ1/2n and bi = ⟨xi⟩ for i > ϕ1/2n [27].
The loss can then be written as:

L =
∑

i>ϕ1/2n

⟨(xi − ⟨xi⟩)2⟩ =
∑

i>ϕ1/2n

(⟨v2⟩pi − ⟨v⟩2p2i ) ≈ ⟨v2⟩
∑

i>ϕ1/2n

pi. (4)

The last approximation is right when pi ≪ 1 for i > ϕ1/2n and p2i terms are negligible. We use the
definition of xi = uivi, where v ∼ U(0, 2), giving ⟨v2⟩ = 4/3. We can use the integral

∫ n

ϕ1/2n
pidi

to estimate the summation, yielding an expression that depends on the number of represented, ϕ1/2n,
and the data exponent, α (Appendix D.5). We find that, in the weak superposition regime, the
actual losses closely match this prediction (Figure 4a). Focusing on cases closest to the ideal no-
superposition scenario, where ϕ1/2n = m and the first m features are represented, we observe that
such cases occur when α > 1 and yield a model exponent αm ≈ α− 1 (Figure 4b). This matches
the theoretical expectation that

∫ n

m
pidi ∝ m−α+1 when n ≫ m and α > 1. Thus, in the weak

superposition regime, loss scaling is well described by the contribution of unlearned features, that is,
the total frequency of features not represented by the model.

We can now answer our Question in the weak superposition regime.

Result 1: “Power law in, power law out" in the weak superposition regime

The loss is governed by a sum of frequencies of less frequent and not represented features.
Ideally, there are model dimension m most important features being represented. If feature
frequencies follow a power law, pi ∝ 1/iα with α > 1, the loss or the summation starting at
m will be a power law with m with exponent α− 1.

This finding of the specific toy model agrees with previous works with very different settings [15–20],
where some power-law skill importance or spectrum is assumed.

3.2 Strong superposition

We next turn to the strong superposition regime. Consider the case where only feature j is activated.
The output yj has activation ∼Wi ·Wj , leading to a loss that scales as squared overlaps (Wi ·Wj)

2

due to the definition of loss. The loss arises from the non-zero overlaps between representation
vectors. We cannot solve the weight matrix W in this regime. The section goes back and forth
between theoretical ansatz and experimental observations to understand the high-level behaviors.

We start by considering relatively even feature frequencies, where trained Wi are expected to be
isotropic. One simplest theoretical ansatz of isotropic vectors is i.i.d. vectors uniformly on the unit
sphere. In Rm, the squared overlap of two such random vectors follows Beta( 12 ,

m−1
2 ) distribution,
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Figure 5: Loss scaling at strong superposition is explained via geometry. (a) The row norm distribution
is bimodal around 1. (b) The more frequent the features are, the more likely their norms are greater
than 1. (c) Variance of squared overlaps for features with ∥Wi∥2 > 1 is smaller than that of random
unit vectors, i.e., 2(m−1)

m2(m+2) . Overlaps are calculated using directions Wi/∥Wi∥2. We show the
measured variances (γ = −0.55) divided by the above theory value for random vectors. (d) The
features with ∥Wi∥2 > 1 have 1/m mean squared overlaps, where we plotted all the data when
γ < 0. (e) At strong superposition (γ < 0), αm = 1 if feature frequencies are flat (α small) due to
isotropic vector geometry. But αm ≈ 2(α− 1) if the feature frequencies are skewed (α large). Error
bars are standard errors. More details in Appendix D.6.

and therefore has mean 1/m and variance 2(m−1)
m2(m+2) ∼ 2/m2. The squared overlaps for isotropic

random vectors typically obey 1/m scaling.

The actual trained Wi have structures whose norms are bimodal near 1 (Figure 5a), and more
important features tend to have larger vector norm (Figure 5b). We want to understand how such a
structure will change the scaling of overlaps. It turns out that for better error correction (using bias
to cancel interference), the model needs to minimize the maximum overlap rather than the sum of
squared overlaps. Consider ν unit vectors wi ∈ Rm with ν ≥ m. It can be shown that [29]

max
i ̸=j
|wi · wj | ≥

√
ν −m

m(ν − 1)
≡ κ. (5)

The lower bound, κ ≈
√
1/m when ν ≫ m. The bound is met when the vectors form an equal angle

tight frame (ETF) [30–32], which has no variance in absolute overlaps and appears in contexts such
as quantum measurements [33–36] and neural collapse [37, 38]. ETFs in real spaces can only exist if
ν ≤ m(m+1)

2 [30–32]. We find that the Wi with ∥Wi∥ > 1 associated with important features tend
to be ETF-like (Figure 5, c and d): the variance of squared overlaps is smaller than that of random
vectors and can be near 0 for even feature frequencies (small α); the mean of squared overlaps
collapse on 1/m ≈ κ2. Being ETF or ETF-like can help error correction and reduce loss values, but
would not change the typical scaling with m if the number of vectors is much larger than m. Similar
to ETFs, whose number of vectors is bounded, the number of vectors Wi with ∥Wi∥ > 1 is around
m2/2 (Appendix D.6), and the less important features tend not to be represented (norm lower than 1).
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Figure 6: Superposition may explain the neural scaling law observed in actual LLMs. We evaluate
four open-sourced model classes, Opt [39], GPT2 [40], Qwen [41], and Pythia [42], which have
model sizes from around 100M to 70B (evaluation details in Appendix C). (a) We found the mean
square overlaps of Wi/∥Wi∥2 roughly follow 1/m scaling, where W is the language model head. (b)
The model class is reflected by color as panel a, while we use shapes for evaluation datasets [43–46].
The loss related to model size is fitted as a power law, yielding empirical αm = 0.91± 0.04 close to
1. More analysis in Appendix D.7.

Vectors of these less important features cannot be explained with a simple theoretical ansatz. Yet,
combining the lessons from random vectors and ETF, we expect the squared overlaps to scale as 1/m
robustly for isotropic vectors (confirmed in Appendix D.6). Considering all the overlaps when feature
frequencies are even, we then predict the loss to scale as 1/m, which is true (Figure 5e).

When the feature frequencies are skewed (large α), we find that the model exponent αm increases
with α and becomes greater than 1. Vectors being non-isotropic, i.e., important features having much
smaller overlaps, may lead to larger αm. To illustrate this idea, we conjecture an extreme situation
where the m2/2 most important features can be ETF-like and contribute negligible loss compared
to the less important ones. In the worst case (Appendix A.1), the less important features lead to a
loss proportional to

∑n
i=m2/2 pi ∼ m−2(α−1), i.e., αm = 2(α− 1), which is close to observations

(Figure 5e). The real configuration of Wi is more complicated than this simple conjecture, requiring
advanced future studies on when αm loses robustness and how it depends on feature frequencies
sensitively then. To conclude the section, we have

Result 2: Geometric origin of 1/m loss scaling (αm = 1) at strong superposition

For even feature frequencies, vectors Wi tend to be isotropic in space with squared overlaps
scaling like 1/m when n ≫ m, leading to the robust 1/m power-law loss. For skewed
feature frequencies, representation vectors are heterogeneous in space, making loss sensitive
to feature frequencies, where it might need power-law frequencies to have power-law losses.

3.3 LLMs

Finally, we explore how our findings might be relevant to real LLMs [39–42]. As a naive mapping,
we treat tokens as atomic features, with data dimension n equal to the vocabulary size. The model
dimension m for LLMs is known. We analyze the language model head, denoted by the weight
matrix W . Through the norm and interference distributions of the rows of W , we claim LLMs are in
superposition (Appendix D.7). If we measure token frequency, it follows a power law with exponent
α close to 1 (Appendix D.7). We conclude, based on the knowledge from toy models, that LLMs
operate in a superposition regime, and expect loss to be related to squared overlaps ∼ 1/m. We next
calculated the mean squared overlaps of normalized rows Wi/∥Wi∥2, and found they roughly obey
1/m scaling (Figure 6a). We argue that cross-entropy loss, given that the overlaps are small in absolute
value, can be expanded and approximately scales as the mean square overlaps (Appendix A.2). We
therefore expect the loss of representation-limited LLMs to have 1/m scaling. LLM losses are close
to a linear function of 1/m (Appendix D.7). Yet when m→∞, the extrapolation of losses does not
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hit 0. The non-zero intersection can be due to intrinsic uncertainty in language. Increasing model
sizes decreases “wrong" interferences but cannot eliminate uncertainty in the data. So, as in previous
papers where loss is decomposed into model size part, dataset size part, and a constant [3], we fit our
loss values by the following,

L = Cm/mαm + L\m, (6)

where the model size part Cm/mαm is universal (model size is a function of m), and L\m contains
loss irrelevant to model size, depending on the evaluation dataset and model class. The fitting yields
αm = 0.91± 0.04 (Figure 6b). We inferred from the Chinchilla models [3] that due to model size
N ∝ m2.52±0.03 (Appendix D.7), αm = (2.52±0.03)×αN = 0.88±0.06, where αN = 0.35±0.02
[47] is the power-law exponent of loss with model size. The exponents αm from LLMs are close to 1.
We highlight the finding as

Result 3: Superposition is an important mechanism behind LLM neural scaling laws

LLMs operate in the strong superposition regime. The squared overlaps of token representa-
tions scale as 1/m, token frequencies are flat (α = 1), and the model size relevant loss scales
closely to 1/m, agreeing with the toy model prediction.

4 Related works

Neural scaling laws were first characterized empirically [2], demonstrating that for LLMs, the cross-
entropy loss improves predictably as a power-law with increased model size (parameters), dataset size,
or compute, over multiple orders of magnitude. This finding is built on earlier observations (e.g. [48])
that deep learning performance scales in a smooth power-law fashion with data and model growth.
Many works showed the surprisingly universal nature of such scaling behaviors across architectures
and tasks [2–4], directing further development of LLMs.

Several heuristic toy models have been proposed to explain neural scaling laws. One common view is
that models aim to fit data manifolds or functions, and the scaling exponents depend strongly on the
structure of the data [14, 15]. Another group of models assumes the network learns discrete features
or skills [19, 20], whose importance follows a power-law distribution, giving results the same as ours
in the weak superposition regime. One toy model predicts that loss scales inversely with model width
[25], arguing that parameters independently perform the same task with noise, and the scaling follows
from the central limit theorem. However, this model applies in the overparameterized cases and may
be less relevant to LLMs.

More formal approaches rely on similar heuristics. The scaling behavior depends on how the dataset
size and model size approach infinity. When the dataset is fixed and model size grows to infinity, the
system is variance-limited, and loss scales as 1/m by central limit theorem arguments [15]. When
the dataset size grows to infinity first, the loss scaling enters the resolution-limited regime. In linear
models or kernel methods, this leads to αm = α′ − 1 [15–18], seemingly consistent with our weak
superposition regime. Here, α′ is the exponent of the power-law decay of kernel eigenvalues, which
can be seen as abstract feature importance. Considering neural tangent kernels, α′ depends on both
data and the model configuration. Our work may be framed as mechanistically showing that α′ = α
(α is the intrinsic data exponent) when models have no superposition, and α′ is something else
when models have strong superposition, which is new. The resolution-limited regime has also been
described as fitting the data manifold [15].

Our toy model is based on Anthropic’s model of superposition [27] (an autoencoder), with modifica-
tions to the data sampling. The original study explored how data structure influences superposition but
did not explicitly control it. Related models have appeared in compressed sensing [49–53] and neural
information processing [54, 55], yet with distinct contexts and objectives. Besides representation,
people also studied calculation in superposition [56, 57].

5 Discussion

Our work is built on observations of the toy model and analysis without rigorously solving the toy
model. We are thus limited to explaining deeper behaviors in the toy model. Our analysis of LLMs
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suggests they are in the strong superposition regime, but the underlying reasons were not studied in
detail. We believe one reason is that features are sparse in language, as the number of tokens required
to predict one token is much less than the total number of tokens. The softmax function may also be
important since it is strong at error correction, giving superposition an advantage.

Neural scaling laws also include scaling laws with dataset size and with training steps, which we did
not study. At each step, a fixed number of new data points are used for optimization. So, we expect
the scaling with the total data amount and that with training steps will be the same, similar to the
results at weak superposition [20]. However, in the strong superposition regime, data or training step
scaling is related to angle distribution and how angles between representations evolve, which cannot
be easily explained without rigorous solving.

We focused on representation loss, yet LLMs should also have losses due to parsing or processing in
the transformer layers. We imagine that the loss associated with model size can be written as

Cm/mαm = fm(m) + fℓ(ℓ), (7)

where ℓ is the depth of the LLM, fm and fℓ are two functions capturing the loss due to representation
and parsing, respectively. A future direction is to study the parsing-limited scaling (i.e, fℓ(ℓ) function)
independently. It is also plausible that the observed scaling of inference time [58] is connected to this
parsing-limited regime. We here write the equality because ℓ depends on m in LLMs [39–42]. Given
model size N , m and ℓ are constrained (roughly, N ∝ m2ℓ). There is an optimal m-ℓ relationship
such that the loss fm(m) + fℓ(ℓ) can be minimized given N [59]. At this optimal m-ℓ relationship,
fm(m) and fℓ(ℓ) should be balanced. Therefore, we expect fℓ(ℓ) to be similar to fm(m). And if
fm(m) ∼ 1/m due to superposition and fℓ(ℓ) is similar, we can measure an empirical αm ≈ 1 from
data, which is true. Or, if the width-limited loss is much larger, we can also observe that the total
loss due to model size has αm ≈ 1. We conclude that superposition in any case is an important
mechanism underlying neural scaling laws.

Beyond explaining existing phenomena, our results may offer guidance for future LLM development
and training strategies:

Assuming our explanation of width scaling is correct, we ask can we change the loss scaling
with width to be faster than power laws, or to have larger exponents? The answer is no
for natural languages but may be yes for domain tasks with super skewed feature frequencies.
Another question is when the scaling law will stop? Based on our naive connection between
features and tokens, the answer is that when the model dimension reaches the vocabulary size,
the loss limited by width will deviate from a power law and vanish. However, the vocabulary
size may set a lower bound for the true number of independent things in language, then the
power law with width may continue for a longer time.

Recognizing that superposition benefits LLMs, encouraging superposition could enable smaller
models to match the performance of larger ones (with less superposition) and make training more
efficient. Architectures such as nGPT [60], which constrain hidden states and weight matrix rows
to the unit sphere (promoting superposition), demonstrate improved performance. Optimizers that
stabilize training without weight decay have also shown promising results [61], potentially due to
enhanced superposition. Yet, these improvements may be related to altering coefficients in the neural
scaling laws rather than the exponents. We also acknowledge that encouraging superposition may
cause difficulties for the mechanistic interpretation of models and AI safety [27, 62].

As a side note, with the same pre-training loss, LLMs with different degrees of superposition may
exhibit differences in emergent abilities such as reasoning or trainability via reinforcement learning
[63], requiring future studies.

In conclusion, we studied when loss can be a power law and what the exponent should be with
different data properties and degrees of superposition. We found that geometric interference at strong
superposition may explain the LLM neural scaling laws observed [3]. Our results contribute to a
deeper understanding of modern artificial intelligence systems, which also open various directions for
future research. We hope our insights will support the continued development and training of more
capable and efficient LLMs.
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service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Theoretical analysis

A.1 Toy model loss

We provide a simple analysis for toy model loss scaling. The expected loss in the weak superposition
regime is well explained by Equation (4). We do not need to repeat it here.

In the strong superposition regime, we consider an even special data sampling, where data x is
sampled such that each data point has and only has one activated feature. The frequency for feature i
to be activated is still pi. After determining which feature is activated, say i, we still sample xi as vi
from U(0, 2). This sampling is different from the experiments. Yet, since we learned that activation
density does not affect scaling exponent (Figure 14), we expected this analysis to predict at least the
scaling exponent. Under the assumptions, we have

L =

n∑
i=1

pi

〈∑
j ̸=i

ReLU2(Wj ·Wivi + bj) + (ReLU(Wi ·Wivi + bi)− vi)
2
〉
vi
. (8)

We are unable to solve for the optimal W and b such that this loss L is minimized. Yet, it is
easy to see that we want ∥Wi∥22 to be close to 1, Wj ·Wi to be as small as possible, and bj to be
small negative values of the same order of magnitude as Wi ·Wj , such that the interference terms
ReLU(Wj ·Wivi + bj) may vanish and the recovered feature value ReLU(Wi ·Wivi + bi) can be
close to the real one vi.

For convenience, based on the observation that the vector norms are bimodal around 1 in the strong
superposition regime, we define strongly represented features as those that have ∥Wi∥2 > 1, which
are more frequent and ETF-like, and weakly represented ones for those with ∥Wi∥2 < 1. We can
quantify the fraction of strongly represented as

ϕ1 = |{i : ∥Wi∥2 > 1}|/n, (9)

which significantly exceeds m/n and is around the ETF expectation m2/2n (Figure 16).

We now review our conjectured extreme configuration, consisting of strongly represented and weakly
represented features. The first ϕ1n most important features are considered to be strongly represented,
whose absolute overlap with any other representation scales as

√
1/m. The rest of the features are

weakly represented and squeezed into a small angle such that they have small overlaps with the
strongly represented, while they can have large overlaps with each other. With such a configuration,
the first ϕ1n terms in the summation of Equation (8) will scale as 1/m since each term ⟨· · · ⟩vi scales
as 1/m. The rest of the terms in Equation (8), in the worst scenario that the terms ⟨· · · ⟩vi do not
decrease obviously with m, will be proportional to

∑n
i=ϕin

pi. If the strongly represented features
dominate, we can have 1/m scaling for the loss. On the contrary, when the weakly represented
dominate, we expect the loss to have scaling like

∑n
i=ϕin

pi. More specifically, if pi ∼ 1/iα (α > 1)
and we use m2/2 to approximate ϕin, the loss scales as 1/m2(α−1).

A.2 Cross-entropy loss

We provide the reason why cross-entropy loss also scales as squared overlaps. We consider the last
hidden state after going through the normalization layer is Wi/∥Wi∥2, such that the output should be
the ith token. By constructing such an example, we ignore possible loss due to parsing but focus on
the loss just due to representation. The loss from this data point is

L = − ln
e∥Wi∥2∑

j e
Wi·Wj/∥Wi∥2

= ln
[
1 +

∑
j ̸=i

eWi·Wj/∥Wi∥2−∥Wi∥2

]
. (10)

We assume that Wi ·Wj/∥Wi∥2 is much smaller than 1 since we know the overlap scale as 1/m. We
then approximate the loss via Taylor expansion

L = ln
[
1 + (n− 1)e−∥Wi∥2 +

∑
j ̸=i

[Wi ·Wj/∥Wi∥2 + (Wi ·Wj/∥Wi∥2)2/2]e−∥Wi∥2

]
. (11)

In the first thought, the summation
∑

j ̸=i Wi ·Wj should be zero since there are positive and negative
overlaps distributed evenly if the vectors span the whole space. But in language, one sentence can
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have different continuations, connecting different tokens. For example, both putting “cats" or “dogs"
after “I like" are legit. The existence of data “I like" then will tend to squeeze different tokens
closer to each other. The summation Wi ·Wj should be a small positive constant ϵD,i related to the
correlation in data. The reason we keep the second-order term is clear now as they are the lowest
order terms related to model sizes. We keep expanding the ln function and have

L = (n− 1)e−∥Wi∥2 +
ϵD,ie

−∥Wi∥2

∥Wi∥2
+

1

2

∑
j ̸=i

(
Wi ·Wj

∥Wi∥2

)2

e−∥Wi∥2 . (12)

The part related to the model size is mainly

Lm =
1

2

∑
j ̸=i

(
Wi ·Wj

∥Wi∥2

)2

e−∥Wi∥2 . (13)

In this construction, one can see that once ∥Wi∥2 is sufficiently large, the loss can be arbitrarily low,
which does not happen in reality. The reason is still related to the intrinsic uncertainty in language
data. If one sentence can have different continuations, we need in the hidden space, a region that can
lead to large probabilities over different tokens. However, when the norm is too large, one will find
that the hidden space is sharply separated — each hidden state yields high probability only on one
token. We then expect the norm ∥Wi∥2 to be as large as possible such that ne−∥Wi∥2 is small while
∥Wi∥2 is upper bounded by intrinsic data uncertainty. Therefore, ∥Wi∥2 should not depend on model
size much (verified in Appendix D.7). The loss related to model size Lm then scales as 1/m since
the cosine similarity scales as

√
1/m and Lm is related to the squared cosine similarity in the lowest

order approximation.

B Toy model training

In this Appendix, we explain how we trained the toy models and obtained raw data. There are two
classes of toy models trained. The first one is a large toy model with data dimension n = 10240,
which is reported in Figure 1 and Figure 9 to show scaling behavior across around two orders of
magnitude. The other toy model class is small toy models fixing n = 1000, such that we can scan
more hyperparameters. Figures 3, 4, 5, 14, and 9 use small toy models.

B.1 Large toy models

We implemented a neural network experiment to study the scaling of feature representation and
recovery. The toy model is defined as a two-layer neural network with ReLU activation (see Figure 2).

The hyperparameters are given as follows.

• Data dimension n: 10240

• Model dimension m: Varied exponentially from 23 to 210

• Batch size: 2048 (tested up to 8192, which does not affect final loss)

• Total training steps: 20000 (tested up to 80000, which does not affect final loss)

• Learning rate: Initially set to 0.02, scaled according to hidden dimension

• Weight decay: −1.0 for strong superposition, and 0.1 for weak superposition

• Device: Training performed using one V100 GPU, with floating-point precision (FP32)

Data points x were synthetically generated at each training step according to Equation (1) to simulate
feature occurrence frequencies. We considered three distributions with activation density E = 1:

• Exponential: pi ∝ e−i/400

• Power-law: pi ∝ i−1.2

• Linear: pi ∝ n− i
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We employed the AdamW optimizer with distinct learning rates and weight decay settings for the
weight matrix W and bias vector b. Specifically, for weight matrix W , learning rate was scaled as
lr× (8/m)0.25 with specified weight decay. And for bias vector b, a learning rate of 2.0/m was used
with no weight decay. A cosine decay learning rate schedule with a warm-up phase (5% of total
steps) was implemented. At each training step, input data batches were dynamically generated based
on the selected probability distribution. The final test loss is calculated across newly sampled data
with a size being 100 times the batch size.

The model and optimizer were compiled and executed on a CUDA-enabled GPU for efficient training.
After training, weight matrices W and training losses were stored and analyzed.

Final outputs, including weight matrices and training loss histories, were saved in PyTorch format for
subsequent analysis and visualization.

This setup provided a structured exploration of feature representation scaling under varying dimen-
sions and distributions, crucial for understanding superposition and scaling laws in neural networks.

The code can be found in exp-17.py.

B.2 Small toy models

We conducted numerical simulations using a neural network model designed for feature recovery. The
objective was to analyze the model’s behavior across various conditions involving feature frequency
skewness (controlled by data exponent α), model dimensions, and weight decay parameters.

In the small toy models reported in Figures 3, 4, 5, 14, and 9, we set the hyperparameters as

• Feature dimension n: Fixed at 1000.
• Hidden dimension m: Varied logarithmically between 10 and 100 , across 6 distinct sizes,

i.e., m = 10, 15, 25, 39, 63, 100.
• Batch size: 2048.
• Training steps: 20000 steps for each condition.
• Learning rate: Initialized at 1× 10−2, dynamically adjusted using cosine decay scheduling

with a warm-up phase of 2000 steps.
• Weight decay: Explored systematically from -1.0 to 1.0, in increments of 0.22 approximately

(10 discrete values).
• Data exponent α: Ranged linearly from 0 to 2, with 17 discrete steps.

In Figure 14, we fix data exponent α = 1 while scan 9 activation densities linearly from 1 to the
maximal value

∑n
i=1 1/i. All other settings are the same.

Synthetic data was generated for each batch based on a power-law probability distribution, defined as:

pi ∝
1

iα
where i ∈ {1, 2, . . . , n}

with the condition
∑

i pi = E. Each element of the batch data x was randomly activated based on
this probability, then scaled by a uniform random value between 0 and 2.

At each training step, input batches were regenerated, and the learning rate was updated following
the cosine decay schedule described above.

The training performance was evaluated using Mean Squared Error (MSE) loss computed between
the network output and input batch data at every step. Final weights were saved for further analysis.
The final test loss is calculated across newly sampled data with a size being 100 times the batch size.

The simulations were performed in parallel using 96 CPU cores, where each core executed one distinct
parameter combination defined by the weight decay and data exponent values. Or, in Figure 14, the
parameter combination is defined by weight decay and activation density values.

Loss histories and trained weight matrices were saved separately for post-experiment analysis. Files
were systematically indexed to indicate the corresponding experimental parameters. This detailed
setup facilitated a comprehensive investigation of model behavior under diverse training and data
distribution conditions.

23



The code can be found in exp-10.py, exp-10-3.py, and exp-15.py.

C LLM evaluation

C.1 Overlap analysis

We analyzed the row overlaps of the language model head weight matrices among various large
language models (LLMs) to investigate the geometric properties of their hidden spaces.

We selected models from the following families, varying widely in parameter count:

• OPT (from OPT-125m to OPT-66b)
• Qwen2.5 (from 0.5B to 72B)
• GPT-2 (GPT2, GPT2-Medium, GPT2-Large, GPT2-XL)
• Pythia (from 70m to 12B)

Weights were downloaded directly from Hugging Face model repositories. For each model, the
weight matrix or language modeling head was normalized by its row norms:

Wi ←
Wi

∥Wi∥2 + ϵ
, ϵ = 10−9,

where ϵ is for numerical stability.

We computed the pairwise absolute cosine overlaps between all normalized vectors using batch-wise
computations for efficiency. The overlap between embedding vectors Wi and Wj is given by:

overlap(Wi,Wj) =

∣∣∣∣ Wi ·Wj

∥Wi∥2∥Wj∥2

∣∣∣∣ .
To handle large embedding matrices efficiently, overlaps were computed in batches (size of 8192
vectors).

We calculated two key statistics for the overlaps within each model:

• Mean Overlap: The average of absolute overlaps for all unique vector pairs:

mean_overlap =

∑
i<j overlap(Wi,Wj)

n(n− 1)/2

• Overlap Variance: Calculated as:

variance_overlap =

∑
i<j(overlap(Wi,Wj)−mean_overlap)2

n(n− 1)/2

From these values, we can calculate mean square overlaps as mean_overlap2 + variance_overlap.

The calculations were accelerated using GPU resources (CUDA-enabled) to efficiently handle
computations involving extremely large matrices.

Results including mean overlaps, variances, and matrix dimensions were recorded for comparative
analysis across model sizes and architectures.

The code is in overlap-0.py.

C.2 Evaluation loss

This experiment aims to evaluate multiple large language models (LLMs) efficiently using model
parallelism and dataset streaming techniques. The models were assessed on standard text datasets to
measure their predictive performance systematically.

Models were selected from Hugging Face and evaluated using a model-parallel setup:

• OPT series
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• Qwen2.5 series
• GPT-2 series
• Pythia series

We used the following publicly available datasets for evaluation:

• Wikitext-103: Standard English language modeling dataset.
• Pile-10k: A subset of The Pile, designed for diverse textual data.
• C4: Colossal Clean Crawled Corpus, containing large-scale web text.
• BookCorpus: Large-scale collection of books used for unsupervised learning.

Datasets were streamed directly, efficiently sampling 10000 text segments with a maximum sequence
length of 2048 tokens (∼ 2× 107 tokens).

Texts from datasets were tokenized using the respective model-specific tokenizers. Tokenization
involved truncation and manual padding to uniform batch lengths. Specifically, padding tokens were
assigned an ID of 0, and label padding utilized a special token (-100) to ensure they did not contribute
to loss computations.

Each model was loaded using Hugging Face’s AutoModelForCausalLM with model parallelism
enabled, allowing the evaluation of large models that exceed single-GPU memory limits. Evaluations
were conducted in batches, employing a DataLoader with a custom collate function for optimized
memory use.

The model’s predictive performance was assessed by computing loss values internally shifted by the
Hugging Face library, suitable for causal language modeling.

Model parallelism was implemented to efficiently distribute computations across multiple GPUs,
leveraging CUDA-enabled hardware.

For each model and each dataset, we run one evaluation and save the evaluation losses.

Random seeds and deterministic sampling ensured reproducible dataset selections, though explicit
seed settings were noted as commented options within the implementation.

Evaluation results, including loss metrics and potentially intermediate model states, were systemati-
cally stored for detailed post-analysis.

The code is in cali-1.py.

C.3 Token frequency

The purpose of this analysis is to compare token frequencies generated by different tokenizers
across several widely-used textual datasets. Understanding these frequencies helps in assessing the
representational capacity and efficiency of tokenizers used by various large language models.

We considered the same four datasets mentioned for LLM evaluation. And we use four different
tokenizers from the four model classes we evaluated.

Each tokenizer processed textual data from the specified datasets, streaming data directly to efficiently
handle large-scale inputs. A target of 1,000,000 tokens per tokenizer-dataset pair was set to ensure
sufficient statistical representativeness.

For each dataset-tokenizer combination:

1. Text samples were streamed directly from the datasets.
2. Text was tokenized without adding special tokens (e.g., EOS).
3. Token frequencies were counted and accumulated until the target token count (1 million

tokens) was reached.
4. Token frequencies were saved as JSON files for subsequent detailed analyses.

Token frequency data was systematically stored for each tokenizer and dataset combination, enabling
comparative analyses of token distributions. The data files provide foundational insights into tokenizer
efficiency and coverage across diverse textual domains.
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Figure 7: Row norm distributions for large toy models. There are 6 rows of panels. Rows 1 and 2
correspond to the power-law feature frequency. Rows 3 and 4 correspond to the exponential feature
frequency. Rows 5 and 6 correspond to the exponential feature frequency. In the two rows that
correspond to the same feature frequency, the upper row is at strong superposition and the lower one
is at weak superposition. The 8 columns from left to right correspond to different model dimensions
m from small to large.

The code is in token-freq-0.py.

D Figure details and supplementary results

Here, we show how to process the raw data obtained from toy models or LLMs to generate results
seen in the main text. Some supplementary analysis is also conducted to support the main text
arguments.

D.1 Figure 1

The toy models reported in Figure 1 are large toy models with data dimension n = 10240 explained
in Appendix B.1. After obtaining the final losses, we directly plot them with respect to the model
dimension m. Error bars are calculated as the standard deviation of losses over 100 batches. The
error bars are smaller than the dots (Figure 1, b and d).

When we are fitting the loss in log-log as a line, we choose the linear part to fit. If the loss versus
model dimension curve is obviously not a line, we fit the whole curve as a line and output the R2

value as a measure of how non-linear it is. Specifically, we fit the last five points for the power-law
decay feature case in the weak superposition regime (yellow data in Figure 1b). Other cases in the
weak superposition regime are fitted to a line with all data. In the strong superposition regime, when
feature frequency decreases as a power law or as a linear function, we fit the data as a line starting
from the third point (yellow and green in Figure 1d). And for exponential decay feature frequencies,
we fit all the data with a line. In the strong superposition regime, the measure model exponent αm are
close to 1: 1.01± 0.05 (exponential decay), 1.0± 0.1 (power-law decay), and 0.89± 0.05 (linear
decay).

The LLM data are copied from Figure 6b, with slope −0.91± 0.04 being close to 1 as well. We will
explain details about Figure 6 later.
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a b

c d

Figure 8: Large toy models agree with theoretical expectations. We use blue, yellow, and green for
exponential, power-law, and linear feature frequencies, respectively. Dots correspond to the weak
superposition regime, and squares to the strong superposition regime. (a) The fraction of represented
features is 1 for strong superposition, and is close to m/n (black dashed line). (b) The expected
number of activated but unlearned features well describes the loss at weak superposition. The dashed
line is where the actual loss is the same as the predicted one. (c) In the strong superposition regime,
the number of strongly represented features is much larger than m but bounded by some value around
m2/2. The slowly growing dashed line is m/n, and the fast growing dashed line is min{1,m2/2n}.
(d) The mean squared overlap of strongly represented features is close to κ2, which is close to 1/m,
given that the number of strongly represented features is much larger than m.

We also output the weight matrix W for these large toy models (Figure 7). They follow the same
pattern that in the weak superposition regime, row norms are bimodal and are either close to 0 or 1,
making 0.5 a good separation point for measuring how many features are represented. And in the
strong superposition regime, the row norms are distributed near 1, and 1 is a good separation point
for the two peaks, i.e., the peak greater than 1 refers to strongly represented features which are more
important, and the peak smaller than 1 corresponds to the weakly represented.

We can analyze the large toy model in the same way as what has been done in Figure 4 and 5. The
fraction of represented features ϕ1/2 is calculated, which is 1 in the strong superposition regime,
while it is close to m/n in the weak superposition regime (Figure 8a).

With the measured ϕ1/2, we can estimate the loss due to unlearned features, ⟨v2⟩
∑n

i=ϕ1/2n
pi. This

theoretical value agrees well with the actual loss in the weak superposition regime (Figure 8b).

In the strong superposition regime, the fraction of strongly represented features is calculated, agreeing
with the expectation that the number of strongly represented features is much larger than m but
bounded by some value around m2/2 (Figure 8c).

At the end, we see that the mean square overlap of the strongly represented is close to the characterized
value κ2 (Figure 8d), which scales as 1/m since the number of the strongly represented is much
larger than m.
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Figure 9: Rich scaling phenomena arise when we change the degree of superposition and data
structures. (a) In the same experiments (n = 10240) in Figure 1, where pi ∝ exp(−i/400) (blue),
pi ∝ 1/i1.2 (yellow), and pi ∝ n − i (green), we use γ = −1 to reach strong superposition and
γ = 0.1 for weak superposition. R-squared value of the fitting is used to measure how likely the
fitted part is a power law (Figure 10). R-squared values closer to 1 mean that the data are more
similar to a power law. We found that at strong superposition, power laws are robust across different
underlying feature distributions. Yet, at weak superposition, only power-law feature frequencies can
lead to power-law losses. (b) When changing superposition by weight decay and varying feature
frequency decay by α given pi ∝ 1/iα, we found roughly three distinct behaviors. For (b), n = 1000
and m = 10, 15, 25, 39, 63, 100.
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Figure 10: R squared values for fitting loss as a power law with model dimension. Data are from the
small toy models with data dimension n = 1000.

In Figure 1, we set weight decay γ = −1 to have strong superposition and γ = 0.1 to have weak
superposition. We compute R squared values from linear fits in log-log plots to quantify scaling
behavior, assessing how closely the loss follows a power law to model dimension. We can see that
at strong superposition, the losses are close to power laws, regardless of the underlying feature
frequencies, yet the loss is a power law at weak superposition if the feature frequency pi is a power
law with rank i (Figure 9a). For a systematic scan, we next set pi ∝ 1/iα and can vary the data
exponent α to change how fast pi decays consistently. Assuming a power-law form for the final test
loss, L ∝ 1/mαm , we extract the model exponent αm from the empirical fit. We fit the loss with a
power law in all cases. The fitted αm reveals how fast losses decay, even in the regime where the loss
should not be a power law. Roughly, three distinct patterns emerge: (1) under weak superposition
(positive γ, yellow box in Figure 9b), αm is small, indicating slow loss decay; (2) under strong
superposition and a wide range of small data exponents (red box), αm remains robustly near 1; (3)
for strong superposition with large data exponents (blue box), αm increases with α. By interpreting
these three patterns, we aim to understand when loss follows a power law with model dimension, and
what determines the exponent when it does.

Figure 9a reports the R2 values from the fitting, where the raw data comes from training large toy
models (Appendix B.1). When we are fitting the loss in log-log as a line, we choose the linear part to
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fit. If the loss versus model dimension curve is obviously not a line, we fit the whole curve as a line
and output the R2 value as a measure of how non-linear it is. Specifically, we fit the last five points for
the power-law decay feature case in the weak superposition regime (yellow data in Figure 1b). Other
cases in the weak superposition regime are fitted to a line with all data. In the strong superposition
regime, when feature frequency decreases as a power law or as a linear function, we fit the data as a
line starting from the third point (yellow and green in Figure 1d).

And from the raw data of small toy models (Appendix B.2), we can fit the model exponent αm

directly and plot it as a function of γ and α as in Figure 9b.

The fitting in Figure 9b does not care whether the loss versus model dimension curve is a power law
or not. We provide the R squared values for the fitting here (Figure 10). The closer R squared values
are to 1, the better the data can be thought to be a power law (a line in log-log plot). In the strong
superposition regime, the R squared values suggest the data are close to be power-law. While in the
weak superposition regime, data may not be power-law, especially when γ is too large. When α is
smaller than 1, it is not a power law in theory. The R squared values are not too small since the loss
decay is very slow, and a line in log-log plot is still a good approximation. When α > 1 and γ ≈ 1,
the number of represented features can be smaller than m or even non-increasing. Too large weight
decay still makes the configuration of the representation be in no superposition. However, it destroys
some feature representations that can exist, making the configuration far from the ideal case where m
features are represented. So, we may not see power laws when weight decay is too strong.

D.2 Figure 2

Figure 2 introduced the toy model and the concept of superposition without real data. The W matrix
we used to show superposition in Figure 2c is obtained by optimizing the square of off-diagonal terms
of the normalized W , i.e., each row is normalized to have norm 1 first.

D.3 Figure 3

In Figure 3, we reported results from the trained small toy models with data dimension n = 1000,
whose detailed hyperparameters are in Appendix B.2.

We showed results at data exponent α = 1 in Figure 3. The results are obtained at m = 100, γ = −1
for panel a, and at different m and γ for panel b. We showed that the more frequent features tend to
have larger norms or to be better represented. And the norm distribution is very bimodal. We here
show that it is true that the norm is around 1 or 0 for various α and model sizes m and degrees of
superposition (Figures 11 and 12). The fraction of represented, ϕ1/2, can be calculated directly.

Here, we provide the heat map of ϕ1/2 at different m as a function of α and γ (Figure 13). The pattern
is robust, suggesting weight decay is a good tool to change the degree of superposition regardless of
data properties and model sizes.

D.4 Sparsity does not affect scaling behaviors in our tests

We studied the effect of the number of expected activated features or activation density E, which was
set to 1. By fixing data exponent α = 1, which will be shown to be relevant to natural language, we
can scan different superposition degrees and activation densities. Since pi ≤ 1 is required, which is
equivalent to p1 ≤ 1, we have E ≤

∑n
i=1 1/i

α, setting the upper bound for our scanning. We found
that loss is approximately proportional to activation density E (Figure 14a). This fact suggests that
the power law exponent should not change, which we confirmed (Figure 14b). Under a controlled
superposition degree, activation density linearly increases loss and thus does not affect the scaling
exponents in our experiments.

Once obtaining the small toy models scanning activation density and keeping α = 1, we can plot the
loss as a function of activation density E in Figure 14. The linear fitting is also straightforward. We
chose one γ to show in the main text. Here, we present the whole picture that, with any weight decay
tested, the model exponent is robust to the change of activation density (Figure 15).
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Figure 11: Row norm distribution at weak superposition (γ = 0.55) shows that the rows either are
close to zero or have norm close to 1, making 0.5 a good separation. The 17 rows of panels from
top to down correspond to 17 α from 0 to 2. And the 6 columns from left to right correspond to
m = 10, 15, 25, 39, 63, 100.
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Figure 12: Row norm distribution at strong superposition (γ = −0.55) shows that the rows have
norm close to 1. And density at 1 is very low, making 1 a good separation point for two groups of row
norms. The 17 rows of panels from top to down correspond to 17 α from 0 to 2. And the 6 columns
from left to right correspond to m = 10, 15, 25, 39, 63, 100.
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Figure 13: Fraction of represented features as a function of γ (x-axis) and α (y-axis). The 6 columns
from left to right correspond to m = 10, 15, 25, 39, 63, 100. The colorbar is ϕ1/2 where purple means
1 and white means 0.
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Figure 14: Activation density does not affect scaling exponents in our tests. (a) Loss is roughly
proportional to activation density given the degree of superposition (m = 63, n = 1000). (b) So,
E will only affect the coefficient but not the exponent when considering the power law with model
dimension. We plot the evidence αm ≈ 1 at strong superposition.
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Figure 15: Model exponent is robust to activation density at different levels of superposition. The
colorbar encodes weight decay as in the main text. Error bars are standard errors.
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Figure 16: Fraction of strongly represented features (∥Wi∥2 > 1) at strong superposition (γ = −1) is
around min{1,m2/2n} (fast increasing dashed line), which is much larger than m (slowly increasing
dashed line). Colorbar means α as the main text.

D.5 Figure 4

In Figure 4a, we plot the raw losses from small toy model experiments (hyperparameters in Ap-
pendix B.2). The theoretical value of loss is approximated by an integral

∫ n

nϕ1/2
1/iαdi, which

is

L =


ϕ1−α
1/2 − 1

1− n1−α
n1−α, α ̸= 1,

−
lnϕ1/2

lnn
, α = 1.

(14)

To quantify how much the learned weight matrix deviates from the ideal no superposition structure,
we construct a reference matrix and compute a norm difference. Specifically, we first create an
n-by-n zero matrix called base, and then insert an identity matrix of size m in its top-left corner.
This padded identity matrix serves as a reference for the perfect recovery of the first m features. We
then compute the matrix product WWT from the learned weights and compare it to this reference
using the matrix 2-norm. The resulting value reflects the ambiguity or interference in the learned
representations. We store this norm in the ambiguity tensor at the location indexed by the current task
and model width. Given a weight decay and data exponent, we have 6 ambiguity values since we
have 6 m values. We calculate maximum ambiguity among these 6 models, and choose the 9 cases
with the smallest maximum ambiguity to plot in Figure 4b. One can see that when weight decay
is near 0.5, the models are closest to the ideal no superposition case where the first m features are
represented perfectly. Smaller weight decay may not be sufficient to eliminate superposition, and
larger weight decay can suppress features that, in principle, can be represented perfectly.

D.6 Figure 5

For convenience, based on the observation that the vector norms are bimodal around 1 in the strong
superposition regime, we define strongly represented features as those that have ∥Wi∥2 > 1, which
are more frequent and ETF-like, and weakly represented ones for those with ∥Wi∥2 < 1. We can
quantify the fraction of strongly represented as

ϕ1 = |{i : ∥Wi∥2 > 1}|/n, (15)

which significantly exceeds m/n and is around the ETF upper bound m2/2n (Figure 16). The group
of vectors ∥Wi∥2 with norm greater than 1 or the strongly represented features then roughly agree
with ETF properties: small variance, 1/m mean squared overlaps, and a limited number of vectors.

Figure 5 studies the results from small toy models (Appendix B.2) focusing on the strong superposition
regime. For the strongly represented fraction, ϕ1, we can directly compute based on the definition and
the obtained weight matrices. We showed a row norm distribution at m = 15, α = 1, and γ = −0.78
in Figure 5 panels a and b. Here, we provide more data to show that 1 is a natural separation point in
norm to determine which are strongly represented and which are weakly represented (Figure 12).
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Figure 17: The mean squared overlap over all the Wi vectors in the strong superposition regime
(γ = −1). Although the value may be higher than 1/m (the dashed line), the scaling is robustly 1/m.
Colorbar means α as the main text.

Once select the rows with norm greater than 1, we can calculate their mean and variance of squared
overlaps based on normalized rows Wi/∥Wi∥2 (Figure 5, c and d). We argue that after training, the
vectors will be more similar to ETFs than to random initialization. This is studied via the variance
of overlaps. ETFs, in theory, have zero variance. We find that the majority of the overlap variances
are much smaller than the random initialization, especially when features have similar frequencies,
which agrees with the expectation. The cases where the actual variance is greater than that of the
random vectors have large α, roughly correspond to the cases where αm deviates from 1 — ETF-like
configuration no longer dominates. This is intuitive that when α is too large, the heterogeneity of
overlaps will become large — it is better to let more frequent features occupy larger angle space. We
argue that the large variance at large α does not mean the configuration tends to be random, but tends
to be something more closely related to the frequency distribution of the features.

Our explanations based on the strongly and weakly represented features capture the basic trend that
when α is getting large, the more important features will have larger angle space and the loss decay
will be more related to the data exponent. However, this theory is oversimplified, where the strongly
represented all have small overlaps and the weakly represented all have large overlaps. The real
situation may be more like the angle occupied by one feature decreases continuously as the frequency
decreases. As suggested by Figure 5c, overlap variance within the strongly represented is greater
when α is larger. To be more precise about the overlap distribution as well as the exponent αm when
α is large, we cannot use simple theoretical expectations like ETFs but have to solve the toy model.

We also provide evidence that overlaps of all the vectors (Figure 17). We see that some of the mean
square overlaps are larger than 1/m instead of being on the line 1/m. However, all the mean values
follow 1/m scaling even for large α cases where the vectors are no longer isotropic. We emphasize
that for even frequencies and isotropic vectors, since squared overlaps scale as 1/m, the loss should
scale as 1/m.

After fitting αm of the trained small toy models (Appendix B.2), we plotted the αm corresponding to
the second to the fourth smallest weight decays in Figure 5e. We also copied from Figure 4b and
plotted the ideal weak superposition case in Figure 5e. One question we had is that if m2/2 is always
greater than n, in our analysis, all vectors can be strongly represented, what should αm be? We
trained the small toy models again as in Appendix B.2 but with m from 50 to 150. We found that in
the strong superposition regime, the αm is still around 1 when α is smaller than 1.5, and αm still
increases a little while smaller than 2(α−1) when α is larger than 1.5 (Figure 18). When m2/2n > 1
is always true, the vectors can be put into a configuration where all overlaps are small and scale
as

√
1/m, such that αm should be closer to 1. However, as mentioned before, our picture that the

strongly represented have nearly uniform absolute overlaps is oversimplified. In the real situation,
more frequent features have smaller or even faster decaying overlaps. Therefore, when α is too large,
a weighted sum of squared overlaps, weighting the more frequent features more, can decrease faster
than the average decaying speed 1/m. Again, we need to solve the toy model faithfully to uncover
the rigorous relation between αm and α and argue the robustness of αm from theory.
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Figure 18: Small toy models with m from 50 to 150 (such that m2/2 > n) in the strong superposition
regime yield similar αm around 1 when α is small and a slightly smaller αm (smaller than 2(α− 1))
when α is large. We copied Figure 5e and made the points transparent for comparison. The non-
transparent points are from small toy models with m from 50 to 150. αm = 1 is the horizontal line,
αm = 2(α− 1) is the fast increasing dashed line, and αm = α− 1 is the slowly increasing dashed
line. Error bars are standard errors. The colorbar encodes weight decay as in the main text.

Figure 19: Row norm distribution of the language model head of OPT-125M.

D.7 Figure 6

After obtaining the overlaps as described in Appendix C.1, we directly plot the raw data in Figure 6a.
The data are quite noisy, and we did not fit the data with a line.

We argued that the LLMs are in the strong superposition regime since all tokens are represented.
Figure 19 shows a typical row norm distribution of LLM (opt, 125M parameters [39]). We showed
the mean, minimum, and maximum row norms of all the LLMs studied in Figure 20. From the
non-zero minimum norms and the fact n≫ m, we confirm LLMs are in strong superposition. As
mentioned in the analysis in Appendix A.2, we argue that the row norm of LLMs should not depend
on m but controlled more by the intrinsic data property of language, which is also verified to be valid
(Figure 20).

We obtain the evaluation loss of each model on each dataset as described in Appendix C.2. We fit our
loss values by the formula,

L = Cm/mαm + L\m,

where Cm/mαm is universal and L\m is a constant depending on the dataset and model class. There
are in total 16 different L\m since we have 4 different model classes and 4 datasets. In our fitting
model, there are in total 18 parameters. We use Adam to minimize the mean square error between the
predicted loss by the above function and the real loss. All losses obtained are used in optimization.
The code is in nonlinearfit-3.ipynb.

We provide the raw data, losses, as a function of 1/m (Figure 21). The losses looks like a line with
1/m in one model class and with the same dataset. And the slope of the line seems to be universal.
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Figure 20: LLMs are in strong superposition based on the non-zero norms of the representation
vectors. (a) OPT models. (b) Qwen2.5 models. (c) GPT-2 models. (d) Pythia models. The dots with
error bars are mean values, and the error bar is the standard deviation of norms. Red small points
are the maximum values, and dark small points are the minimum values. The mean norm value as a
characteristic row norm does not depend on model size much as expected (Appendix A.2).
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Figure 21: Raw evaluation losses as a function of inverse model dimension.

These two points support us in proposing the formula above, where Cm/mαm is universal. The
intersections are different depending on the dataset and model class, corresponding to different L\m.

We obtained the token frequencies as described in Appendix C.3. Given the raw data, we sort
the token frequency and obtain the frequency-rank plot. We sample 1000 (this number does not
matter once it is large, 10000 gives the same result) points uniformly in the log10(Rank), and fit the
frequency-rank as a power law, or a line in log-log plot. Results show that the data exponent fitted α
is close to 1 regardless of the dataset or the tokenizer (Figure 22).

We study the relationship between model dimension m and model size N (number of parameters).
For the four open-sourced models we analyzed [39–42], we can see that N ∼ m3, especially when m
is large. If we fit the N -m relation by a power law while assuming a universal exponent but different
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Figure 22: Taking tokens as atomic features, their frequencies indeed follow a power law, and the
measured data exponent α is close to 1. The four rows from top to bottom correspond to four
tokenziers, Pythia, OPT, Qwen2.5, and GPT-2, respectively. And the four columns from left to right
correspond to four datasets analyzed, wikitext, C4, the Pile, and Bookcorpus, respectively.
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2.52±0.03

Figure 23: The model size is approximately a power law with model dimension. (a) The four model
classes we analyzed [39–42]. (b) The Chinchilla models [3].

coefficients depending on the model class, we obtain an exponent of 2.51 (Figure 23a). For the
Chinchilla model reported in [3], we find N is also close to a power law with the model dimension,
and the fitted exponent is 2.52± 0.03 (Figure 23b).
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