DREsS: Dataset for Rubric-based Essay Scoring on EFL Writing

Anonymous ACL submission

Abstract

Automated essay scoring (AES) is a useful tool
in English as a Foreign Language (EFL) writ-
ing education, offering real-time essay scores
for students and instructors. However, previ-
ous AES models were trained on essays and
scores irrelevant to the practical scenarios of
EFL writing education and usually provided a
single holistic score due to the lack of appropri-
ate datasets. In this paper, we release DREsS,
a large-scale, standard dataset for rubric-based
automated essay scoring. DREsS comprises
three sub-datasets: DREsSyew, DRESSs;q , and
DREsScase. We collect DREsSyew, a real-
classroom dataset with 1.7K essays authored
by EFL undergraduate students and scored
by English education experts. We also stan-
dardize existing rubric-based essay scoring
datasets as DREsSg.. We suggest CASE, a
corruption-based augmentation strategy for es-
says, which generates 20K synthetic samples of
DREsScasg and improves the baseline results
by 45.44%. DREsS will enable further research
to provide a more accurate and practical AES
system for EFL writing education.

1 Introduction

In writing education, automated essay scoring
(AES) can provide real-time scores of students’
essays to both students and instructors. For many
students who are hesitant to expose their errors to
instructors, the immediate assessment of their es-
says with AES can create a supportive environment
for self-improvement in writing skills (Sun and Fan,
2022). For instructors, AES models can ease the
time-consuming process of evaluation and serve
as a means to validate their assessments, ensuring
consistency in their evaluations.

AES systems can provide either a holistic or an
analytic view of essays, but rubric-based, analytical
scores are more preferred in the EFL writing educa-
tion domain (Ghalib and Al-Hattami, 2015). How-
ever, there is only a limited amount of rubric-based

‘ Content  Organization Language

DRESSNew | 1782 1,782 1,782
ASAP P7 1,569 1,569 1,569

ASAP P8 723 723 723

DREsSsya.  ASAP++ Pl 1,785 1,785 1,785
ASAP++ P2 1,800 1,800 1,800

ICNALE EE 639 639 639

DREsScase ‘ 3,924 15,696 981
Total | 12222 23,994 14,845

Table 1: Data statistics

datasets available for AES, and the rubrics are not
consistent in building generalizable AES systems.
Furthermore, AES datasets must be annotated by
writing education experts because the scoring task
requires pedagogical knowledge in English writ-
ing. To date, there is a lack of usable datasets for
training rubric-based AES models, as existing AES
datasets provide only overall scores and/or make
use of scores annotated by non-experts.

In this paper, we release DREsS, a large-scale
dataset for rubric-based essay scoring using three
key rubrics: content, organization, and language.
DRESsS consists of three datasets: 1) DREsSnew
with 1,782 essays from English as a foreign lan-
guage (EFL) learners and their scores assessed by
experts, 2) DREsSgyq. with 6,516 essays and scores
from existing datasets, and 3) DREsScasg with
20,601 synthetic essay samples. We standardize
and rescale existing rubric-based datasets to align
our rubrics. We also suggest CASE, a corruption-
based augmentation strategy for Essays, employ-
ing three rubric-specific strategies to augment the
dataset with corruption. DREsScasg improves the
baseline result by 45.44%.

2 Related Work

2.1 Holistic AES

ASAP Prompt 1-6 ASAP dataset ! is widely used
in AES tasks, involving eight different prompts.

"https://www.kaggle.com/c/asap-aes
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Six out of eight prompt sets (Prompt 1-6) have a
single overall score. This holistic AES includes
10K essay scoring data on source-dependent essay
(Prompt 3-6) and argumentative essay (Prompt 1-2).
However, these essays are graded by non-expert an-
notators, though the essays were written by Grade
7-10 students in the US.

TOEFL11 TOEFL11 (Blanchard et al., 2013) cor-
pus from ETS introduced 12K TOEFL iBT essays,
which are not publicly accessible now. TOEFL11
only provides a general score for essays in 3 levels
(low/mid/high), which is insufficient for building a
well-performing AES system.

Models The majority of the previous studies used
the ASAP dataset for training and evaluation,
aiming to predict the overall score of the essay
only (Tay et al., 2018; Cozma et al., 2018; Wang
et al., 2018; Yang et al., 2020). Enhanced Al Scor-
ing Engine (EASE)? is a commonly used, open-
sourced AES system based on feature extraction
and statistical methods. In addition, Taghipour
and Ng (2016) and Xie et al. (2022) released mod-
els based on recurrent neural networks and neural
pairwise contrastive regression (NPCR) model, re-
spectively. However, only a limited number pub-
licly opened their models and code, highlighting
the need for additional publicly available data and
further validation of existing models.

2.2 Rubric-based AES

ASAP Prompt 7-8 ASAP includes only two
prompts (Prompt 7-8) that are rubric-based. These
two rubric-based prompts consist of 1,569 and 723
essays for each respective prompt. The two prompt
sets even have distinct rubrics and score ranges,
which poses a challenge in leveraging both datasets
for training rubric-based models. These dataset
(Prompt 7-8) is also evaluated by non-expert anno-
tators, similar to ASAP Prompt 1-6.

ASAP++ To overcome the holistic scoring of
ASAP Prompt 1-6, Mathias and Bhattacharyya
(2018) manually annotated rubric-based scores on
those essays. However, most samples in ASAP++
were annotated by a single annotator, who is a non-
expert, including non-native speakers of English.
Moreover, each prompt set of ASAP++ has differ-
ent attributes or rubrics to each other, which need to
be more generalizable to fully leverage such dataset
for AES model.

2https://github.com/edx/ease

Content. Paragraph is well-developed and relevant to the
argument, supported with strong reasons and examples.

Organization. The argument is very effectively struc-
tured and developed, making it easy for the reader to
follow the ideas and understand how the writer is build-
ing the argument. Paragraphs use coherence devices
effectively while focusing on a single main idea.

Language. The writing displays sophisticated control
of a wide range of vocabulary and collocations. The
essay follows grammar and usage rules throughout the
paper. Spelling and punctuation are correct throughout
the paper.

Table 2: Explanation of rubrics

ICNALE Edited Essays ICNALE Edited Essays
(EE) v3.0 (Ishikawa, 2018) presents rubric-based
essay evaluation scores and fully edited versions of
essays written by EFL learners from 10 countries
in Asia. Even though the essays are written by EFL
learners, the essay is rated and edited only by five
native English speakers, non-experts in the domain
of English writing education. In addition, it is not
openly accessible and only consists of 639 samples.

Models The scarcity of publicly available rubric-
based AES datasets poses significant obstacles
to the advancement of AES research. There
are industry-driven services such as IntelliMet-
ric® (Rudner et al., 2006) and E-rater® (Attali and
Burstein, 2006; Blanchard et al., 2013), but none of
them are accessible to the public. In order to facili-
tate AES research in the academic community, it is
crucial to release a publicly available rubric-based
AES dataset and baseline model.

3 DREsS Dataset

We construct 1.7K samples of our newly released
DRE:sS dataset (§3.1), 2.9K standardized samples
of existing datasets (§3.2), and 20K synthetic sam-
ples augmented using CASE (§3.3). The detailed
number of samples per rubric is stated in Table 1.

3.1 Dataset Collection

Dataset Details DREsSn.y includes 1,782 argu-
mentative essays on 22 prompts, having 313.36
words and 21.19 sentences on average. Each sam-
ple in DRESS includes students’ written essay, es-
say prompt, rubric-based scores, total score, and a
test type (pre-test, post-test). The essays are scored
on a range of 1 to 5, with increments of 0.5, based
on the three rubrics: content, organization, and lan-
guage. We chose such three conventional rubrics
as standard criteria for scoring EFL essays, accord-
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ing to previous studies from the language educa-
tion (Cumming, 1990; Ozfidan and Mitchell, 2022).
Detailed explanations of the rubrics are shown in
Table 2. The essays are written by undergraduate
students whose TOEFL writing score spans from
15 to 21 and enrolled in EFL writing courses at a
college in South Korea from 2020 to 2023. Most
students are Korean and their ages span from 18
to 22, with an average of 19.7. During the course,
students are asked to write an in-class timed es-
say for 40 minutes both at the start (pre-test) and
the end of the semester (post-test) to measure their
improvements.

Annotator Details We collect scoring data from
11 instructors, who serve as the teachers of the
students who wrote the essays. All annotators are
experts in English education or Linguistics and are
qualified to teach EFL writing courses at a college
in South Korea. To ensure consistent and reliable
scoring across all instructors, they all participate in
training sessions with a scoring guide and norming
sessions where they develop a consensus on scores
using two sample essays. Additionally, there was
no significant difference among the score distribu-
tion of all instructors tested by one-way ANOVA
and Tukey HSD at a p-value of 0.05.

3.2 Standardizing the Existing Data

We standardize and unify three existing rubric-
based datasets (ASAP Prompt 7-8, ASAP++
Prompt 1-2, and ICNALE EE) to align with the
three rubrics in DREsS: content, organization, and
language. We exclude ASAP++ Prompt 3-6, whose
essay type, source-dependent essays, is clearly dif-
ferent from argumentative essays. ASAP Prompt
7 contains four rubrics — ideas, organization, style,
and convention — while Prompt 8 contains six
rubrics — ideas and content, organization, voice,
word choice, sentence fluency, and convention.
Both sets provide scores ranging from O to 3. For
language, we first create synthetic labels based on a
weighted average. This involves assigning a weight
of 0.66 to the style and 0.33 to the convention in
ASAP Prompt 7, and assigning equal weights to
voice, word choice, sentence fluency, and conven-
tion in ASAP Prompt 8. For content and organi-
zation, we utilize the existing data rubric (idea for
content, organization as same) in the dataset. We
then rescale the score of all rubrics into a range of
1 to 5. We repeat the same process with ASAP++
Prompt 1 and 2, which have the same attributes
as ASAP Prompt 8. Similarly, for ICNALE EE

dataset, we unify vocabulary, language use, and
mechanics as language rubric with a weight of 0.4,
0.5, and 0.1, respectively. In the process of consol-
idating the writing assessment criteria, we sought
professional consultation from EFL education ex-
perts and strategically grouped together those com-
ponents that evaluate similar aspects.

3.3 Synthetic Data Construction

We construct synthetic data for rubric-based AES to
overcome the scarcity of data and provide accurate
scores for students and instructors. We introduce a
corruption-based augmentation strategy for essays
(CASE), which starts with a well-written essay and
incorporates a certain portion of sentence-level er-
rors into the synthetic essay. In subsequent exper-
iments, we define well-written essays as an essay
that scored 4.5 or 5.0 out of 5.0 on each criterion.

n(S.) = |n(Sg) * (5.0 — x;)/5.0] (1)

n(S,) is the number of corrupted sentences in
the synthetic essay, and n(Sg) is the number of
sentences in the well-written essay, which serves
as the basis for the synthetic essay. x; denotes
the score of the synthetic essay. In this paper, we
generate synthetic data with CASE under ablation
study for exploring the optimal number of samples.

Content We substitute randomly-sampled sen-
tences from well-written essays with out-of-domain
sentences from different prompts. This is based on
an assumption that sentences in well-written essays
support the given prompt’s content, meaning that
sentences from the essays on different prompts con-
vey different contents. Therefore, more number of
substitutions imply higher levels of corruption in
the content of the essay.

Organization We swap two randomly-sampled
sentences in well-written essays and repeat this pro-
cess based on the synthetic score, supposing that
sentences in well-written essays are systematically
structured in order. The higher number of swaps
implies higher levels of corruption in the organiza-
tion of the essay.

Language We substitute randomly-sampled sen-
tences into ungrammatical sentences and repeat this
process based on the synthetic score. We extract
605 ungrammatical sentences from BEA-2019 data
for the shared task of grammatical error correction
(GEC) (Bryant et al., 2019). We define ungram-
matical sentences with the number of edits of the
sentence over 10, which is the 98th percentile. The



Model Fine-tuning Data | Content  Organization — Language | Total
gpt-3.5-turbo N/A 0.239 0.371 0.246 ‘ 0.307
EASE (SVR) DREsS - - - 0.360
NPCR (Xie etal, 2022)  DREsS ; - ; 0.507

DRESsSNew 0.414 0.311 0.487 0.471
BERT (Devlin et al., 2019) + DREsSg. 0.599 0.593 0.587 0.551
+ DRESsScase 0.642 0.750 0.607 0.685

Table 3: Baseline results of rubric-based automated essay scoring on DREsS (QWK score)

more substitutions, the more corruption is intro-
duced in the grammar of the essay. We set such
a high threshold for ungrammatical sentences be-
cause of the limitation of the current GEC dataset
that inherent noise may be included, such as erro-
neous or incomplete correction (Rothe et al., 2021).

4 Experimental Result

Table 3 shows the baseline results of rubric-based
AES on DREsS. Detailed experimental settings are
described in Appendix §A. We provide the baseline
results on DREsS using fine-tuned BERT (Devlin
et al., 2019), which is the model that most state-
of-the-art AES systems have leveraged. The same
experimental results with different PLMs are pro-
vided in Appendix §B, though Xie et al. (2022)
observed no significant improvements among vari-
ous pre-trained language models (PLMs) in AES.

Fine-tuned BERT exhibits scalable results with
the expansion of training data. In particular,
the model trained with a combination of our ap-
proaches outperforms other baseline models by
45.44%, demonstrating the effectiveness of data
unification and augmentation using CASE.

The results from existing holistic AES models
underscore the need to examine these models using
new datasets. EASE and NPCR reported the QWK
scores as 0.699 and 0.817 on ASAP, respectively.
However, the scores significantly decrease when
these models are trained and evaluated with DREsS
dataset. This result implies that EASE and NPCR
are not robust to different datasets. Additionally,
these models, which are trained with ASAP, are not
able to predict general rubric-based scoring.
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Figure 1: Ablation experimental results for CASE. 1444
is the number of synthetic data by each class per original

data among all classes.

Asking gpt-3.5-turbo to score an essay
achieved the worst performances among all, show-
ing high variances among the essays with the same
score. The detailed results for ChatGPT in different
prompt settings are provided in Appendix §C.

We perform an ablation study to find the optimal
number of CASE operations per each rubric. In
Figure 1, we investigate how the number of CASE
operations affects the performance over all rubrics
for ngug = {0.125,0.25,0.5,1,2,4,8}. CASE on
content, organization, and language rubrics show
their best performances on 0.5, 2, 0.125 of 1444,
generating a pair of synthetic essays and corre-
sponding scores in 4.5, 18, 1.125 times, respec-
tively. We suppose that the detailed augmentation
strategies for each rubric and the small size of the
original data affect the optimal number of CASE
operations. Organization, where corruption was
made within the essay and irrelevant to the size of
the original data, showed the highest n4,4. Con-
tent, where the corrupted sentences were sampled
from 874 well-written essays with 21.2 sentences
on average, reported higher n,,, than language,
where the corrupted sentences were sampled from
605 ungrammatical sentences.

5 Conclusion

We release the DREsS, a large-scale, standard
rubric-based essay scoring dataset with three sub-
sets: DRESSnew, DREsSsiq, and DRESScask.
DREsSnew 1s the first reliable AES dataset with
1.7K samples whose essays are authored by EFL
undergraduate students and whose scores are an-
notated by instructors with expertise. According
to previous studies from language education, we
also standardize and unify existing rubric-based
AES datasets as DREsSgy.. We finally suggest
CASE, corruption-based augmentation strategies
for essays, which generates 20K synthetic samples
and improves the baseline result by 45.44%. This
work aims to encourage further AES research and
practical application in EFL education.



Limitations

Our research focuses on learning English as a for-
eign language because there already exist datasets,
and the current language models perform the best
for English. There are many L2 learners of other
languages whose writing classes can also benefit
from AES. Our findings can illuminate the direc-
tions of data collection, annotation, and augmenta-
tion for L2 writing education of other languages as
well. We leave that as future work.

Our DREsS dataset is collected through the EFL
writing courses from a college in South Korea, and
most of the essays are written by Korean EFL stu-
dents. EFL students in different cultural and lin-
guistic backgrounds might exhibit different essay-
writing patterns, which might affect the distribution
of scores and feedback. We suggest a further exten-
sion of collecting the DRESsS dataset from diverse
countries.

Our augmentation strategy primarily starts from
well-written essays and generates erroneous essays
along with corresponding scores; therefore, this
approach faces challenges in synthesizing well-
written essays. However, we believe that well-
written essays can be reliably produced by LLMs,
which have demonstrated strong capabilities in gen-
erating high-quality English text.

Ethics Statement

We expect that this paper will make a significant
contribution to the application of NLP for good,
particularly in the domain of NLP-driven assis-
tance in EFL writing education. All studies in this
research project were conducted with the approval
of our institutional review board (IRB). To prevent
any potential impact on student scores or grades,
we requested students to share their essays only
after the end of the EFL courses. We also acknowl-
edged and addressed the potential risk associated
with releasing a dataset containing human-written
essays, especially considering privacy and personal
information. To mitigate these risks, we plan to
1) employ rule-based coding and 2) conduct thor-
ough human inspections to filter out all sensitive
information. Additionally, access to our data will
be granted only to researchers or practitioners who
submit a consent form, ensuring responsible and
ethical usage.
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Appendix
A Experimental Settings

We split our data into train/dev/test with 6:2:2 ra-
tio with a seed of 22. The AES experiments were
conducted under GeForce RTX 2080 Ti (4 GPUs),
128GiB system memory, and Intel(R) Xeon(R) Sil-
ver 4114 CPU @ 2.20GHz (20 CPU cores) with
hyperparameters denoted in Table 4.

Hyperparameter Value
Batch Size 32
Number of epochs 10
Early Stopping Patience 5
Learning Rate 2e-5
Learning Rate Scheduler  Linear
Optimizer AdamW

Table 4: Model configuration

B Rubric-based AES with Different LMs

Model ‘ Content Organization Language ‘ Total
BERT (2019) | 0414 0311 0487 | 0.471
Longformer (2020) | 0.409 0.312 0.475 0.463
BigBird (2020) 0.412 0.317 0.473 0.469
GPT-NeoX (2022) 0.410 0.313 0.446 0.475

Table 5: Experimental results on rubric-based AES with
different fine-tuned LMs

Experimental results of rubric-based AES with dif-
ferent LMs are provided in Table 5, showing no
significant difference among different LMs. Xie
et al. (2022) also observed that leveraging different
LMs has no significant effect on AES performance,
and most state-of-the-art AES methods have lever-
aged BERT (Devlin et al., 2019).

C Rubric-based AES with ChatGPT

Prompt ‘ Content Organization Language ‘ Total

(A) 0.320 0.248 0.359 0.336
(B) 0.330 0.328 0.306 0.346
© 0.357 0.278 0.342 0.364
D) 0.336 0.361 0.272 0.385

Table 6: Rubric-based quadratic weighted kappa (QWK)
scores of ChatGPT (gpt-3.5-turbo, temperature: 0)
with diverse prompts.

(A): standard zero-shot prompting, (B): 2-shot prompt-
ing, (C): zero-shot with rubric explanation (D): zero-
shot with feedback generation.

Q. Please score the essay with three rubrics: con-
tent, organization, and language.

### Answer format: {content: score[x], organi-
zation: score[y], language: score[z]}

score = [1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0]
Please answer only in the above dictionary for-
mat, without feedback.

### prompt: <essay prompt>

(A)

### essay: <student’s essay>

A:

Q. Please score the essay with three rubrics: con-
tent, organization, and language.

### Answer format: {content: score[x], organi-
zation: score[y], language: score[z]}

score =[1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0]
Please answer only in the above dictionary for-
mat, without feedback.

### 1-shot example:

### 2-shot example:

### prompt: <essay prompt>

(B)

### essay: <student’s essay>

A:

Q. Please score the essay with three rubrics: con-
tent, organization, and language.

<three rubrics explanation>

### Answer format: {content: score[x], organi-
zation: score[y], language: score[z]}

score =[1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0]
(C) | Please answer only in the above dictionary for-
mat, without feedback.

### prompt: <essay prompt>

#i## essay: <student’s essay>

A:

Q. Please score the essay with three rubrics: con-
tent, organization, and language.

### Answer format: {content: score[x], or-
ganization: scorely], language: score[z], con-
tent_fbk: chatgpt_con_fbk, org_fbk: chat-
gpt_org_fbk, lang_fbk: chatgpt_lang_fbk}
score = [1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0]
Please answer only in the above dictionary for-
mat, with feedback.

### prompt: <essay prompt>

D)

### essay: <student’s essay>

A:

Table 7: Different prompts for ChatGPT to get rubric-
based scores. Refer to Table 6 for descriptions of setting
(A)—(D).



Table 6 shows AES results of ChatGPT with dif-
ferent prompts described in Table 7. Considering
the substantial length of the essay and feedback,
we were able to provide a maximum of 2 shots for
the prompt to gpt-3.5-turbo. To examine 2-shot
prompting performance, we divided the samples
into two distinct groups and computed the aver-
age total score for each group. Subsequently, we
randomly sampled a single essay in each group,
ensuring that its total score corresponded to the
calculated mean value.
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