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Abstract

Large language models (LLMs) are highly001
adept at question answering and reasoning002
tasks, but when reasoning in situational con-003
text, human expectations vary depending on004
the relevant cultural common ground. As lan-005
guages are associated with diverse cultures,006
LLMs should also be culturally-diverse rea-007
soners. In this paper, we study the ability of008
a wide range of state-of-the-art multilingual009
LLMs (mLLMs) to reason with proverbs and010
sayings in a conversational context. Our exper-011
iments reveal that: (1) mLLMs “know” lim-012
ited proverbs and memorizing proverbs does013
not mean understanding them within a con-014
versational context; (2) mLLMs struggle to015
reason with figurative proverbs and sayings,016
and when asked to select the wrong answer017
(instead of asking it to select the correct an-018
swer); and (3) there is a “culture gap” in019
mLLMs when reasoning about proverbs and020
sayings translated from other languages. We021
construct and release our evaluation dataset022
MAPS (MulticulturAl Proverbs and Sayings)023
for proverb understanding with conversational024
context for six different languages.025

1 Introduction026

Large language models (LLMs) have achieved im-027

pressive results on question answering and reason-028

ing tasks (Radford et al., 2019; Brown et al., 2020;029

Ouyang et al., 2022a, inter alia). However, when030

reasoning in situational context, human expecta-031

tions may vary cross-culturally (Thomas, 1983,032

i.e., the pragmatic failure, the inability to under-033

stand ‘what is meant by what is said’) and depend034

on the knowledge of the relevant cultural common035

ground (i.e., the shared knowledge based on which036

people within a culture reason and communicate,037

including concepts, common sense, etc. Hersh-038

covich et al., 2022). Understanding of such com-039

mon ground in a cross-lingual setting is specif-040

ically understudied in NLP (Hershcovich et al.,041
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Question: What does the person 
mean by the proverb?
Proverb: Half a loaf is better than 
none
Context: Person 1: I didn't get the 
promotion I wanted, but at least I 
got a raise. Person 2: Of course, 
half a loaf is better than none.
Choices: A: A raise is better than 
nothing. B: A raise is worth 
nothing. 
Answer:

✔ 

❌

Half a loaf 
is better 
than none

Rebung tidak 
jauh dari 
rumpunnya

授人以鱼不如
授人以渔

Person 1: I didn't get the 
promotion I wanted, but at 
least I got a raise. Person 2: 
Of course, half a loaf is 
better than none.

A proverb can be used 
in conversations

Figure 1: Proverbs are fixed expressions used by dif-
ferent cultures. We collect proverbs from six lan-
guages (top) and their usage within conversational con-
texts. We evaluate mLLMs with a binary-choice in-
ference task in the conversational context that contains
proverbs (bottom).

2022) and neglected in existing LLM literature. 042

As languages and cultures are intertwined (Kram- 043

sch, 2014; Hovy and Yang, 2021), it is crucial for 044

models that serve all communities to be able to 045

reason and communicate in a relevant way. 046

For these reasons, we focus on studying cul- 047

tural common ground understanding of multilin- 048

gual LLMs. Several questions arise: (1) Do 049

mLLMs embed knowledge of cultural common 050

ground, and does this knowledge affect their rea- 051

soning performance? (2) Can mLLMs reason in 052

contexts that require an understanding of cultural 053

common ground? and (3) Can mLLMs reason 054

cross-culturally (i.e., about another culture’s cul- 055
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tural common ground, after translating into the056

same language) and are there gaps in the cultural057

knowledge (a “cultural gap”)?1058

In order to answer the above questions, we need059

to assess mLLMs using fixed, culturally-diverse060

expressions in multiple languages, that are also061

used flexibly in situational contexts. Fixed expres-062

sions are particularly important for evaluating the063

memorization of cultural common ground knowl-064

edge of LLMs. However, prior work focusing on065

multicultural concepts such as MaRVL (Liu et al.,066

2021, which is in multimodal) or MABL (Kabra067

et al., 2023) do not contain fixed expressions.068

Proverbs and sayings (such as the ones illus-069

trated in Figure 1) are fixed expressions that con-070

vey traditional wisdom, sometimes viewed as a071

form of folk literature, and grounded in living ex-072

perience and social-cultural context (White, 1987;073

Mieder, 2004; Honeck, 2013). While different074

proverbs may emerge for different cultures, the075

underlying meaning of proverbs usually expresses076

universal human experiences. Yet, their literal ex-077

pression and interpretation can vary from culture078

to culture (Honeck, 2013).079

For example, the English proverb The apple080

doesn’t fall far from the tree — means a child081

grows up to resemble his/her parents. While a082

plain version like father like son exists in many083

cultures, this proverb has a similar variant Rebung084

tidak jauh dari rumpunnya “Bamboo shoots are085

not far from the clump” in Indonesian, and 龙生086

龙，凤生凤，老鼠的儿子会打洞 “the dragon087

begets the dragon, the phoenix begets the phoenix,088

the son of a rat can make a hole” in Chinese. Of089

course, not all proverbs have parallels in different090

languages, as they are often culturally dependent.091

Furthermore, proverbs are used in writing or092

conversational settings to offer advice, make argu-093

ments, or console others. A proverb’s interpreta-094

tion depends on the context (Mieder, 2004) it is095

used in and is often figurative, where the inter-096

preted meaning does not entail the literal meaning.097

This makes them the ideal devices for studying the098

ability of LLMs to reason in situational contexts.099

Hence, in this paper, we propose to use proverbs100

and sayings as a proxy for studying culturally101

1Reasoning with cultural common ground may be inde-
pendent of language. For example, communications among
different cultural groups within a multi-cultural country, or
communication between L1/L2 speakers of a language where
the L2 speaker has acquired the grammatical competence but
not the cultural or pragmatic competence.

diverse reasoning. In particular, we study (1) 102

Do mLLMs know the proverbs and how well do 103

mLLMs memorize them? (2) Can mLLMs choose 104

the correct interpretation of a proverb given a sit- 105

uational context? and (3) Can mLLMs reason 106

cross-culturally and are there cultural gaps in the 107

interpretation of proverbs cross cultures? 108

We first present a dataset, MAPS (MulticulturAl 109

Proverbs and Sayings). The dataset consists of a 110

collection of proverbs and sayings, an inference 111

task for interpreting the meaning of proverbs in sit- 112

uational contexts (i.e., conversations), and binary 113

labels indicating if the proverb is figurative. The 114

dataset covers six languages with geographical di- 115

versity: English, German, Russian, Bengali, Chi- 116

nese, and Indonesian. 117

We design a suite of experiments with MAPS 118

for a wide range of open source state-of-the-art 119

mLLMs. We find that mLLMs do possess knowl- 120

edge of proverbs and sayings to varying degrees 121

(significantly biased toward English and Chinese), 122

and the amount of knowledge scales with model 123

size. Through our inference task, we also find 124

that the memorization of proverbs does not indi- 125

cate better reasoning ability with proverbs, and 126

figurative proverbs are more difficult for mLLMs 127

to reason about in many languages. On the abil- 128

ity of mLLMs to reason cross-culturally with cul- 129

tural common ground, we find that significant cul- 130

tural gaps exist when reasoning with translations. 131

Our results indicate that despite the apparent mul- 132

tilingual reasoning abilities of mLLMs, further re- 133

search to improve the cultural-diversity (in terms 134

of cultural common ground) of mLLMs is needed. 135

To summarize, our contributions are: 1) we pro- 136

vide an analysis of the ability of a wide range 137

of state-of-the-art open-source mLLMs to rea- 138

son with cultural common ground, through the 139

lens of proverbs and sayings; 2) We disentan- 140

gle the effects of memorization versus reasoning 141

with proverbs and sayings, and reveal culture gaps 142

in mLLMs; and 3) We construct a multicultural 143

dataset of proverbs and sayings for six different 144

languages with multiple levels of annotations. 145

2 Related Work 146

Prior work has evaluated LLMs’ ability for ab- 147

stract reasoning (Ghosh and Srivastava, 2022, rec- 148

ognize proverbs from short stories) in English and 149

assessed the models’ ability for matching proverbs 150

across three languages (BIG-bench authors, 2023, 151
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with a small evaluation set). To the best of our152

knowledge, MAPS is the largest multilingual dataset153

that focuses on proverbs and sayings, with conver-154

sational contexts and an inference task.155

MABL (Kabra et al., 2023) is a task similar to156

ours, but focuses on multicultural novel metaphors157

understanding and cross-lingual transfer. It is less158

suitable to studying memorization vs. reasoning159

and does not study reasoning within a conversa-160

tional context. Ruis et al. (2022) and Hu et al.161

(2023) use conversational context to study prag-162

matic reasoning in English LLMs and the identifi-163

cation of parallels between human and models, re-164

spectively. However, they provide limited insights165

beyond English. While we also use conversational166

context in our work, we focus on cultural common167

ground and multilingual aspects of mLLMs (with168

a larger dataset).169

Finally, Haviv et al. (2023) aims to understand170

the memory-retrieval mechanism in LLMs with171

English idioms, which is a different in goals from172

this work.173

3 MAPS - MulticulturAl Proverbs and174

Sayings175

To help investigate our proposed research176

questions, we first present MAPS — a dataset177

of proverbs across six geographically and178

topologically-diverse languages. MAPS consists179

of: (1) proverbs and sayings, (2) conversational180

usages as context, (3) interpretations of proverbs181

(one correct, one wrong), and (4) labelling of182

whether the usage of the proverb is figurative183

or not (data examples in Table 2, Figure 6 in184

Appendix A.6 illustrates the annotation process).185

3.1 Dataset Creation186

Language Choices. We chose six languages for187

this dataset: English, German, Russian, Bengali,188

Chinese, and Indonesian. Several factors where189

considered when choosing the languages, includ-190

ing geographical diversity such as Eastern vs.191

Western (to increase the potential concept diver-192

sity), topological diversity, and resource availabil-193

ity (high-resource vs. lower-resource).194

Proverbs and Sayings. We collect all proverbs195

and sayings (along with explanations) from Wik-196

iquote2 and Wiktionary.3 Bengali has a signif-197

icantly higher quantity of proverbs compared to198

2https://en.wikiquote.org/
3https://www.wiktionary.org/

other languages, thus, we perform a random sub- 199

sampling of the proverbs for annotation to keep the 200

final data roughly balanced. 201

Conversational Context. While proverbs and 202

sayings are self-contained, they are typically used 203

in conversations and writing to offer advice or con- 204

sole others. In order to investigate the ability of 205

mLLMs to reason with proverbs, next we created 206

short conversations that use proverbs (i.e., conver- 207

sational context for the inference task). 208

To aid the data creation process, we use a 209

human-model hybrid approach (i.e., model-in-the- 210

loop), inspired by the recent work (Chakrabarty 211

et al., 2022; Liu et al., 2023). We first use GPT3.5 212

(gpt-3.5-turbo-0301; a sibling model of Ouyang 213

et al., 2022b) by prompting it with fixed templates 214

to generate the seed conversational context (see 215

Appendix B for the model templates).4 Next, we 216

ask two or more native speakers (experts or crowd, 217

with least one expert per language) to either ac- 218

cept the model-created conversation, or write a 219

new conversation if the human thinks the usage of 220

the proverb is flawed. 221

In the final dataset, the conversational con- 222

texts for English, Chinese, Russian, and Bengali 223

were completely re-written,5 whereas for Indone- 224

sian and German, 22% and 20.5% of the original 225

model-generated contexts were retained (the dif- 226

ference is probably due to variations in individual 227

annotator preferences). 228

Interpretation of Proverbs in Context. We for- 229

mulate this part as an inference task (following Liu 230

et al., 2022). We ask annotators to create one cor- 231

rect answer and one wrong answer to the following 232

question based on the conversational context: 233

What does the person mean by {proverb}? 234

Additionally, we also label the proverb if the 235

interpretation is figurative (i.e., the interpreted 236

meaning of the proverb is different from the ex- 237

pressed literal meaning).6 238

4The conversational contexts are in each perspective lan-
guage, except for Russian and Bengali where the contexts are
in English due to quality issues. For Russian and Bengali, the
contexts are written in English first, then machine translated
and fixed by native speakers for two rounds.

5The model has significant trouble in creating relevant
context when the proverb is figurative. Anecdotally, human
annotators found that the machine-generated context is help-
ful as a ‘prompt’, which helped to speed up the re-writes.

6“An apple a day keeps the doctor away” is a literal
proverb that is advocating for apple consumption. “The apple
doesn’t fall far from the tree” is a figurative proverb where the
literal meaning is about apples and a natural phenomenon,
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Lang Code #Data (Test Size) Class†

English En 424 (394) 5
Chinese Zh 364 (334) 5
German De 364 (334) 5
Russian Ru 420 (390) 4
Bengali Bn 370 (340) 3
Indonesian Id 371 (341) 3

Table 1: Dataset statistics. †: language class identified
in Joshi et al. (2020), where 5 means the language is
resource-rich.

Quality Control. Finally, we sampled 100 con-239

versational contexts with their answers from each240

language. Then, we asked a separate set of native241

speakers to ensure the data quality for (1) correct242

usage of the proverb (i.e., the context is correct),243

and (2) correct answers for interpreting the mean-244

ing. Sometimes, it is possible to have more than245

one interpretation of a proverb given the context.246

We asked the native speakers to score the answers247

as correct as long as the answers aligned with one248

possible interpretation.249

The final dataset consists of 2313 proverbs with250

conversational context. The statistics for each lan-251

guage are in Table 1 (with additional data statis-252

tics, in Table 7 in Appendix A). We further split253

the data for each language into a test set and a few-254

shot train-dev set (30 randomly-selected examples255

each). Table 2 shows examples from our dataset.256

3.2 Analysis of MAPS257

Proverbs and sayings are cultural artifacts and258

reflect embodied experiences, which contain di-259

verse concepts often grounded with respect to real-260

world objects and experiences.261

For instance, dairy product concepts (milk,262

cheese, yogurt etc.) exist in different languages263

but not in Chinese, whereas concepts that are sym-264

bolically meaningful in Chinese culture like drag-265

ons or phoenixes exist in the dataset. To illus-266

trate this, we select interesting food items and ani-267

mals from the final dataset (details in Table 5, Ap-268

pendix A.2). From the data, we see for example269

that the tiger is a relatively important concept for270

Eastern cultures, whereas the lion is more impor-271

tant for Western cultures. Furthermore, we cat-272

egorized the concepts in 100 sampled figurative273

proverbs in English, Chinese and Indonesian (see274

details in Appendix A.3, Figure 7). We observe275

whereas the actual meaning of the proverb is about a child
growing up to resemble his/her parents.

Figure 2: Visualizing proverbs embeddings using ker-
nel density estimation (KDE).

that Indonesian has a lot more proverbs and say- 276

ings that use animals and elements in the nature 277

than English. 278

We further encode the proverbs (without 279

contexts) using multilingual sentence embed- 280

dings (Feng et al., 2022, LaBSE) and plot the em- 281

beddings with Kernel Density Estimate (KDE) (af- 282

ter dimensionality reduction to two components 283

using tSNE van der Maaten and Hinton, 2012) to 284

show the distinctiveness and connections between 285

proverbs across different languages and cultures 286

in Figure 2, which further illustrates that proverbs 287

and sayings are culturally-diverse. 288

From Figure 2, we see that the embedding dis- 289

tributions are interestingly ordered from the West 290

to the East. Indonesian proverbs have some over- 291

lap with English, probably due to the use of the 292

Latin script and influences of foreign languages 293

due to historical context. Chinese and Bengali 294

proverbs are relatively distinct from the Western 295

languages. Additional details for the KDE plot in- 296

terpretation are in Appendix A.5. 297

4 Experimental Setup 298

We perform zero-shot evaluations and keep all 299

prompt templates in English (on the test set), as 300

previous studies show better performance with En- 301

glish prompts on mLLMs (Lin et al., 2022; Scao 302

et al., 2022; Muennighoff et al., 2023).7 303

Models. We experiment with the following open 304

source state-of-the-art multilingual models: (1) 305

masked LMs: XLM-R (355m, 3.5B, Conneau 306

et al., 2020); (2) encoder–decoder LMs: mT0 307

(580m, 3.7B, 13B, multitask and instruction 308

tuned, Muennighoff et al., 2023); and (3) Causal 309

7For completeness, we also provide additional baselines
using MAPS for cross-lingual transfer and few-shot evaluation
in Appendix C and Appendix D.5.
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Lang Proverb Context Choices & Answer

Zh
授人以鱼不
如授人以渔
(figurative)

A:你可以帮我做这个项目吗？B:当然可以，但是
我觉得“授人以鱼不如授人以渔”。
(A: Can you help me with this project? B: Of
course, but I think "it is better to teach a
man fishing than to give him fish".)

A: B想帮A做项目而不是教A做项目。
(B wants to help A with the project instead
of teaching A to do the project.)
B: B想教A做项目而不是帮A做项目。
(B wants to teach A to do the project
instead of helping A to do the project.)
Answer: B

Id

Nasi sudah
menjadi
bubur
(figurative)

Orang 1: Bagaimana reaksi bos-mu setelah kamu men-
gakui kesalahanmu? Orang 2: Kurang baik. Saya sudah
mencoba menjelaskan alasan saya berbuat begitu, tetapi
saya tetap diberi sangsi. Nasi sudah menjadi bubur.
(Person 1: How did your boss react after you
admitted your mistake? Person 2: Not good.
I’ve tried to explain why I did this, but I’m
still being penalized. The rice has become
porridge.)

A: Orang 2 tidak dapat melakukan apapun untuk
mengubah reaksi bos.
(Person 2 can do nothing to change the
boss’s reaction.)
B: Orang 2 masih bisa mengubah reaksi atasan.
(Person 2 can still change the boss’s
reaction.)
Answer: A

Table 2: Examples from selected languages (examples for all languages in Table 8, Appendix A.6).

LMs: BLOOMZ (560m, 3B, 7.1B, Muennighoff310

et al., 2023), and XGLM (564m, 2.9B, 7.5B, (Lin311

et al., 2022)). Most of the models cover all 6 lan-312

guages in MAPS except BLOOMZ, which is de-313

rived from BLOOM (Scao et al., 2022) and does314

not cover Russian or German. In addition, despite315

being primarily an English model, Llama-2 (Tou-316

vron et al., 2023, Causal LM) has some multilin-317

gual capabilities. As a result, we decided to in-318

corporate two Llama-2 models (7B, 13B) in our319

studies.8320

Memorization Evaluation. Following previous321

work in assessing data memorization (Magar and322

Schwartz, 2022; Haviv et al., 2023; Carlini et al.,323

2023, 2021), we mask out the last word of each324

proverb and prompt the mLLMs to complete the325

proverb with templates in Table 9, Appendix B.326

For the memorization task, let ti ∈ T be a327

prompt template, and let qj be a proverb with328

n words where qj ≜ {w1, w2 · · ·wn}. We re-329

move the last word wn for non-MLM models, if330

the LM generates (greedily) a string that starts331

with the missing token, or the entire proverb is332

a sub-string of generated string, then we count333

the model as having memorized the proverb. For334

the MLM model, we mask out the last word335

with ‘<mask>’ and do predictions (i.e., w =336

argmaxwn∈V P (wn|Ti; q̂j), where q̂j is a proverb337

with mask token, and V is the vocabulary).338

As the zero-shot prompting results are highly339

sensitive to the input patterns, we create 5 differ-340

8While larger models exist, we chose these models due to
computational constraints. We can already see differences in
performance at these model sizes.

Question: What does the person mean by the
proverb?
Proverb: <proverb>
Context: <context>
Choices: A: <answer 1> B: <answer 2>
Answer:

Table 3: Zero-shot testing template, where the coloured
part is the template.

ent prompt patterns (Table 9, Appendix B), and 341

take the union of memorized examples among 5 342

patterns as the memorization accuracy. 343

Reasoning Evaluation. For the inference task, 344

we compute the correct answer by comparing log- 345

its of the two answer candidates (‘A’ or ‘B’) as in 346

Lin et al. (2022). In particular, we use the prompt 347

template tr for this task (as in Table 3) and com- 348

pute P (tr; qi; ‘A’) and P (tr; qi; ‘B’) and pick the 349

larger one as the correct answer. For the MLM 350

model, we compare the prediction logits of the an- 351

swer candidates. 352

5 Results and Discussion 353

5.1 Knowledge of Proverbs 354

— A little knowledge is a dangerous thing. 355

Since proverbs are fixed expressions, success- 356

fully completing a proverb with greedy decoding 357

likely means that the model has seen the proverb 358

during pre-training. While it is possible that the 359

proverbs in training data appears alone without 360

any contextual usage or explanation, we consider 361
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(a) Memorization of proverbs in different languages.
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(b) Zero-shot results of proverbs understanding with context.

Figure 3: Performance of mLLMs on the proposed MAPS dataset. The number of parameters is in millions.

such an occurrence to be unlikely.9 Hence, we362

make the assumption that memorization of the363

fixed expression also correlates with LLMs having364

embedded knowledge of the usage or meaning.365

Figure 3a shows the results of proverb mem-366

orization, which (unsurprisingly) improves with367

model size. While XLM-R, XLGM, and mT0368

cover all of the languages in our dataset, they369

don’t score particularly well in memorization of370

proverbs in a single language. All models exhibit371

disparities in memorization across all languages,372

and these disparities are particularly pronounced373

in the case of Indonesian, Bengali, and Russian,374

which are lower-resource languages. These dis-375

parities are potentially due to data exposures, as376

we don’t find any significant attribution, such as377

well-known versus less well-known, long versus378

short, or figurative versus non-figurative proverbs,379

by analyzing the memorized proverbs.380

5.2 Reasoning of Proverbs with381

Conversational Context382

— All that glitters is not gold.383

While many models embed knowledge about384

proverbs, it is unclear if memorization translates385

to better reasoning with proverbs given the con-386

text. Next, we assess the models using our infer-387

ence task.388

9Webpages such as this https://en.wiktionary.org/
wiki/no_pain,_no_gain exist in the training data for
LLMs.

Memorization does not indicate ability to rea- 389

son with proverbs. We prompt models with the 390

pattern in Table 3 and plot the accuracy across lan- 391

guages in Figure 3b. In general, the bigger the 392

model is, the better it performs on the inference 393

task (i.e., the ability emerges with scale). 394

Overall, comparing the memorization curve and 395

reasoning curve of mT0, XGLM and XLM-R, 396

we observe that memorization does not indicate 397

the ability to reason with proverbs in our experi- 398

ments. In fact, model architecture has little effect 399

(as BLOOMZ and Llama-2 are Causal LMs, and 400

mT0 is an encoder-decoder model). 401

Since we know which proverbs are memorized 402

from the previous experiments, we further break 403

down the results into memorized vs. not memo- 404

rized proverbs for the 3 best-performing models in 405

English and Chinese (in Table 11, Appendix D.1). 406

The benefit of memorization is evident in En- 407

glish, and shows inconsistency for Chinese (which 408

aligned with observations for other languages in 409

Figure 3b). 410

One possible explanation for the task not being 411

heavily dependent on memorization is that con- 412

textual information aids inference, and the model 413

may implicitly learn other culturally-relevant in- 414

formation from the training data during pre- 415

training. Consequently, this suggests that LLMs 416

may prioritize contextual information over mem- 417

ory retrieval when both are available. However, 418

such a hypothesis requires rigorous study, which 419

we will leave as future work. 420

6

https://en.wiktionary.org/wiki/no_pain,_no_gain
https://en.wiktionary.org/wiki/no_pain,_no_gain


Figurative proverbs are difficult to understand421

in general. Many proverbs are figurative, hence,422

we further divide the results of the model based423

on this property (described in §3). Looking at424

Table 4, we can see that, across English, Ger-425

man, and Russian, all models perform worse on426

the inference task when the interpretation is figu-427

rative. Interestingly, the opposite pattern is consis-428

tently observed for Chinese. Larger models appear429

to understand Indonesian and Bengali figurative430

proverbs better. One conjecture is that while ab-431

stract reasoning (the kind required for understand-432

ing figurative proverbs) can rely on memorization,433

but less memorization may lead to better abstract434

reasoning in LLMs.435

Bias towards the correct answer amplifies per-436

formance gaps across languages. If the model437

genuinely understands a proverb’s meaning in a438

situational context, it should be able to select the439

correct answer as well as the wrong answer when440

requested, especially for a task with only two441

choices. Several prior work has shown that nega-442

tion in the natural language inference task weak-443

ens model performance (Hartmann et al., 2021;444

Truong et al., 2023; She et al., 2023). While not445

the primary focus of our work, this is a fundamen-446

tal aspect of reasoning (Blanco and Moldovan,447

2011) and we conducted experiments to verify.448

Here, we aim to ask a ‘negative’ question rather449

than provide negative answers. Hence, we change450

the question in the prompt template to What does451

the person not mean by the proverb?, while keep-452

ing everything else the same.453

The results are in Figure 4. By simply asking454

the model to pick the wrong answer, all previous455

well-performing models now performing badly,456

except mT0 (which maybe due to the model be-457

ing instruction-tuned). The ‘negative’ question en-458

larged performance gaps across languages as the459

model size increased. Additional results on asking460

the model to pick the wrong answer without us-461

ing the word not are in Appendix D.2, where we462

observe consistent trends of model failures and in-463

verse scaling in many cases. While we focus on464

the culture aspect of mLLMs, these results show465

fundamental work is needed to improve the ability466

for current mLLMs to handle ‘negative’ questions.467

5.3 Culture Gaps in mLLMs - A Case Study468

— When in Rome, do as the Romans do.469

An ideal mLLM should perform on texts from470

all languages and translations in any directions 471

equally well. However, in our experiments, the 472

performance on English data is still stronger than 473

other languages for most of the models we stud- 474

ied. Recently, several works have shown that good 475

performance can be achieved by translating non- 476

English text data in languages into English (Con- 477

neau and Lample, 2019; Yang et al., 2019, inter 478

alia). Here, we demonstrate that when a task re- 479

lies on cultural context, there are two distinct per- 480

formance gaps to achieve true multilingual ability: 481

one is the language gap (due to mistakes by the 482

translation system, which may be fixed by a per- 483

fect translation system), and the other is the cul- 484

ture gap.10 To demonstrate this, we use English 485

and Chinese as the focus of a case study. 486

Machine Translation (MT). We translate every 487

Chinese proverb, context and answers into English 488

using Google Translate (Zh-En). By closely ex- 489

amining the translated data, it is evident that cur- 490

rent machine translation (MT) systems do not han- 491

dle cultural context well, producing incomplete 492

or incorrect translations of proverbs. For exam- 493

ple, a polysemous phrase 大三was translated to 494

“junior” (third year university student), but in a 495

specific proverbial context, it means someone is 496

“three years older”. 497

Human-Adapted Translation (HT). Next, we 498

perform several adaptations to the machine- 499

translated context: 1) manually correct any mis- 500

takes in the literal translation of proverbs, fix the 501

grammatical errors in the contexts and answers; 2) 502

conduct a light adaptation of the translated data 503

inspired by Majewska et al. (2023), by replacing 504

names and locations in the dataset to align with the 505

culture (e.g., Xiao Ming to Michael etc.) in case 506

models are confused about whether an entity is a 507

person or a place. This represents our best-effort 508

adaptation to reduce the language gap. 509

Next, we perform zero-shot evaluation with the 510

best-performing multilingual models (mT0-XXL, 511

13B) and English model (Llama-2 13B) for Zh-En 512

(in Figure 5). In fact, both models show a perfor- 513

mance gap in the translated data compared to the 514

target language. Interestingly, mT0 also shows a 515

performance degradation comparing to the infer- 516

ence results in the original language (Llama-2 is 517

near chance level for Zh, the improvement is not 518

surprising). In all cases, HT improves over MT, 519

10This relates to cross-cultural pragmatic failure.
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Model Non-Figurative / Figurative
En Zh Id De Ru Bn

BLOOMZ 3B 58.76/57.60 53.12/61.97 53.33/60.52 51.66/47.54 52.43/45.13 55.88/49.26
BLOOMZ 7.1B 79.66/68.20 66.66/68.30 72.00/75.18 54.30/53.55 52.43/49.55 67.64/53.30
mT0-XL (3.7B) 75.14/62.21 62.50/64.08 74.67/69.54 74.17/61.74 73.78/61.94 69.12/52.94
mT0-XXL (13B) 87.01/82.95 81.77/83.09 84.00/84.96 88.74/83.61 87.80/76.99 63.23/69.85
Llama-2 13B 81.36/76.50 53.12/54.23 54.66/58.27 72.19/65.03 67.07/59.73 47.05/49.63

Table 4: Zero-shot accuracy of non-figurative and figurative proverbs (Non-Fig./Fig.). The gray colour results
indicate that the language is not officially supported by the model.
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Figure 4: Performance of mLLMs on the proposed MAPS - Inference task when asking the ‘negative’ question.
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Figure 5: Performance gap between machine trans-
lated, human translated data and results in the original
source language (Zh), and target language (En).

where the gain can be considered as the language520

gap. More interestingly, we define the gap be-521

tween HT and the max of source and target lan-522

guage is the culture gap in mLLMs, i.e., culture523

gap = |AccHT −max(AccSrc, AccTgt)|. The cul-524

ture gap for Zh-En is 5.73 for mT0 and 19.40525

for Llama-2.11 In an ideal situation, these gaps526

should be 0, indicating that the model is cultur-527

ally aware and capable of understanding a lan-528

guage when speakers come from diverse cultural529

backgrounds. These results suggest that additional530

research is needed to improve cultural awareness531

and the inclusion of cultural priors in MT models532

and mLLMs (Yao et al., 2023; Shaikh et al., 2023).533

11We also perform the same experiment in the reverse di-
rection En-Zh with mT0 (Appendix D.3), similar results were
observed. Other evaluation results on machine translated data
for other languages with Llama-2 are in Appendix D.3.

6 Conclusion 534

In this work, we use proverbs and sayings from 535

different languages as an investigative tool to as- 536

sess the ability of mLLMs to reason with cul- 537

tural common ground. Specifically, we study var- 538

ious mLLMs to evaluate their ability to memorize 539

proverbs, reason with proverbs and sayings in dif- 540

ferent situational contexts, and understand cross- 541

cultural communications using proverbs. 542

To aid the investigation, we present a multi- 543

cultural proverbs and sayings dataset MAPS. Our 544

analysis shows that many models possess knowl- 545

edge of proverbs and sayings, however, knowing 546

proverbs does not mean the model is able to rea- 547

son with proverbs in contextual settings. Indeed, 548

we found that mT0 shows some culturally-diverse 549

reasoning ability, but only to a very limited ex- 550

tent. We also found that the ability to reason in 551

a zero-shot manner emerges with model scale, but 552

the ability to understand a ’negative’ question in- 553

versely correlates with the model scale. The dis- 554

parities in culturally-diverse reasoning ability be- 555

tween languages grow with the model size, which 556

raises concerns in terms of multilingual avail- 557

ability and points to the need for more robust 558

mLLMs. Finally, we defined and observed sev- 559

eral culture gaps in cross-lingual communications. 560

We hope to explore different aspects of cultural 561

common ground in the future and to inspire novel 562

work around mLLMs to facilitate inclusive cross- 563

cultural understanding and communication. 564
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7 Limitations565

Our work uses proverbs and sayings as a proxy for566

cultural common ground, and we explore mLLMs’567

ability in understanding cultural common grounds568

in a limited setting. One potential limitation is569

we only collect one conversation per proverb or570

saying. Another limitation is the evaluation data571

is relatively small compared to many automati-572

cally generated benchmarks and may introduce573

lexical biases. However, these are not major con-574

cerns as 1) we want to focus on cultural common575

ground, which automatically limit us to a sub-576

set of lexical items (lexical biases is an intended577

feature); 2) to our best knowledge, this is the578

largest proverbs dataset for reasoning in context,579

and there is enough signal to distinguish between580

the tested models and uncover insights on current581

mLLMs ability and limitations in understanding582

proverbs and sayings. We hope to explore aspect583

of culture beyond proverbs and sayings, and with584

a more diverse set of languages (such as African585

languages or American indigenous languages) in586

the future.587

In this work, we evaluate models of size up to588

13B parameters (the biggest available size of mT0)589

due to computational constraints. However, full590

evaluation of larger models or task-specific mod-591

els is necessary, especially when asking ‘negative’592

questions and assessing the culture gaps in the fu-593

ture. Moreover, we focus on studying open-source594

LLMs in this paper for scientific reproducibility,595

and closed-source LLM evaluations are beyond596

our scope. As our dataset is publicly available597

at anonymous_url,12 it can be used to evaluate598

closed-source LLMs in the future and we encour-599

age others to do so.600
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Ponti, Ivan Vulić, and Anna Korhonen. 2023. Cross-805
lingual dialogue dataset creation via outline-based806
generation. Transactions of the Association for807
Computational Linguistics, 11:139–156.808

Wolfgang Mieder. 2004. Proverbs: A handbook.809
Greenwood Publishing Group.810

Niklas Muennighoff, Thomas Wang, Lintang811
Sutawika, Adam Roberts, Stella Biderman, Teven812
Le Scao, M Saiful Bari, Sheng Shen, Zheng Xin813
Yong, Hailey Schoelkopf, Xiangru Tang, Dragomir814
Radev, Alham Fikri Aji, Khalid Almubarak,815
Samuel Albanie, Zaid Alyafeai, Albert Webson,816
Edward Raff, and Colin Raffel. 2023. Crosslingual817
generalization through multitask finetuning. In818
Proceedings of the 61st Annual Meeting of the819
Association for Computational Linguistics (Volume820
1: Long Papers), pages 15991–16111, Toronto,821
Canada. Association for Computational Linguistics.822

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida,823
Carroll L. Wainwright, Pamela Mishkin, Chong824
Zhang, Sandhini Agarwal, Katarina Slama, Alex825
Ray, John Schulman, Jacob Hilton, Fraser Kelton,826
Luke Miller, Maddie Simens, Amanda Askell, Peter827
Welinder, Paul F. Christiano, Jan Leike, and Ryan828
Lowe. 2022a. Training language models to follow829
instructions with human feedback. In NeurIPS.830

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida,831
Carroll L. Wainwright, Pamela Mishkin, Chong832
Zhang, Sandhini Agarwal, Katarina Slama, Alex833
Ray, John Schulman, Jacob Hilton, Fraser Kelton,834
Luke Miller, Maddie Simens, Amanda Askell, Peter835
Welinder, Paul F. Christiano, Jan Leike, and Ryan836
Lowe. 2022b. Training language models to follow837
instructions with human feedback. In NeurIPS.838

Alec Radford, Jeff Wu, Rewon Child, David Luan,839
Dario Amodei, and Ilya Sutskever. 2019. Language840
models are unsupervised multitask learners. Ope-841
nAI.842

Laura Ruis, Akbir Khan, Stella Biderman, Sara 843
Hooker, Tim Rocktäschel, and Edward Grefenstette. 844
2022. Large language models are not zero-shot 845
communicators. CoRR, abs/2210.14986. 846

Teven Le Scao, Angela Fan, Christopher Akiki, El- 847
lie Pavlick, Suzana Ilic, Daniel Hesslow, Ro- 848
man Castagné, Alexandra Sasha Luccioni, François 849
Yvon, Matthias Gallé, Jonathan Tow, Alexan- 850
der M. Rush, Stella Biderman, Albert Webson, 851
Pawan Sasanka Ammanamanchi, Thomas Wang, 852
Benoît Sagot, Niklas Muennighoff, Albert Villanova 853
del Moral, Olatunji Ruwase, Rachel Bawden, Stas 854
Bekman, Angelina McMillan-Major, Iz Beltagy, 855
Huu Nguyen, Lucile Saulnier, Samson Tan, Pe- 856
dro Ortiz Suarez, Victor Sanh, Hugo Laurençon, 857
Yacine Jernite, Julien Launay, Margaret Mitchell, 858
Colin Raffel, Aaron Gokaslan, Adi Simhi, Aitor 859
Soroa, Alham Fikri Aji, Amit Alfassy, Anna Rogers, 860
Ariel Kreisberg Nitzav, Canwen Xu, Chenghao 861
Mou, Chris Emezue, Christopher Klamm, Colin 862
Leong, Daniel van Strien, David Ifeoluwa Ade- 863
lani, and et al. 2022. BLOOM: A 176b-parameter 864
open-access multilingual language model. CoRR, 865
abs/2211.05100. 866

Omar Shaikh, Caleb Ziems, William Held, Aryan Par- 867
iani, Fred Morstatter, and Diyi Yang. 2023. Mod- 868
eling cross-cultural pragmatic inference with code- 869
names duet. In Findings of the Association for 870
Computational Linguistics: ACL 2023, pages 6550– 871
6569, Toronto, Canada. Association for Computa- 872
tional Linguistics. 873

Jingyuan S. She, Christopher Potts, Samuel R. Bow- 874
man, and Atticus Geiger. 2023. ScoNe: Benchmark- 875
ing negation reasoning in language models with fine- 876
tuning and in-context learning. In Proceedings of 877
the 61st Annual Meeting of the Association for Com- 878
putational Linguistics (Volume 2: Short Papers), 879
pages 1803–1821, Toronto, Canada. Association for 880
Computational Linguistics. 881

Jenny Thomas. 1983. Cross-cultural pragmatic failure. 882
Applied linguistics, 4(2):91–112. 883

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al- 884
bert, Amjad Almahairi, Yasmine Babaei, Niko- 885
lay Bashlykov, Soumya Batra, Prajjwal Bhargava, 886
Shruti Bhosale, Dan Bikel, Lukas Blecher, Cris- 887
tian Canton-Ferrer, Moya Chen, Guillem Cucurull, 888
David Esiobu, Jude Fernandes, Jeremy Fu, Wenyin 889
Fu, Brian Fuller, Cynthia Gao, Vedanuj Goswami, 890
Naman Goyal, Anthony Hartshorn, Saghar Hos- 891
seini, Rui Hou, Hakan Inan, Marcin Kardas, Viktor 892
Kerkez, Madian Khabsa, Isabel Kloumann, Artem 893
Korenev, Punit Singh Koura, Marie-Anne Lachaux, 894
Thibaut Lavril, Jenya Lee, Diana Liskovich, Yinghai 895
Lu, Yuning Mao, Xavier Martinet, Todor Mihaylov, 896
Pushkar Mishra, Igor Molybog, Yixin Nie, Andrew 897
Poulton, Jeremy Reizenstein, Rashi Rungta, Kalyan 898
Saladi, Alan Schelten, Ruan Silva, Eric Michael 899
Smith, Ranjan Subramanian, Xiaoqing Ellen Tan, 900
Binh Tang, Ross Taylor, Adina Williams, Jian Xiang 901
Kuan, Puxin Xu, Zheng Yan, Iliyan Zarov, Yuchen 902

11

https://aclanthology.org/2021.emnlp-main.818
https://aclanthology.org/2021.emnlp-main.818
https://aclanthology.org/2021.emnlp-main.818
https://openreview.net/forum?id=Bkg6RiCqY7
https://openreview.net/forum?id=Bkg6RiCqY7
https://openreview.net/forum?id=Bkg6RiCqY7
https://doi.org/10.18653/v1/2022.acl-short.18
https://doi.org/10.18653/v1/2022.acl-short.18
https://doi.org/10.18653/v1/2022.acl-short.18
https://doi.org/10.1162/tacl_a_00539
https://doi.org/10.1162/tacl_a_00539
https://doi.org/10.1162/tacl_a_00539
https://doi.org/10.1162/tacl_a_00539
https://doi.org/10.1162/tacl_a_00539
https://doi.org/10.18653/v1/2023.acl-long.891
https://doi.org/10.18653/v1/2023.acl-long.891
https://doi.org/10.18653/v1/2023.acl-long.891
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
https://doi.org/10.48550/arXiv.2210.14986
https://doi.org/10.48550/arXiv.2210.14986
https://doi.org/10.48550/arXiv.2210.14986
https://doi.org/10.48550/arXiv.2211.05100
https://doi.org/10.48550/arXiv.2211.05100
https://doi.org/10.48550/arXiv.2211.05100
https://doi.org/10.18653/v1/2023.findings-acl.410
https://doi.org/10.18653/v1/2023.findings-acl.410
https://doi.org/10.18653/v1/2023.findings-acl.410
https://doi.org/10.18653/v1/2023.findings-acl.410
https://doi.org/10.18653/v1/2023.findings-acl.410
https://doi.org/10.18653/v1/2023.acl-short.154
https://doi.org/10.18653/v1/2023.acl-short.154
https://doi.org/10.18653/v1/2023.acl-short.154
https://doi.org/10.18653/v1/2023.acl-short.154
https://doi.org/10.18653/v1/2023.acl-short.154


Zhang, Angela Fan, Melanie Kambadur, Sharan903
Narang, Aurélien Rodriguez, Robert Stojnic, Sergey904
Edunov, and Thomas Scialom. 2023. Llama 2:905
Open foundation and fine-tuned chat models. CoRR,906
abs/2307.09288.907

Thinh Hung Truong, Timothy Baldwin, Karin Ver-908
spoor, and Trevor Cohn. 2023. Language models909
are not naysayers: an analysis of language models910
on negation benchmarks. In Proceedings of the 12th911
Joint Conference on Lexical and Computational Se-912
mantics (*SEM 2023), pages 101–114, Toronto,913
Canada. Association for Computational Linguistics.914

Laurens van der Maaten and Geoffrey E. Hinton. 2012.915
Visualizing non-metric similarities in multiple maps.916
Mach. Learn., 87(1):33–55.917

Geoffrey M White. 1987. Proverbs and cultural mod-918
els: An American psychology of problem solving.919
Cambridge University Press.920

Yinfei Yang, Yuan Zhang, Chris Tar, and Jason921
Baldridge. 2019. PAWS-X: A cross-lingual ad-922
versarial dataset for paraphrase identification. In923
Proceedings of the 2019 Conference on Empirical924
Methods in Natural Language Processing and the925
9th International Joint Conference on Natural Lan-926
guage Processing (EMNLP-IJCNLP), pages 3687–927
3692, Hong Kong, China. Association for Computa-928
tional Linguistics.929

Binwei Yao, Ming Jiang, Diyi Yang, and Junjie Hu.930
2023. Empowering llm-based machine translation931
with cultural awareness. CoRR, abs/2305.14328.932

12

https://doi.org/10.48550/arXiv.2307.09288
https://doi.org/10.48550/arXiv.2307.09288
https://doi.org/10.48550/arXiv.2307.09288
https://aclanthology.org/2023.starsem-1.10
https://aclanthology.org/2023.starsem-1.10
https://aclanthology.org/2023.starsem-1.10
https://aclanthology.org/2023.starsem-1.10
https://aclanthology.org/2023.starsem-1.10
https://doi.org/10.1007/s10994-011-5273-4
https://doi.org/10.18653/v1/D19-1382
https://doi.org/10.18653/v1/D19-1382
https://doi.org/10.18653/v1/D19-1382
https://doi.org/10.48550/arXiv.2305.14328
https://doi.org/10.48550/arXiv.2305.14328
https://doi.org/10.48550/arXiv.2305.14328


A Dataset933

A.1 Annotations934

We recruit crowd annotators through Prolific13935

with the requirement of corresponding language936

as their first language, and fluent in English. Ex-937

pert annotators are Master’s, PhD and Post-doc re-938

searchers, including the authors of this paper. The939

annotation process is illustrated in Figure 6.940

Instructions to create the conversational con-941

text:942

Step 1: Check if the proverb is used cor-
rectly in the conversation.

Note: Sometimes, the proverb is figurative,
meaning that the underlying meaning and the
literal meaning of the proverb are different!
The conversation should fits the figurative us-
age/meaning of the proverb.
Example:

Person 1: "I’m scared of my boss." Person
2: "Well, barking dogs seldom bite."

"Barking dogs seldom bite" -It has a literal
meaning of dogs that bark rarely taking ac-
tions and bite you, so you don’t need to be
afraid of getting hurt. The proverb metaphor-
ically describes people that threaten you a lot
rarely take actions and harm you. Although
this conversation maybe missing some con-
texts, it should be labelled as correct.
Example:

Person 1: "My dog is barking." Person 2:
"Well, barking dogs seldom bite."

The proverb is used in a literal way, when
it has a figurative meaning. This should be
labelled as wrong.

Step 2: Re-write the conversation if the
proverb is not used correctly from step 1.

The conversation should be 1-turn (1 round
between 2 people), and maximum 2-turn (2
rounds between 2 people).

Note: Please do not produce a conversation
where one person is asking about the meaning
of the proverb.

Instructions to create the answers:943

What does the person mean?944

13http://prolific.com/

LLMProverbs Seed 
Context

Good 
Context

Yes

No, 
re-write

Correct?

Answers

What does the person 
mean by <proverb>?

Figure 6: The data annotation process of MAPS.

• Identify the person that used the proverb
in the conversation.

• Write down a short sentence in the OPT1
column, state what the person mean by
the proverb in this conversation.

• Write down a negative of OPT1 in the
OPT2 column. 945

A.2 Animal and Food Terms in the Dataset 946

Table 5 shows selected animal and food concepts 947

across different languages. From the data, we 948

could see proverbs naturally contain culturally- 949

important concepts. For examples, we could see 950

the tiger is a relatively important concept for East- 951

ern cultures, whereas the lion is more important 952

for Western cultures; while bread is enjoyed by 953

many people around the world, rice is culturally 954

more important in the East, etc. 955

A.3 Additional Qualitative Analysis of 956

Proverbs 957

We provide a qualitative analysis of how simi- 958

lar proverbs are expressed differently across lan- 959

guages and cultures. Similar to the ones in our 960

introduction, many proverbs have a similar vari- 961

ant across cultures but are expressed differently. 962

These proverbs differ by either using concepts that 963

are familiar with the culture or using a local place 964

name or person name (but this is very rare). Ta- 965

ble 6 shows examples. 966

Next, when proverbs are figurative, different 967

languages and cultures tend to use different types 968
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Table 5: Selected food and animal concepts from the
proverbs.

of concepts to draw parallels. We randomly sam-969

pled 100 figurative proverbs in English, Indone-970

sian and Chinese, and classified contained con-971

cepts into one of the 5 categories, namely: An-972

imals & Insects, Food, Cultural (including reli-973

gious and spiritual entities, historical figures or974

names from the local culture), Nature (including975

metals, plants and other in-animated objects) and976

Others. Most of the time, a proverb only contains977

a single type of concept. However, when there are978

multiple types of concept, we pick the dominant979

one (such as part of the object of the sentence).980

The distributions are in Figure 7. Here, we observe981

noticeable differences in distributions across dif-982

ferent cultures. There are more concepts related to983

Animals & Insects and Nature in Indonesian than984

the other languages, which is probably due to In-985

donesia’s unique geographical location.986

A.4 Additional Data Statistics987

We include additional dataset statistics in Table 7.988

To calculate the average tokens in the context for989

Chinese, we take each character as a word.990

Table 6: Parallel or closely related proverbs across dif-
ferent languages.

Lang Avg Tok in Context Avg Turns

English 28.41 1.18
Chinese 31.30 1.14
German 27.91 1.12
Indonesian 25.35 1.15
Russian 31.25 1.47
Bengali 35.16 1.63

Table 7: Additional dataset statistics: average number
of tokens in the context, and average turns in the con-
text.
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Figure 7: Distributions of concepts categories in figurative proverbs.

Figure 8: Visualizing embeddings with Kernel Density
Estimate (KDE) when the sentences are sampled from
a parallel dataset (topic coherent across languages).

A.5 Interpreting the KDE Plot991

For better comparison, we produce the Kernel992

Density Estimate (KDE) plot of 400 randomly993

sampled sentences each language (2400 sentences994

in total), from a parallel multilingual dataset (Li995

et al., 2023a) in Figure 8. As the original data996

is much larger (67k sentences per language), sub-997

sampled sentences are likely not translations of998

each other, but rather topic coherent.999

When sentences are topic coherent, their em-1000

beddings overlapping on top of each others and1001

inseparable (Figure 8). In comparison with the1002

KDE plot of proverb embeddings (Figure 2), we1003

can clearly see the difference of proverbs across1004

languages and cultures.1005

A.6 Data Examples1006

We balance the labels in MAPS and we show exam-1007

ple data for all languages in Table 8.1008

B Templates1009

We use Generate a very short 1-turn dialogue ends1010

with “proverb” in language as the template to1011

query GPT3.5 (gpt-3.5-turbo-0301) for the seed1012

conversational data. The model does not strictly1013

generate seed conversation with 1-turn. We also 1014

experimented with translated template and did not 1015

observe quality improvements for our task. 1016

Table 9 contains all the templates we used in 1017

our memorization experiments. As the prompt- 1018

ing results are highly variable based on the input 1019

patterns, we created five different prompt patterns. 1020

We take the union of memorized examples among 1021

5 patterns as the memorization accuracy. 1022

C Cross-lingual Transfers Baselines 1023

For completeness, we provide cross-lingual trans- 1024

fer baselines on MAPS. For cross-lingual transfer 1025

baselines, we re-split the English dataset into the 1026

train and test set (274/150 data point each), and 1027

evaluate on the original test set for other languages 1028

(i.e., same as zero-shot). We randomly sampled 20 1029

data points from the training set as validation. We 1030

formulate the task as binary classification and ex- 1031

perimented with XLM-R-Base (125m)/XLM-R- 1032

Large (355m)/XLM-R-XL (3.5B) and mT0-Base 1033

(580m)/mT0-Large (1.2B)/mT0-XL (3.7B). 1034

The data input format is: Context: {context} 1035

Choices: A: {answer 1} B: {answer 2}. 1036

We use AdamW optimizer (Loshchilov and 1037

Hutter, 2019) and conduct hyperparameter search 1038

of learning rate of [5e-5, 1e-4, 1e-5] and batch size 1039

of [8, 10, 16], trained for 30 epochs with bfloat16 1040

precision, on a single A100 GPU. 1041

The zero-shot transfer results are in Table 10 1042

and averaged over 4 random seeds. The final hy- 1043

perparameters for all models are [lr=1e-4, batch 1044

size=10], except for mT0-Large, which is [lr=1e- 1045

4, batch size=8]. Following previous work, we 1046

also include results for the translate-test base- 1047

lines (Conneau et al., 2018) in Table 10. 1048

Similar to our findings in the main paper, the 1049

model does not perform well on the task with mod- 1050

els under billion parameters. The performance gap 1051

15



Table 8: Examples for all six languages from MAPS.

between English and other languages remains sig-1052

nificant.1053

D Additional Results 1054

D.1 Memorized versus Not Memorized 1055

We break down the results into memorized group 1056

versus not memorized group for the three best per- 1057
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Templates

1. Proverb: no pain, no
2. Complete this proverb: no pain, no
3. Finish the proverb: no pain, no
4. What’s the last word of this proverb: no pain, no
5. What’s missing at the end of this proverb:
no pain, no

Table 9: Memorization templates, and the coloured part
is the template.

forming models. We only show results when there1058

are more than 50 proverbs in a group in Table 111059

(which left us with English and Chinese). The1060

benefit of memorization only shows for English,1061

but not for Chinese.1062

D.2 ‘Negative’ Questions.1063

We experimented with 4 additional versions of1064

‘negative’ questions / instructions (randomly cre-1065

ated), without the use of the word ‘not’, they are:1066

• Which answer is contrary to what the person1067

means by the proverb?1068

• Which answer is impossible as the inter-1069

pretation of what the person means by the1070

proverb?1071

• Pick the opposite answer to what the person1072

means by the proverb.1073

• Pick the wrong answer to what the person1074

means by the proverb.1075

We use the same prompt template to evaluate1076

the models. The results are in Figure 9. While1077

our work focus on reasoning with cultural com-1078

mon grounds, this shows the importance and ur-1079

gent need to improve model’s ability in answering1080

‘negative’ questions.1081

We speculate this is due to the biases in train-1082

ing data. Often, users seeking for the correct so-1083

lution to solve problems online (which we refer1084

to as positive biases) rather than the wrong solu-1085

tion. Hence, when using web corpora as training1086

data for LLMs, such positive biases will propa-1087

gate to the behaviour of LLMs. To demonstrate1088

this further, we conducted an additional experi-1089

ment without asking a question in the prompt on1090

BLOOMZ, mT0 and Llama-2. In an ideal situ-1091

ation, a good model should score nearly random1092

when no question is asked (analogously to human1093

confusion when data is given, but no question is1094

asked). From Figure 10, all LLMs can score above 1095

random for multiple languages, which indicates all 1096

models failed. This failure mode further hints at 1097

the inability for mLLMs to handle negative ques- 1098

tion maybe due to the nature of the training data. 1099

D.3 Culture Gaps 1100

In addition to the results in §5.3, we follow the 1101

same procedure and perform the experiment with 1102

mT0 for En-Zh translated data. We observe sim- 1103

ilar results in Figure 11, and the culture gap for 1104

En-Zh is 5.33. 1105

D.4 Additional Results on Llama-2 with 1106

Translations 1107

Since Llama-2 13B is one of the recent state-of- 1108

the-art (English officially) models, we further con- 1109

ducted an zero-shot experiment by translating all 1110

date from other languages into English. We use 1111

Google Translate for translation and reported the 1112

results in Table 12. From the Table, we can see 1113

significant performance gaps (to English). It is 1114

also interesting to see the gaps increase as the cor- 1115

responding geographical location of the language 1116

moves further away from English. While we con- 1117

sider this gap to be a combination of language gap 1118

and the defined culture gap, a future interesting di- 1119

rection is to closely examine the cultural gap in 1120

cross-cultural communications and how this is re- 1121

lated to how LLMs internal representations are or- 1122

ganized. 1123

D.5 Few-shot (In-context) Evaluation 1124

For completeness we also provide evaluation re- 1125

sults with few-shot demonstrations. We perform 1126

2-shot and 5-shot experiments by randomly sam- 1127

ple 5 sets of n-shot demonstrations from the few- 1128

shot training set (using the same template as zero- 1129

shot evaluation by concatenation). We evaluate on 1130

BLOOMZ 7.1B, mT0-XXL 13B and Llama-2 13B 1131

models, and Table 13 shows the results. 1132

From Table 13, we do not observe any improve- 1133

ments with few-shot demonstrations comparing to 1134

zero-shot. In fact, model performances consis- 1135

tently degrade with more demonstrations. Since 1136

our task has very long context that may affects the 1137

n-shot performance. Nonetheless, this degradation 1138

has been observed recently in other work such as 1139

in Li et al. (2023b); Koto et al. (2023) with few- 1140

shot evaluations. 1141
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(a) Results using Which answer is contrary to what the person means by the proverb?.
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(b) Results using Which answer is impossible as the interpretation of what the person means by the proverb?.
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(c) Results using Pick the opposite answer to what the person means by the proverb.
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(d) Results using Pick the wrong answer to what the person means by the proverb.

Figure 9: Performance of mLLMs on the proposed MAPS dataset when asking the model a ‘negative’ question.
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Figure 10: Performance of mLLMs on the proposed MAPS dataset when only the proverb, context and choices are
provided, but without a question. Ideally, all models should score around random guessing.
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Model En De Zh Ru Id Bn Cross-lingual Avg

XLM-R-Base (125m) 52.06 50.00 50.07 50.19 50.37 50.22 50.17
XLM-R-Large (355m) 49.85 50.00 50.07 50.00 49.93 50.00 50.00
XLM-R-XL (3.5B) 58.38 53.67 52.25 53.65 52.79 53.01 53.07

mT0-Base (580m) 60.74 55.01 52.02 50.77 50.29 53.75 52.37
mT0-Large (1.2B) 65.00 56.89 56.59 53.53 50.44 55.59 54.61
mT0-XL (3.7B) 72.65 67.51 60.63 61.54 60.26 53.82 60.75

Translate-Test

XLM-R-Base (125m) - 50.60 50.75 49.23 51.47 49.85 50.38
XLM-R-Large (355m) - 50.00 50.00 50.00 49.85 50.00 49.97
XLM-R-XL (3.5B) - 50.90 51.20 52.31 49.85 51.47 51.15

mT0-Base (580m) - 51.80 51.05 51.15 49.56 54.26 51.56
mT0-Large (1.2B) - 54.04 55.09 54.62 53.67 57.21 54.93
mT0-XL (3.7B) - 67.96 62.72 63.46 57.92 58.68 62.15

Table 10: Zero-shot cross-lingual transfers and translate-test baselines. Cross-lingual averages are calculated over
all languages except English.

En Zh
Model ∈Mem. /∈Mem. ∈Mem. /∈Mem.

BLOOMZ 7.1B 77.23 65.07 - -
mT0-XXL (13B) 86.17 84.33 81.48 82.50
Llama-2 13B 80.30 75.38 54.65 53.22

Table 11: Result on memorized versus not memorized
proverbs on 3 best performing models for English and
Chinese. Results omitted due to less than 50 proverbs
in the not memorized group.
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Figure 11: Performance gap between machine trans-
lated, human translated English data and results in
the original source language (En), and target language
(Zh).

Lang Ori. Lang MT ∆En

En 78.68 - -
De 68.26 73.35 5.33
Ru 62.82 71.02 7.66
Id 57.47 69.79 8.89
Bn 49.11 61.76 16.92
Zh 53.59 54.19 24.49

Table 12: Results of machine translated data with
Llama-2 13B. ∆En is the result gap to model’s per-
formance on English data.
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Model En De Zh Ru Id Bn Cross-lingual Avg

BLOOMZ 7.1B 2-shot 59.49 61.55 56.59 53.77 51.53 50.00 52.65
BLOOMZ 7.1B 5-shot 51.57 52.39 50.85 50.35 50.25 50.52 50.30

mT0-XXL 13B 2-shot 78.37 72.63 76.95 78.74 74.87 63.82 76.81
mT0-XXL 13B 5-shot 68.48 67.90 70.38 71.50 67.64 60.00 69.57

Llama-2 13B 2-shot 74.87 56.52 55.42 60.77 56.76 51.00 58.77
Llama-2 13B 5-shot 64.16 52.69 54.89 55.56 52.71 50.17 54.14

Table 13: Few-shot evaluation results from MAPS. Cross-lingual averages are calculated over all languages except
English.
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