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Abstract

Natural gradients have long been studied in deep reinforcement learning due to their fast
convergence properties and covariant weight updates. However, computing natural gradi-
ents requires inversion of the Fisher Information Matrix (FIM) at each iteration, which
is computationally prohibitive in nature. In this paper, we present an efficient and scal-
able natural policy optimization technique that leverages a rank-1 approximation to full
inverse-FIM. We theoretically show that under certain conditions, a rank-1 approximation
to inverse-FIM converges faster than policy gradients and, under some conditions, enjoys the
same sample complexity as stochastic policy gradient methods. We benchmark our method
on a diverse set of environments and show that it achieves superior performance to standard
actor-critic and trust-region baselines.

1 Introduction

Policy gradient methods (Sutton et al., [1999) have emerged as one of the most prominent candidates for
modern reinforcement learning (RL). Specifically, they have seen widespread adoption in deep RL, where
they incorporate differentiable policy parametrization and function approximators to help policy gradient
methods scale up and learn robust controllers for high-dimensional state spaces (Arulkumaran et al., [2017}
Wang et al., [2022). Despite this, a fundamental limitation of policy gradients is that RL objectives tend
to be highly non-concave in nature. Consequently, algorithms based on standard gradient descent, such as
REINFORCE (Williams|, [1992), are prone to getting stuck at sub-optimal local minima when training high-
dimensional policies. This is due to the gradient giving only the direction in which a policy’s parameters
should be optimized, without indicating the size of the optimization step (Martens, |2020)). Step size selection
is, therefore, non-trivial. Small steps lead to stable but slow and sample-inefficient training. On the contrary,
large steps can cause unstable updates. This is particularly dangerous in RL, as unstable policies collect
poor data, making it difficult for the agent to recover and escape local optima (van Heeswijk, [2022)).

One approach to reduce this sub-optimality and achieve stable training with large steps is to incorporate the
geometry of the loss manifold into account and thus consider natural gradient descent methods (Amari, [1998)).
Specifically, when applied to policy gradient RL, where policies are modeled as probability distributions, the
Fisher information matrix (FIM) is used to precondition the policy gradients, which gives rise to natural
policy gradient (NPG) methods (Kakade, [2001; Bagnell & Schneider, 2003} Peters et al., 2005). NPG
algorithms are of interest because they generally tend to converge faster and have superior performance
compared to their standard policy gradient counterparts (Grondman et al., |2012). More recently, NPGs
established the roots of some of the most popular RL algorithms used in practice, including Trust Region
Policy Optimization (TRPO) (Schulman et al.,[2015al) and Proximal Policy Optimization (PPO) (Schulman
et al., 2017). Furthermore, the study of NPG methods is also motivated by their success in real-world
applications (Richter et all 2006} [Su et al., [2019).

One of the main drawbacks of NPG algorithms is the high cost of computing and inverting the FIM. Storage is
also an important concern, as for a parameterized policy, the FIM is a square matrix with dimensions equal to
the number of parameters. Naturally, this issue becomes especially limiting when policies are parameterized
by deep neural networks. In practice, NPG algorithms usually avoid computing the inverse Fisher directly
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and instead rely on approximations. A simple option is to only consider the diagonal elements of the FIM
(Becker & Lecun, [1989; [LeCun et al., |2002), leading to efficient inversion and low storage requirements.
A more sophisticated approach is K-FAC (Martens & Grossel 2015)), which uses Kronecker products to
approximate the FIM efficiently. As an alternative to the true FIM, the empirical FIM can be computed
from samples, which is especially convenient when the required underlying probability distributions are
unknown (Schraudolphl 2002)). Hessian-free methods give a less direct approach to using the FIM without
ever explicitly computing or storing it (Martens| |2010). As an example, TRPO avoids computing the
FIM, calculating the Fisher-vector product directly instead. Despite the extensive literature on the subject,
choosing the right way of approximating natural gradients is usually not straightforward. This choice often
involves a trade-off between computational efficiency and approximation accuracy.

The goal of this work is to bridge the theoretical convergence properties of NPG with a practical, fast,
and computationally feasible approach to invert FIM for high-dimensional reinforcement learning tasks. In
this work, we use the empirical FIM as an alternative to the FIM and incorporate the Sherman-Morrison
formula for efficient inversions. We propose a rank-1 approximation to avoid explicit matrix operations,
keeping the time complexity at O(d) without the need for inner loops like conjugate gradient, thus balancing
computational cost and accuracy of curvature information.

The main contributions are listed below:

1. We provide a fast and efficient way to compute the inverse FIM, which can be computed in O(d)
complexity rather than O(d®) for naive inversion of FIM, d denotes the dimension of the policy
parameter vector 6.

2. We theoretically show that under certain conditions, our NPG approximation using the empiri-
cal FIM and Sherman-Morrison formula enjoys global convergence when using log-linear function
approximators.

3. We also prove that the error induced in the policy update due to this rank-1 approximation is
bounded and reduces with the increase in iterations.

4. We propose a novel policy gradient algorithm using this update: SM-ActorCritic (SMAC). We
show that SMAC achieves faster convergence in diverse OpenAl Gym tasks (classic control and
MuJoCo environments), compared to vanilla policy gradient, Adam, and trust-region methods that
use Conjugate Gradient solvers to approximate the direction of natural policy gradient.

2 Related Work

Gradient descent updates all the parameters of a model equally, meaning that weights are considered to be
inside a Euclidean space. However, the loss function of the model actually induces a Riemannian manifold
space. Therefore, the size of a gradient step does not reflect the true scale of change of the model’s loss.
Consequently, standard gradient descent methods are highly sensitive to the choice of step size. To avoid this
issue, Amari first framed gradient-based learning on a Riemannian manifold, introducing the natural gradient
descent algorithm, which uses the update direction F/(6) =1V J(6), with the FIM F(#) Amari (1998)). Here, the
FIM is a covariant measure of the amount of information contained in the parameters/Amari (1998). Kakade
extended this idea to reinforcement learning and coined the natural policy gradient (NPG) algorithm Kakade
(2001). However, the computational cost associated with calculating the FIM, especially in models with a
large number of parameters, can be prohibitively expensive. Therefore, practical implementations of natural
gradients rely on approximations instead. We thus summarize the related work on these approximations as
follows.

Kronecker-factored Approximate Curvature Block-diagonal approximations to the natural gradient,
such as K-FAC (Martens & Grosse, 2015) and subsequent refinements (Zhang et al., |2023; |Ren & Goldfarb;
2021; |Bahamou et al.| [2023; Benzing} |2022), have been widely adopted due to their computational efficiency.
Related variants have also been developed for reinforcement learning (Wu et al., 2017)).
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Hessian-Free Methods Hessian-free optimization|Martens| (2010), another method for computing natural
gradients, has seen widespread use in reinforcement learning, particularly due to its superior performance
in TRPO |Schulman et al.| (2015al). This approach employs the conjugate gradient (CG) method to solve
the associated linear system, thereby avoiding explicitly storing FIM, keeping memory usage comparable to
a single forward-backward pass. However, CG requires several additional forward-backward passes, which
reduces computational efficiency. In addition, due to the limited precision of CG estimation, practitioners
usually perform an extra KI-based line search to adapt the step size (Schulman et al.l |2015al).

Empirical Fisher Information The empirical Fisher (EF) estimates the Fisher information matrix by
replacing the exact expectation over gradient outer products with the outer product of the gradients com-
puted from individual samples [Yang et al.| (2022)). However, the empirical Fisher’s simple estimate has been
frequently criticized for deviating significantly from the true Fisher, and its limitations have been analyzed in
many studies Martens| (2020); Kunstner et al.| (2019). Nevertheless, its very low computational cost has en-
abled a broad range of successful applications Roux et al.|(2007); Ren & Goldfarb| (2019); [Wu et al.| (2024).
Compared with the extensive use of K-FAC and Hessian-free methods in RL, the EF approach remains
under-explored and is seldom applied in this domain.

3 Preliminaries

Markov decision process (MDP) We consider an episodic MDP (S, A, P, R,~) with a continuous or
discrete state space S, action space A, transition kernel P(s'|s,a), bounded reward function r : S x A —
[~ R, R], and discount factor v € (0,1). We also consider a stochastic policy 7g(a|s) with parameters § € R?
that induces a trajectory distribution my(7;) over 7; = (sf, af, s%,al,...).

Performance objective and policy gradient Under the standard actor-critic framework, the RL ob-
jective is given by the expected discounted return of my:

thr(stﬂlt)] . (1)
t=0

To maximize Eq.[1} the advantage actor-critic (A2C) (Mnih et al.|[2016]) algorithm uses an advantage function
AT (s,a) = Q™ (s,a) — V7 (s), defined through the critic’s state-value and action-value functions

J(@) = ETNM

yme (3) = ETNﬂ'g [Gt | St = S] ’ Qﬂ—e (37 a) = ETNTK‘Q [Gt ‘ St = S, Q¢ = a] )
where G, =Y, Y7 (s¢41,as41). Following the policy gradient theorem, the A2C gradient is then given by

VoJ(0) =Err, [Z Vo log mg(as|ss) A™ (st,at)].
=0

Fisher information matrix and Natural Policy Gradient For the exponential-family policy my(- | s),
the natural Riemannian metric in parameter space is the Fisher information matrix

Fy(0) = Erry[ Vo log mo(a|s) Ve log ma(als)']. (2)
For a preconditioning matrix F},(6), this leads to the natural gradient update

0"+t = 0% +1F,(0%) 'V (6Y),
Fy(0") = By 5o [F(0)),

where d7¢ represents the state visitation distribution under a policy my and initial state distribution p:

5o (s) = (1= 9) Eapmp > 7' P(se = 5 | 50,m0) + vp(s).
t=0
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Empirical Fisher Information Replacing the expectation in F'(6) with a sample average over a batch
{m;}}¥, gives the empirical Fisher approximation

N
~ 1
F(6) = 5 D _ Vologm(als)Vslogmy(als) .

i=1

Sherman-Morrison formula The Sherman—Morrison formula efficiently computes the inverse of a matrix
after a “rank-1 update” has been applied to it, provided that the inverse of the original matrix was already
known [Sherman & Morrison| (1950)). Suppose X € R™*™ is an invertible square matrix and u,v € R"
are column vectors. Then X + uv ' is invertible iff

1+v" X tu#o0.
In this case, the Sherman-Morrison formula allows the computation of the inverse

Xy X1

Xtuw ) l=xt_ 2 W2
(X +uv) 1+v" X 1u

(3)
If X~! is already known, this matrix inversion formula can bypass computing the inverse (X + uv®)™!
directly, avoiding the cubic scaling with the dimension of X . Instead, the update only requires three vector
operations, which scale linearly with the dimension of X. This update can use the full power of current
GPU hardware platforms, since computing vector operations can be heavily parallelized. At the same time, it
avoids the time-intensive matrix inversion processes. Specifically, methods like Singular Value Decomposition
(SVD), which decomposes a matrix into its singular values and vectors, and LU decomposition, which factors
a matrix into a lower triangular matrix (L) and an upper triangular matrix (U), are much slower than the
simple operations used in our approach.

4 NPG Approximation

We adopt a matrix-free scheme for approximating the FIM to reduce memory and computational cost. At
each step, we form a local empirical Fisher from the current batch, add a damping term A, and apply
the Sherman-Morrison formula to compute the inverse-vector product F(6)~'g* directly. This approach
requires O(d) memory.

This formulation captures the local curvature of the loss landscape using only the current gradient direction.
The damping term A ensures numerical stability and prevents the update direction from being overly sensitive
to individual gradients. Compared to the exact FIM, this method strikes a balance between computational
efficiency and curvature-informed updates.

4.1 Matrix-Free Update

The Sherman-Morrison formula can be used to incrementally build the inverse of the EF (F*)=1 at step k
by reusing the previous estimate (F*~1)~! (Singh & Alistarh, 2020):
(FF)~tgk = (F*=! 4+ Vylog my(als)Vglogmg(als) ") Lg"
(B 1k (F*)"'Vylog mo(al5)V logjfle(0l|S)T(l’%k_1)_1 it
1+ Vglogmg(als)T (F*=1) Vglogme(als)

Other approaches compute a fresh EF at each iteration (Wu et al. 2024), which is used in the natural
gradient

A = (M + Vglogmg(a|s)Velogmg(als) ")  logmg(als).
However, the time and space complexity of explicitly calculating and storing the FIM is O(d?), which is

infeasible for large-scale models. In this work, we instead use the Sherman—Morrison formula to directly
compute the product of the inverse empirical Fisher and the policy gradient.
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We consider a one-sample empirical Fisher with damping:
FF = XTI + F*(0) = A + Vylogmy(als)Vglogmg(als)
where A > 0 is a fixed damping coefficient.

Applying the Sherman—Morrison formula yields:

(F¥)=' = (I + Vg log my(als) Vg log mg(als)T)
_ 1. Vglogmg(als)Vy log mp(als) "

A A2 + AVylog mg(als) T Vg log mp(als)

_ 1, FNO) (4)

A A2+ \Tr(Fk(0))

Multiplying the inverse Fisher with the gradient gives the natural policy gradient update direction:

Ay 1 Vo log mg(als)Velogma(als) T gk
Abp =n(F*)gF =n|<g" -
p=nE) g = PR e AV log mg(a|s) T Vg log my(als) 5)

where g* = Vylog g (a|s)A(s, a) is the one-sample policy gradient update direction, A(s, a) is the advantage
estimate and 7 is the step size.

This update involves only a matrix-vector operation and a vector outer product, making its time and memory
complexity comparable to that of first-order methods, such as stochastic policy gradient.

4.2 Convergence Analysis

We take inspiration from the global convergence guarantees provided by |Agarwal et al.| (2021]) and a follow-up
work by [Liu et al.| (2020]), which improved the global convergence results. To prove the global convergence, we
take a standard Lipschitz assumption and take some previously proved bounds of the norm of exact policy
gradient and the policy gradient defined till horizon H from Xu et al| (2020). We provide a theoretical
analysis showing that the Sherman—Morrison rank-1 approximation to the inverse Fisher achieves global
convergence. Under strong convexity assumptions (already taken in Kakade| (2001)), [Peters et al.| (2005))
of the FIM, we show that the average performance between the Sherman-Morrison update and the optimal
policy 7* can be bounded. We defer the proof to the appendix, and state the final theorem here.

1

Theorem 1. If we take the stochastic Sherman-Morrison policy update in Equation and take n = 7

K=0 (W), N=0 (g—j), and H=0 (log(ﬁ)). Then, we have

K-1

J(r*) — % S EL(0Y)] < Vf_“’j“; +e
k=0

In total, stochastic PG samples O (ﬁ trajectories, where €piqs 15 the approximation error from the

advantage function, and € is an arbitrary precision level.

Our proof relies on the fact that performance bound given by Lemma [4||Liu et al.| (2020) and we prove that
this result holds with a sample complexity of KN = O(ﬁ), where N is the number of trajectories

per update and K is the number of updates. This shows that to get an € accurate policy, one needs O(E%)
samples, and when the horizon H and number of samples N are large enough, then ¢ can be reduced to
arbitrary precision. Detailed derivations can be found in Appendix

4.3 SM-ActorCritic

We plug our approximation into a standard A2C algorithm. Let 7y be the policy (actor) and Vy the value
network (critic), with parameters 6 and ¢, respectively. At each iteration, we collect T transition tuples and
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Figure 1: Effect of Batch Size.

compute the generalized advantage estimator (Schulman et all |2015b, GAE) with a fixed Agag €0, 1]:

O0p =71 +7y V¢(5t+l) - V¢(St), (6)
T—1-t
A = Z (YAcar) ' - (7)
1=0

The critic is then trained by minimizing the mean squared error over the batch:

1= 2
Ccritic(Qb) - T Z (Rt - V¢(st)) )
t=0

using the Adam optimizer, where R, = A; + Vig(s;) is the Monte-Carlo return target. The actor is updated
by a single natural policy gradient step obtained from the matrix-free Fisher inverse. The full SMAC update
is given in Algorithm

Algorithm 1 SM-ActorCritic
1: input: steps per update T, step size 77, damping A
2: initialise 6, ¢
3: for iteration £k =0,1,... do
4: rollout T steps, store (s*,a¥,r¥)

5 compute advantages Ay with GAE

6 for all samples k£ do

7: g* + Vylog mp(als)

8 OFFL ok 4 nFAk_ng with equation

9 end for

10: update critic: ¢Ft! « ¢F —aVy Y, (RF — V)2
11: end for

5 Experimental Setup

To evaluate the performance of our proposed approach, SMAC, we provide experiments in several environ-
ments and compare against three baselines. We begin with three simple control environments, before moving
on to six MuJoCo tasks (Todorov et al. 2012). For all experiments, we used the Gymnasium framework
(Towers et al., 2024)).

We implement SMAC on top of the A2C algorithm. In all environments, we evaluate SMAC against three
baselines. To measure the benefits of using our NPG approximator, we consider an algorithm that is similar
to SMAC in all aspects, except that it uses first-order updates instead of natural gradients. This is equivalent
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AC-SGD ‘ AC-Adam ‘ AC-CG ‘ SMAC (Ours)
Acrobot | —86.2+5.0 —88.4+3.8 —93.3£20.3 —94.14+6.3
Cartpole | 962.3 £49.0 989.5+ 0.3 977.9+0.0 973.4 £29.8
Pendulum | —2116 + 564 —5731 £ 150 —190 18 —2226 + 859
Half Cheetah | —888.7 £15.4 | —746.3 £24.6 | —444.6+£12.1 | 863.8 £ 38.7
Hopper | 180.5£13.6 303.8 £27.1 172.7+£16.3 331.2+£29.7
Swimmer 124 £5.2 17.3£0.5 23.8+£0.9 28.5+0.8
Walker | 213.4 +42.9 79.3 £95.0 229.8 +£23.9 204.1 £87.9
Humanoid 4539 £ 110 3105 + 299 3175 + 1423 4625 + 277
Pusher | —433.6 £54.9 | —568.3 £12.8 | —441.0+34.5 | —408.2 £ 32.2

Table 1: Average returns per episode, measured at the end of training, for each task in both classic control
and MuJoCo environments. All results are averaged over 5 seeds.

to A2C with a simple stochastic gradient descent (SGD) optimizer, which we denote as AC-SGD. To ensure a
fair comparison to vanilla A2C, we also compare against the AC-Adam baseline, where A2C is trained using
the more complex Adam optimizer. Finally, we also test SMAC against a different NPG approximator. The
AC-CG baseline uses the conjugate gradient algorithm to directly compute the NPG during the A2C update,
without ever computing or storing the Fisher information matrix itself, similarly to TRPO (Schulman et al.|
2015a). To better handle continuous control problems, SMAC and all the baselines we compare against
compute advantages using the GAE (Schulman et al., [2015b)).

For each of the four algorithms in each environment, we train five models using different random seeds. The
results reported throughout training are averaged over these seeds, with standard deviations included. We
evaluate agent performance using (undiscounted) returns, averaged across episodes. Besides the maximum
average returns achieved, we are also interested in convergence speed. Furthermore, we discuss the average
log-probabilities of the actions taken as a measure of the agents’ confidence in the actions they take. We
report these in detail in the supplementary material.

In all environments, episodes have a horizon of 1000 timesteps. To increase the readability of the plots,
we group timesteps into 100 bins with no overlap and report the average of each bin. We apply additional
smoothing by computing an exponentially weighted mean over the bins, with a smoothing factor of 0.1.

5.1 Ablation: Effect of Batch Size

The matrix-free updates operate on a single trajectory sample. Although the per-step cost is only O(d),
many more updates are required to process a fixed number of transitions, so the computational cost can be
very high.

To investigate this trade-off, we evaluate an alternative that uses the average gradient of log-probability:

B
— 1
= E;VG log mg(a; | si)-

The regularized empirical Fisher then becomes
FR = I+ 0% ("7,
and the update direction of SMAC is given by

Ly

1 Zk (lﬁk)'rgk
)\9

AGF = ) 9
1 N2 4 A(EF) T2k

Results. Fig.[l]compares the single-sample and batch-mean variants on Mujoco HalfCheetah and Hopper.
Using B = 1000 reduces the overall optimization time by roughly 80% while achieving returns that remain
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Figure 2: Results on three classic control tasks. We report the average return per episode. All results are
averaged over 5 random seeds, with shaded areas showing standard deviation.

close to the single-sample baseline and clearly outperform the standard A2C optimized with SGD. Therefore,
to further balance computational resources and performance, we implement the version with a batch size of
1000 in all subsequent experiments.

6 Results

We provide the final performance achieved by training each of the four algorithms on each of the nine tasks.
These results, presented in Table [T} show that our method, SMAC, can achieve competitive results in two of
the three simple control tasks. More importantly, the benefits of SMAC appear to increase in more complex
environments, such as MuJoCo, where SMAC outperforms the other baselines in terms of final returns in all
but one task. A more in-depth analysis of these results, with a special focus on convergence rate, is given in
the following sections.

6.1 Classic Control

In the classic control environment, our method, SMAC, reaches a high initial average return faster than the
baselines on two of the tasks, as shown in Fig. 2] This, however, comes at the cost of additional variance
across seeds. The overall performance of SMAC is also competitive in those two environments.

In Acrobot, SMAC only requires 40000 timesteps to pass the average return threshold of —400. This is faster
than AC-Adam, AC-SGD, and AC-CG, which require 70%, 35%, and 50% more timesteps, respectively.
This accelerated learning is, however, followed by unstable training until approximately 125000 timesteps.
Despite this, SMAC stabilizes and converges, reaching a final performance of —94.1 &+ 6.3, which is similar
to the baselines.

A similar behavior can be observed in Cartpole. SMAC agents achieve 75% of the maximum return possible
in 87000 timesteps, slightly faster than AC-CG, which needs approximately 10% more timesteps. AC-Adam
and AC-SGD are even slower, requiring 28% and 62% more timesteps, respectively, to reach the same
threshold. SMAC becomes more unstable after this initial period, but stabilizes, reaching a competitive
performance of 973.4 + 29.8 by the end of training.

In contrast, in the last environment, Pendulum, our method fails to outperform AC-CG in terms of conver-
gence speed and overall performance. AC-CG requires only 1.5 million timesteps to match the performance
of SMAC, indicating that our proposed approximation of the FIM can struggle to improve learning in some
environments. However, SMAC still achieves a final return of —2226 + 859, outperforming AC-Adam and
matching AC-SGD, with the former also displaying much slower and unstable learning.

The validity of our results is also confirmed by the action log-probabilities recorded. In Acrobot and Cartpole,
the two tasks in which SMAC performs competitively, the log-probabilities converge faster than those of
the baseline methods. Together with the increase in performance achieved by SMAC in these tasks, this
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Figure 3: Results on six MuJoCo tasks. We report the average return per episode. All results are averaged
over 5 random seeds, with shaded areas showing standard deviation.

may indicate that our agents can rapidly become confident in their policies when taking actions that yield
increasingly higher returns. At the same time, in Pendulum, the log-probabilities of SMAC match those of
AC-SGD and are bounded above by AC-CG. This could indicate that our method becomes overconfident in
its actions too early, finally leading to a sub-optimal policy.

6.2 MulJoCo

In the more complex MuJoCo environment, we have found that throughout training, our method, SMAC,
consistently outperforms or matches the baseline algorithms in terms of performance in 4 out of 6 tasks
(Fig. . In the other two, SMAC still achieves comparable results. Furthermore, SMAC exhibits a noticeably
higher sample efficiency in three tasks.

The largest improvement is in Half Cheetah, where SMAC achieves an average return of 863.8 + 38.7 by
the end of training. The next-best algorithm, AC-CG, achieves only —444.6 + 12.1, being surpassed by
our method by over 1300 points. Importantly, SMAC also learns three times faster, matching the final
performance of AC-CG after only 1.7 million timesteps. Additionally, note that while SMAC has a higher
variance across seeds mid-training, this reduces by the end of learning.

Similar trends can be seen in Hopper, where SMAC reaches the final performance of AC-Adam by using almost
three times fewer timesteps. Our method achieves a final average return of 331.2 &+ 29.7, outperforming the
second-best performance of AC-Adam with 303.8 4+ 27.1. The stability of SMAC appears to be comparable
to that of AC-Adam but lower than that of the other two baselines.

Likewise, in Swimer, SMAC consistently outperforms the second-best baseline, with a final average return
of 28.5 + 0.8, compared to the second-best return of 23.8 +£ 0.9. Moreover, it learns the fastest, matching
the peak performance of AC-CG almost twice as fast. The stability of SMAC is also greater than that of
AC-SGD, and competitive with that of AC-Adam and AC-CG.

In Walker, our method learns faster than the baselines in the first 60% of the timesteps. While its final
performance of 204.1 £+ 87.9 is lower than those of AC-CG and AC-SGD, which achieve 229.8 + 23.9 and
213.4 £+ 42.9, respectively, SMAC reaches the threshold of 115 (half of the final return of AC-CG) in only
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410000 timesteps, while AC-CG itself needs 39% more. Additionally, our approach outperforms AC-Adam
in both average return and stability.

For the Humanoid environment, SMAC achieves the top final performance, 4625 4+ 277 average return,
followed closely by AC-SGD with 4539 + 110. It greatly outperforms AC-Adam and AC-CG in terms of
both final returns and final stability, with only AC-SGD being more stable. While AC-SGD is also slightly
faster than our method, SMAC still learns much faster than the other two baselines, matching their final
performance after using just 59% of the total allocated training budget.

In Pusher, the performance of SMAC closely follows that of AC-SGD, slightly outperforming the latter with
a final average return of —408.2 4+ 32.2. Our method is also more sample efficient, passing the —441 return
threshold (final performance of AC-CG) 21% faster than AC-CG and 9% faster than AC-SGD. While all
agents stabilize by the end of training, only AC-Adam ends up being more stable than SMAC, with AC-SGD
having the highest standard deviation.

Finally, we turn our attention to the average log-probabilities of the actions taken during training. The
increase in log-probabilities shown by SMAC is stable and correlates with the increase in average returns
given in Fig.[3] This may indicate that the policy quickly becomes confident in the actions it chooses, without
becoming overconfident. Note that the log-probabilities of our method converge the fastest in 4 out of 6
tasks. While the log-probabilities of AC-CG converge first in Humanoid and Pusher, this does not lead to
better performance. On the contrary, AC-CG agents become overconfident in their sub-optimal actions in
the former task. The slow convergence of the other two agents’ log-probabilities may indicate uncertainty in
their actions, even when their performance matches that of SMAC.

7 Conclusion

In this work, we introduced a simple yet effective rank-1 approximation to the Natural Policy Gradient in
the Actor-Critic framework. By using a regularized Empirical Fisher matrix and the Sherman—Morrison
formula, we enable scalable and efficient natural policy gradient updates with only O(d) complexity. We
theoretically prove the convergence properties of this approximation and integrate it into the standard Actor-
Critic algorithm to demonstrate its practical utility. Experimental results on classic control and MuJoCo
tasks show that our method achieves both fast and stable convergence in most environments, outperforms
methods such as Advantage Actor-Critic and conjugate gradient in TRPO in several environments, offering
a promising alternative for efficient NPG approximations.
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A Appendix

A.1 Assumptions
Assumption 1. The Fisher Information matriz induced by the policy mqy is Positive Definite and satisfies

F,(0) =E,_ 0 Equr, [Vologmg - Vologmy | &= ppl (8)

s~d,

Assumption 2. The policy gradient estimates are bounded by a constant G > 0 and the change in policy
gradient at different timestep are bounded by the change in policy parametrization weights. So,

[Vologml| < G (9)
[Vologms, — Voglogm, | < M |61 — 02| (10)
Assumption 3. Transferrable Compatible Function Approximator: When we approximate the Ad-

vantage function using the policy g it induces a transfer error defined as €piqs which is zero for softmax
parametrization and is very small for dense neural policy class.

Ly (w?;0) = E(s,a)~u [(A”(S,a) — (1 =) (w?)"Vylog 7T9(a|8))2} < Ehias (11)

0

where w) = argmin,, LV;rg (w; 0) is obtained via the full natural policy gradient direction at the parametriza-

tion 6.

Remark 1. Regarding F(0), we know from Assumptions 1 and 2 that
prly < F(0) < G*I, for any 6 € RY.
Remark 2. Now we can get an upper bound to the second term of Equation[{] using Remark[] as:

Fk
A2 4 \T'r(FF)

G2
< .
~ A2+ Aup
A.2 Helper Lemmas

We will establish some helper lemma to prove the global convergence of Sherman-Morrison policy update.

. _ 32L;(JH =T (00))
Lemma 1. |Liu et al| (2020) In the stochastic PG update, by choosing n = m K= E , and

2
N = 6%, we have

1 K-1

7 O BV ON)) <&

k=0

In total, stochastic PG samples O ((1—22)252) trajectories.

Lemma 2. |Xu et al.| (2020) Let J(0),J%(0) are L;-smooth, where Ly = (IM%Q + (21G71)%3 and

H+1 ¥
Iv.7%(0) = VIO < GR ( T s 7)2) t

Lemma 3. |Liu et al| (2020) Let g* = + ZZ L9(TH|0%) be the policy gradient estimate for samples until
horizon H. Then, we have

K—1 JH*— 75 (99)
E[|[VJH (0%)]°] < K
k:O

- + (3 + L) 5

- Lm?

(12)
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Lemma 4. |Liu et al.
have

(2020) Let w" = F>

LO*)VJ(0%) be the ezact NPG update direction at 0. Then, we

(13)

K—1
* 1 Ebias 1 *
Trt) = 3¢ 20O < T B (KL ()] o (1)
k=0
K—1 K—1
G k k Mn k(2
+E |w —w*||+§ [ ™"
k=0 k=0

A.3 Global Convergence of SM Update

Let us take wk as the update direction of Sherman-Morrison.
7 Yo ot —wkl, 4 S5 lwk (|2, and £E, o (KL (7*
is the exact NPG update dlrectlon at 6%,

£l

+ Bounding + Zf;ol [|w* — w

We know from Jensen’s inequality and (E[wa wfil H]) < Ef||w! ™ —

| K1 2
<K Mmkumo
k=0
1 2
< = 3 (Bllwt — wk)
k=0
| Kl
< = 3 Effwt — wh|?
k=0
g K-l 2 K-1
<% E[|lw® — VJ(6%)||*] E[||V.J(6%) —
k=0 k=0
Let
1
k_ Hipk
g _Nl:zlg(Tz |9 )a
be the PG direction and
kL1 og F* k

15

(:1s)||mg0 (:|5))], where wk = F~

To this end, we need to upper bound

HOF)VI(0")

j+1
wi ][] that

w)]
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be the weight update from the Sherman-Morrison update then we have from Lemma [3]and Assump-
tion 2 that

1 K—1
Ve Eflw" — VJ(6)|?]
k=0
1 &= 1 bl ?
== E|||=g" — gk —VvJ(o*
K kzzo 2T e e (ER? (6%
1 K—-1 ﬁ‘k
- E (g" = VI (O") - ——————(g" = VI (6%)) — (VJ(0") — VT (6"))
K A 2 k
P A2+ A\T'r(F*) (15)
1 F* ?
+-vJHEOF - — v JH(*) — v (6*
A (%) A2 4+ \Tr(EF) %) (6%
o2 /1 G2 H+ 1 2
<2 2G?R? 21
_2N(A2+X"+Aw>+ ( >2> v
G2 1 -
+2<+A +X2HW> kzzo INZCI

Furthermore, Assumption [If tells us that

E[|VJ(0") — wi|?]

)
= E[||VJ(0%) — F~1(0%)VI(0%)]?]

1 ? k\|12
< <1+MF> E[IVI(0")])

(16)
12 & H+1 Y ? 2H
< <1+w> <2E[VJH(9 )i ]+2G2R2< + 7)2> v*H .

-7y (1=
Combining equation [15| and equation [16| with equation [14] gives

=

1

Effw® — wi|]
0

o (1 G? H+1 v\ 1)?
< N A AG2R2 2H (1 14—
_<4N(A2+)\2+AMF>+GR(1_7+(1_7)2) . +(+ ) an

1\? 1 G2 1 o
41 1+ — E[||V.J(6%)
+ <+(+up> +/\+/\2+Au> kz=o 1% ||]>

And recall from equation [T2] that

|-
i

K—1 JHx_ JH(90) e
1 74-( + Ljn? )—
E[|V.J7(6%)]1%) < K — =

k=

o
VIS

Let us take n = i. Then we get

K-1
1 JH* — JH (6 302
E[| V" (0%)]%) < ?(OHW
k:O
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In addition, let H, N, and K satisfy

2
1, e o (H+1 Y 2 2H 1)
—(—)* > 4G°R 1 1+ —
) 210 (T ) (e (1
2
402(3+A2+A2+AH +3(1+;F)>
NZ 1 e \2 ’
5 (35)
64LJ(JH’* — JH(QO)) ((1+ %) +1+ bVl + >\2+)‘HF)
)

(52

(18)

K>

Then, we have

c = €
— > E[Jw* - wh] < 3 (19)
k=0

=

e Bounding KZ Hwk||2.

We have from equatlon and equation [I2] that

1 K-1

T 2 Elt
A 2
1, F* i
N 1 ATr(EF)?

k" gk _L k _ 7 JH gk 1o mgk
AR C) /\2+)\TT(Fk)(g VIE(07) + VIT(O7)

o2 [ 1 G? 1 G? 1 =
<2 (=" 2 E[||VJ(6%)
B N<)‘2+>‘2+)‘NF>+ <>\2+>\2+>\MF)K,;) . ia

L7 ( 1 G2 > L 16L, I — I (6) < G2 )

X TN o K X TN our

IN

Where to get to the last inequality we have taken n = i and applied Lemma

2
87702 ()\2 + 7/\25>\w>
é b
‘ (20)

16Lyn(JH* — JH (69)) (Az + ﬁ)

N >

K>

)

olm

we arrive at

+ Bounding £E, .+ [KL (n*([s)]|mgo (]s))].
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By taking

we have

—=Egart [KL (7" (:[s)[[mg0 (-]5))] <

3Ear+ [KL (7 (:|s)[mg0 (-[5))]
>

ne

(22)

(23)

Wl ™

In summary, we require N and K to satisfy equation [I8] equation [20] and equation 22] which leads to

N=0 ("2) . K=0 <(1) . H=0(log((1-7) '),

1 — )22

By combining equation |19} equation equation [23| and equation we can conclude that

K—-1
1 ias
() = = I < Vf_bv +e.
k=0

In total, stochastic Sherman-Morrison Policy gradient requires to sample KN = O <ﬁ) trajectories.

A.4 Additional Abalation Studies
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Figure 4: Average log-probabilities of the actions taken on three classic control tasks. All results are averaged
over 5 random seeds, with shaded areas showing standard deviation.
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Figure 5: Average log-probabilities of the actions taken on six MuJoCo tasks. All results are averaged over
5 random seeds, with shaded areas showing standard deviation.

A.5 Hyper-parameters for Experiments
e 1) (actor): step size for the policy-network update
e « (critic) : learning rate for the value network, optimised with Adam
e T': number of environment steps collected before each parameter update.
e v: reward discount factor

e Agag: trace-decay parameter used by Generalised Advantage Estimation when computing the ad-
vantage values A;.

e A: damping factor used in the matrix-free Sherman-Morrison approximation of the empirical Fisher.
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Table 2: Training hyper-parameters
Environment Algorithm 17 (actor) « (critic) T ~y AGAE A
SMAC 5x1072 1x10™% 1000 0.99 0.9 0.1
Acrobot AC-Adam 6x107% 1x107® 1000 0.99 0.9 -
AC-SGD 2x107! 1x107% 1000 0.99 0.9 -
AC-CG 6x107! 1x107® 1000 0.99 0.9 -
SMAC 5x1073 1x10™% 1000 0.99 0.9 0.1
Gartbole AC-Adam  7x107° 1x10™% 1000 0.99 0.9 -
P AC-SGD 7x1073 1x107® 1000 0.99 0.9 -
AC-CG 8x1072 1x10™% 1000 0.99 0.9 -
SMAC 6x1072 1x10™% 1000 0.99 0.9 0.1
Pendulum AC-Adam 7x1074 1x10™% 1000 0.99 0.9 -
AC-SGD 5x 1072 1x10™% 1000 0.99 0.9 -
AC-CG 3x1072 1x107% 1000 0.99 0.9 -
SMAC 5%x1073 1x10™* 1000 0.99 0.9 1.0
- -2 -4 _
Half Cheetah AC-Adam 1x 1073 1x 1074 1000 0.99 0.9
AC-SGD 1x10 1x10 1000 0.99 0.9 -
AC-CG 1x1072 1x10™* 1000 0.99 0.9 -
SMAC 1x1072 1x10™* 1000 099 0.9 1.0
Hooner AC-Adam 1x107% 1x10~* 1000 0.99 0.9 -
PP ACSGD  1x10~%  1x10~* 1000 0.99 0.9 ;
AC-CG 1x1072 1x10™* 1000 0.99 0.9 -
SMAC 3x1072 1x10~* 1000 0.99 0.9 1.0
Swimmer AC-Adam 1x10™* 1x10™* 1000 0.99 0.9 -
W
AC-SGD 1x1072 1x10~* 1000 0.99 0.9 -
AC-CG 1x1072 1x10™* 1000 099 0.9 -
SMAC 3x107?2 1x107% 1000 0.99 0.9 1.0
Walker AC-Adam 1x107° 1x107® 1000 0.99 0.9 -
AC-SGD 1x10~* 1x107% 1000 0.99 0.9 -
AC-CG 1x1072 1x107® 1000 0.99 0.9 -
SMAC 1x107% 1x107% 1000 0.99 0.9 0.01
Humanoid AC-Adam 3x1074 1x107% 1000 0.99 0.9 -
AC-SGD 1x1073 1x10™% 1000 0.99 0.9 -
AC-CG 9x107! 1x107% 1000 0.99 0.9 -
SMAC 1.5x107%  1x107® 1000 0.99 0.9  0.01
Pusher AC-Adam 25x10™%  1x10™® 1000 0.99 0.9 -
AC-SGD 1x107" 1x10™% 1000 0.99 0.9 -
AC-CG 9% 107 ¢ 1x10™% 1000 0.99 0.9 -
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