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Abstract

Competency tagging is essential in both aca-001
demic and industrial domains, facilitating align-002
ment of learning content, job posting and re-003
sumes with specific competencies. However,004
the manual tagging process is time-consuming,005
labor-intensive, and expensive. In this study,006
we propose semantic matching-based method007
for automated competency tagging. Particu-008
larly, we explore the potential of large language009
models (LLMs) to encode text data from learn-010
ing content and competency descriptions. Sub-011
sequently, we employ similarity search to re-012
trieve the most pertinent competency tags corre-013
sponding to a given learning content document.014
We investigated semantic search at different lev-015
els of granularity: per document, per paragraph,016
and per sentence. We further fine-tuned the017
LLM using the Low-Rank Adaptation (LoRA)018
technique. Our method yielded promising re-019
sults, achieving a recall@10 of 80.29% when020
tested on 164 pages of learning content asso-021
ciated with 96 competencies. These findings022
highlight the effectiveness of fine-tuned LLMs,023
which enhanced recall@10 by 5%.024

1 Introduction025

Competency tagging plays a significant role in both026

academia and industry. In education, skill tagging027

enhances educational programs and curricula, en-028

suring their alignment with the evolving demands029

of the job market (Holmboe et al., 2010; Roegiers,030

2016). In the job market, competency tagging facil-031

itates matching job seekers with relevant opportuni-032

ties and analyzing market trends. This bridging of033

opportunities for individuals and optimization of re-034

source allocation for employers helps to ameliorate035

imbalances between supply and demand within the036

job market (Danielle et al., 2020).037

However, manual tagging is impractical given038

the vast amount of available data. It is time-039

consuming, labor-intensive, and costly, as it re-040

quires qualified experts. Non-experts are generally041

unable to accurately identify skills (Moore et al., 042

2022; Ren et al., 2024). Moreover, even among ex- 043

perts, consistency can be challenging; for instance, 044

two expert teachers who identified knowledge com- 045

ponents of a state-wide math test only agreed on 046

35% of the items (Patikorn et al., 2019). 047

Therefore, implementing an automated method 048

has the potential to substantially decrease both time 049

and costs; however, challenges persist regarding the 050

accuracy. Numerous approaches have been intro- 051

duced to address competency or skill tagging task, 052

leveraging both traditional machine learning algo- 053

rithms (Desmarais, 2012; Zhao et al., 2015) and 054

more recent neural network models (Patikorn et al., 055

2019; Shen et al., 2021a). Nevertheless, leverag- 056

ing advanced LLMs remains largely unexplored 057

and presents an intriguing avenue for investigation. 058

Furthermore, more attention should be directed to- 059

wards semantic search, particularly regarding levels 060

of granularity. 061

In this paper, we present a semantic matching- 062

based method for competency tagging of learning 063

content. Our method leverages pre-trained LLM 064

(Vaswani et al., 2017) to encode both learning con- 065

tent and competency descriptions, subsequently 066

employing similarity search to retrieve the most rel- 067

evant competencies corresponding to the content. 068

We investigate various levels of semantic search 069

granularity, including sentence-level, paragraph- 070

level, and document-level. Additionally, we ex- 071

plore the potential of parameterized-efficient fine- 072

tinning the LLM using (LORA) (Hu et al., 2021) 073

with custom data. To outline, our study addresses 074

the following research questions (RQs): RQ1 : 075

Does semantic matching using pre-trained LLM 076

for competency tagging prove to be efficient? RQ2 077

: Which level of granularity in semantic match- 078

ing yields the most effective results? RQ3 : Does 079

fine-tuning the LLM enhance competency-tagging 080

performance? The rest of this paper is arranged 081

as follows: Section 2 provides an overview of the 082
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related works on semantic matching; Section 3 de-083

scribes the proposed method; Section 4 illustrates084

employed dataset and implementations; Section 5085

presents the findings; finally, Section 6 provides086

concluding remarks.087

2 Prior work088

Numerous methods have been introduced to ad-089

dress competency tagging task. Early studies em-090

ployed machine learning algorithms to tag compe-091

tencies within educational materials. (Desmarais,092

2012) suggested mapping question items to skills093

using Non-negative Matrix Factorization with sim-094

ulated data. (Karlovčec et al., 2012) proposed a095

method for knowledge component suggestion for096

untagged content in an intelligent tutoring system,097

utilizing text mining and SVM classification which098

demonstrated promising performance using data099

from the ASSISTments platform. In a more recent100

study by (Zhao et al., 2015), Word2Vec algorithm101

was used to encode data for tagging of skills from a102

comprehensive taxonomy comprising 50,000 skills.103

Using a random sampling-based end-user evalua-104

tion, the system tagged resumes submitted by job105

applicants and provided the top 10 skills identi-106

fied. With a substantial dataset comprising 3,000107

responses from users, the current system demon-108

strated a commendable recall rate of 70%.109

Within research on tagging educational learn-110

ing material, (Pardos and Dadu, 2017) conducted111

a study on skill tagging from problem texts. The112

research focused on imputing knowledge compo-113

nents (KC) from untagged problem texts, utiliz-114

ing the ASSISTments 2012 public dataset. Inter-115

estingly, the study compared the skip-gram based116

approach with the bag-of-words (BOW) method,117

revealing that the latter yielded superior results in118

skill prediction. In a similar vein, (Patikorn et al.,119

2019) conducted a study on skill tagging utilizing120

65,120 problems sourced from 336 problem sets,121

encompassing 173 distinct skill standards. Patikorn122

et al. employed decision trees, neural networks123

(NN), and random forest algorithms for skill clas-124

sification. While neural networks demonstrated125

promising results, the evaluation on new dataset126

for testing purposes revealed a notable drop in ac-127

curacy, suggesting limitations in generalizability.128

Despite the performance of all models surpassing129

chance levels, their utility in real-world applica-130

tions remains questionable.131

(Shen et al., 2021b,a) applied multinomial classi-132

fication techniques using finetuned BERT models. 133

They initially trained BERT using unlabeled data 134

encompassing various sources. Then, employed 135

the Task-adaptive Pretrained (TAPT) BERT model 136

to finedtuned the model with labeled data extracted 137

from description texts, video titles, and problem 138

texts. In their evaluation, exact matching was re- 139

placed by semantic or structural similarity assess- 140

ments. The researchers used 385 math knowledge 141

components spanning from kindergarten to 12th 142

grade. While the multinomial classification ap- 143

proach yielded promising results, its implemen- 144

tation necessitated a considerable corpus of an- 145

notated text problems. Moreover, concerns were 146

raised regarding its generalizability, particularly 147

in scenarios where new data deviates substantially 148

from the training dataset. A recent study (Li et al., 149

2024) focused on aligning open educational re- 150

sources with new taxonomies, using various modal- 151

ities including videos (encoded with U3D), im- 152

ages (processed with EfficientNet-B7), and text 153

(utilizing SentenceBERT). Employing both clas- 154

sification and similarity matching techniques, on 155

datasets comprising 21,475 problems from Khan 156

Academy and 19,996 problems from CK12, and 157

utilizing taxonomies such as Common Core skills, 158

Khan Academy, and CK12. Results indicated that 159

while the classification model exhibited superior 160

performance when using the Common Core taxon- 161

omy, similarity matching was more effective with 162

other taxonomies. While the studies explored the 163

similarity matching approach for competency tag- 164

ging, they have limitation of using the pre-trained 165

SentenceBERT model which tend to lack speci- 166

ficity. Our proposed method offers the advantage of 167

leveraging a more powerful Large Language Model 168

(LLM) and fine-tuning it to enrich its knowledge 169

base, consequently enhancing its performance. By 170

fine-tuning the LLM, we can tailor it to the specific 171

requirements of our task, enabling it to capture 172

intricate nuances and patterns within the data. 173

3 Methods 174

This section outlines the design and implementa- 175

tion of our method. Figure 1 shows the overall 176

diagram. Our approach consists of two main com- 177

ponents: an offline block and an online competency 178

tagging process. In the offline block, competencies 179

descriptions are embedded using a Large Language 180

Model (LLM) to encode text data into dense vec- 181

tors. These vectors are subsequently indexed using 182
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Figure 1: A block diagram of the proposed method for competency tagging of learning content.

facebook AI similarity search (FAISS) library. In183

the online competency tagging process, when a184

document is inputted, its text is extracted and trans-185

formed into vectorized form using the same LLM.186

The system then performs a search to identify the187

closest vectors based on distance, outputting the188

top-k relevant competencies.189

3.1 Embedding modeling190

For encoding sentences and paragraphs into dense191

vectors, we employ the Large language model all-192

miniLM-L6-v2 variant from the huggingface Trans-193

former library (?). The model is designed to con-194

vert long textual inputs into a 384-dimensional em-195

bedding space, facilitating efficient similarity cal-196

culations. The training data for this model includes197

a diverse collection of datasets, such as Reddit com-198

ments, S2ORC citation pairs, WikiAnswers, PAQ,199

MS MARCO, GOOAQ, Yahoo Answers, Code200

Search, COCO, SPECTER, and more, amounting201

to over one billion tuples. The model parameters202

include 22.7 million parameters with a maximum203

token limit of 128 per input.204

3.2 Similarity Search with FAISS205

To perform similarity searches among the dense206

vectors, we utilize Facebook AI Similarity Search207

(FAISS). FAISS is an efficient library for search-208

ing similar vectors within large datasets. It con-209

structs compressed indexes using techniques like210

dimensionality reduction and quantization, allow-211

ing rapid nearest-neighbor searches based on var-212

ious distance metrics, such as Euclidean distance213

and cosine similarity. In this study, we use cosine214

similarity, calculated as: 215

cos θ =
A ·B

∥A∥∥B∥
(1) 216

where A ·B is the dot product of vectors A and B, 217

and ∥A∥ and ∥B∥ are their respective magnitudes. 218

We selected FAISS for its capability to efficiently 219

retrieve vectors that closely match a specified query 220

vector, thus avoiding the need for brute-force cal- 221

culation and comparison of similarity scores. 222

3.3 Fine-Tuning with LoRA 223

In this study, textual data encoding relies on lever- 224

aging a Large Language Model (LLM) to ef- 225

fectively capture and process linguistic nuances. 226

To enhance the model’s performance, LoRa fine- 227

tuning technique was employed, allowing for op- 228

timized adaptation to domain-specific datasets. 229

We adopt Parameter-Efficient Fine-Tuning (PEFT) 230

techniques, specifically Low-Rank Adaptation 231

(LoRA). PEFT methods are designed to overcome 232

the challenges of training large language models 233

(LLMs) on low-resource hardware by fine-tuning 234

only a subset of the model’s parameters while keep- 235

ing the majority frozen. This method not only 236

reduces computational and storage costs but also 237

enhances performance in low-data scenarios and 238

improves generalization to out-of-domain data. 239

Indeed, LoRA involve a low-rank decomposi- 240

tion into the weight matrix W0 of the pre-trained 241

model. Instead of directly optimizing all parame- 242

ters, LoRA approximates the update ∆W with a 243

low-rank representation: 244

∆W ≈ α ·A ·BT (2) 245
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Documents Pages sentences
Total 35 164 1968
Mean number

of words 409.00 41.39 7.72

Table 1
Overview of the learning content dataset used for

competency tagging.

Where A is a matrix of size m × r, B is a matrix246

of size n× r, r ≪ min(m,n) represents the rank247

of the decomposition, and α is a scalar scaling248

factor. This results in significantly fewer trainable249

parameters, r(m + n) + 1, compared to the full250

parameter set mn. During inference, the original251

weight matrix W0 is updated as follows:252

W = W0 + α ·A ·BT (3)253

In conclusion, LoRA allows efficient fine-tuning254

while maintaining the integrity of the original pre-255

trained weights. The small number of newly added256

trainable parameters makes the training process257

faster and more memory-efficient, yielding much258

smaller model weights, typically a few hundred259

megabytes.260

By integrating these methods, our method en-261

sures efficient and scalable skill tagging, leveraging262

advanced state-of-the-art techniques in text encod-263

ing, similarity search, and model fine-tuning.264

4 Experiment Setup265

4.1 Datasets266

Comeptency tagging dataset We evaluate our267

method on a private dataset provided by a com-268

pany. This dataset contains 35 course materials in269

PDF format in PDF format, created and manually270

annotated by experts using 96 competencies. These271

annotations involved 96 competencies and served272

as the ground truth for assessing and enhancing the273

performance of our approach. The dataset statis-274

tics are summarized in table 1 The competencies275

are specific to Project Manager job, categorized276

into 14 domains. Each competency entry includes277

a unique reference code, a name, a detailed defi-278

nition, and relevant keywords. For instance, the279

competency with the reference code "DETDEVA"280

is named "Determine strategic approach to deliver281

the project." and it is defined as "determining the282

appropriate development approach and life cycle,283

such as predictive, adaptive, or hybrid, to deliver284

value from start to finish". Keywords associated285

with this competency include "Agile," "scrum," 286

"iterative," and "waterfall." 287

Fine-tuning data To fine-tune the large lan- 288

guage model (LLM), we developed a custom 289

dataset comprising sentence pairs labeled based on 290

their competency components—name, statement, 291

and definition. This dataset includes two subsets 292

containing 2,500 and 3,500 sentence pairs, respec- 293

tively. Each pair was labeled as similar or different, 294

facilitating binary classification. Pairs deemed sim- 295

ilar were assigned a label of 1, while dissimilar 296

pairs were labeled as 0. For example, a similar pair 297

would be represented as (comp_name, comp_def, 298

1), whereas a different pair would be represented 299

as (compX_name, compY_name, 0). 300

4.2 Evaluation metrics 301

To assess the performance of our approach in 302

competency tagging within learning content, we 303

utilized the following evaluation metrics: the 304

Recall@k and MAP@k. 305

Recall@k is a metric used to evaluate the effec- 306

tiveness of an information matching system by mea- 307

suring the proportion of relevant items retrieved in 308

the top k results. It is defined as the number of rel- 309

evant items in the top k results divided by the total 310

number of relevant items in the dataset. Recall@k 311

can be expressed as: 312

Recall@k =
Number of relevant competencies retrieved in k competencies

Total number of relevant competencies
(4) 313

MAP@k (Mean Average Precision) is a metric 314

used to evaluate the precision of an information 315

matching system. It measures the average precision 316

of the relevant competencies at each rank position 317

up to k, providing a single numerical value that 318

summarizes the quality of the ranking. It is defined 319

as: 320

MAP@k =
1

|Q|

|Q|∑
q=1

1

min(m, k)

k∑
i=1

P (i)× rel(i)

(5) 321

where, Q represents the set of queries, m is the 322

total number of relevant competencies for a query, 323

k is the maximum number of competencies to con- 324

sider, P (i) is the precision at cutoff i, and rel(i) is 325

an indicator function that equals 1 if the compe- 326

tency at rank i is relevant and 0 otherwise. 327
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4.3 Implementation details328

For text extraction from documents, we utilized329

the MuPDF library in Python. The Large Lan-330

guage Model (LLM) was imported from Hugging-331

face (Wolf et al., 2019). The fine-tuning process332

involved various LoRA parameters, including rank333

values of 8, 16, and 32, with the scaling factor set334

to twice the rank (Alpha = 2 * R). Learning param-335

eters included learning rates of 0.001 and 0.00001,336

batch sizes of 8 and 16, and training epochs set337

to 3, 5, and 10. We opted for a rank value of 8, a338

learning rate of 0.001, and trained for 10 epochs.339

All training and experiments were conducted on340

Kaggle, utilizing two NVIDIA T4 GPUs to ensure341

efficient processing of the dataset and accelerate342

the fine-tuning process. All code for competency343

alignment and finetuning the LLM will be made344

available on GitHub for the purpose of reproducibil-345

ity.346

5 Results and Discussion347

To address our research questions, we conducted a348

series of experiments.349

1. First, we evaluated the performance of our350

approach using 164 annotated pages, where351

each page represents a unit of learned con-352

tent and tagged competencies were recom-353

mended by our system. The results were com-354

pared against expert annotations to evaluate355

the performance. This evaluation aimed to356

determine the efficiency of semantic match-357

ing using pre-trained models for competencies358

tagging(RQ1).359

2. The second part of our study focused on360

exploring competency tagging across mul-361

tiple levels of granularity: document-level,362

paragraph-level (page-level), and sentence-363

level. This phase aimed to tag competen-364

cies within documents using different units365

of analysis. Specifically, the experiments in-366

volved tagging competencies using the entire367

document text, paragraphs corresponding to368

pages, and individual sentences. Results from369

paragraphs and sentences were aggregated to370

recommend competencies for each document.371

This approach was intended to determine the372

optimal unit of analysis for accurate compe-373

tency tagging (RQ2).374

3. Finally, to enhance the model’s competency-375

related understanding, we employed Low-376

Rank Adaptation (LoRA) to fine-tune a large 377

language model. This involved utilizing two 378

datasets, the first containing 2,500 and the 379

second 3,500 pairs respectively, to refine the 380

model’s capability in understanding and pre- 381

dicting competencies. Subsequently, using 382

the fine-tuned model, we re-evaluated our ap- 383

proach on the 164 annotated pages. Addi- 384

tionally, we assessed the competency tagging 385

module across different levels of granular- 386

ity: document-level, page-level, and sentence- 387

level. This evaluation aimed to validate the 388

effectiveness of fine-tuning a pre-trained LLM 389

(RQ3). 390

5.1 RQ1: Does semantic matching using 391

pre-trained models for competency prove 392

to be efficient? 393

Evaluating our approach using 164 pages from dif- 394

ferent material learning documents yielded a re- 395

call@10 of 74.14% and MAP@10 of 47.21%. Ex- 396

amples illustrating the results are shown in Table 397

2. 398

The high recall rate demonstrates the effective- 399

ness of our approach in assisting experts with data 400

tagging. However, the approach wasn’t able to tag 401

all associated competencies, confirming the study 402

by (Ren et al., 2024), which claims that AI helped 403

save time but sacrificed accuracy. In their study, 404

they found that AI saved almost 50% of the time 405

compared to manual tagging but sacrificed 35% of 406

accuracy. 407

One key challenge faced by our algorithm is the 408

highly refined nature of competencies, which can 409

complicate the accurate tagging of all relevant com- 410

petencies. For instance, as shown in example 2 in 411

Table 2 (line 2), the competencies recommended 412

for a page from the module "Engage Stakehold- 413

ers" included a broader range of competencies than 414

those identified by the experts. While the expert- 415

selected competencies were "Engage stakehold- 416

ers" and "Monitor stakeholder engagement" the 417

algorithm additionally recommended competencies 418

such as "Analyze stakeholders", "Identify relevant 419

stakeholders", "Detect stakeholders attitude", "Pri- 420

oritize stakeholders" and others. Although these 421

recommendations are closely related, they high- 422

light the algorithm’s difficulty in precisely iden- 423

tifying and prioritizing the correct competencies 424

without expert intervention. 425

The relatively low MAP@10 value of 47.21% 426

further suggests a significant presence of false pos- 427
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Module title Page text Actual competencies Recommended compe-
tencies

Preparing an ef-
fective presen-
tation

What are the elements of a great
presentation? list the key elements,
based on your experience and what
you have seen from others

"Present project perfor-
mance information", "Pro-
vide quality information"

"Present project perfor-
mance information", "Pro-
vide quality information",
"Tailors communication
to audience", "Facilitate
open communication",
"Influence others to gain
support and commitment",
"Demonstrate leadership",
"Demonstrate empathy",
"Encourage others to
share", "Promote and sell
project", "Gaining value
from learning"

Engage stake-
holders

Do you - manage proactively stake-
holder expectations to ensure the
project’s objectives are achieved? -
Engage stakeholders at appropriate
stages to obtain or confirm their con-
tinued commitment to the success
of the project? - seek out potential
conflicts among stakeholders to de-
tect new risks and issues? -clarify
and respond to issues raised by stake-
holders? - ensure stakeholders un-
derstand the project’s goals, objec-
tives, and risks throughout the life of
the project? - monitor overall project
stakeholder relationships and adjust
engagement strategies and plans ac-
cordingly? - review and update stake-
holder management plan throughout
the life of the project? - evaluate
stakeholder level of engagement and
confirm it’s at appropriate level?

"Engage stakeholders",
"Monitor stakeholder
engagement"

"Engage stakeholders",
"Monitor stakeholder
engagement", "Analyze
stakeholders", "Identify
relevant stakeholders",
"Detect stakeholders
attitude", "Prioritize
stakeholders", "Establish
the strategic positioning
of the project", "Build
trust based relationships",
"Demonstrate leadership",
"Plan communications"

Team leader-
ship

The abilene paradox : teams fre-
quently take collective action con-
trary to the individual wishes of any
of their members and therefore de-
feat the very purposes they set out to
achieve

"Develop team", "Encour-
age others to share"

"Ensure successful team-
work", "Demonstrate lead-
ership", "Develop team",
"Determine team com-
position and structure",
"Maintain project team fo-
cus", "Influence others to
gain support and commit-
ment", "Encourage others
to share", "Lead change
through people", "Develop
others", "Adapting and re-
sponding to change"

Table 2: Examples of competency tagging for pages across different modules.
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Recall@10 MAP@10
Document-level 62.17% 34.17%
Paragraph-level 70.14% 48.09%
Sentence-level 56.00% 29.95%

Table 3: Competency tagging results at different levels
of granularity.

itives. This implies that while the AI-based ap-428

proach can substantially aid the tagging process, it429

may not be reliable enough for fully automated tag-430

ging where accuracy is paramount. Consequently,431

a more effective application of AI in this context432

might be as an assisted system that supports experts433

in the tagging process, rather than relying on a fully434

automated approach.435

5.2 RQ2: Which granularity of semantic436

matching yields the most effective results?437

The second step involved evaluating the perfor-438

mance of tagging competencies for individual learn-439

ing material documents. Leveraging the advantage440

of expert-annotated competencies for each module,441

we assessed the tagging performance at three lev-442

els of granularity: document-level, paragraph-level443

(page-level), and sentence-level. The results of this444

performance evaluation are summarized in Table445

3. Semantic matching at the paragraph level yields446

the most effective results, achieving a recall@10 of447

70.14%. This level of granularity proves superior448

because it captures the essential idea of each para-449

graph. By focusing on paragraphs, the model can450

better understand and tag competencies accurately451

within each paragraph. These results are then ag-452

gregated to provide a competency tagging for the453

entire document.454

Conversely, matching at the document level455

presents significant challenges due to token lim-456

itations and the potential for data truncation. When457

the input exceeds the model’s maximum token458

limit, the model truncates the input to fit within459

this limit, leading to the loss of crucial context and460

information, as highlighted by Levy et al. (Levy461

et al., 2024).462

Despite the fact that sentence-level semantic463

matching can identify over half of the competen-464

cies, it is less effective compared to paragraph-level465

matching, as it tends to focus more on granular de-466

tails rather than capturing the general idea of the467

text. While it can be beneficial in identifying spe-468

cific competencies, it often misses the broader con-469

text and overall themes that are crucial for accurate470

Recall@10 MAP@10
Pre-trained llm 74.14% 47.21%
Fine-tuned llm
with 2500 data 75.82% 49.71%
Fine-tuned llm
with 3500 data 80.29% 52.48%

Table 4: Competency tagging results with pre-trained
and fine-tuned all-miniLM-L6-v2 at different levels
of granularity: document-level, paragraph-level, and
sentence-level.

competency tagging. In contrast, paragraph-level 471

matching provides a more comprehensive view, 472

encapsulating the essential meaning of each para- 473

graph. This allows for a more accurate aggregation 474

of results, leading to a more thorough understand- 475

ing of the competencies within a docuemnt. 476

The granularity level in semantic matching was 477

investigated within the context of another related 478

NLP task, namely Machine Reading Comprehen- 479

sion (MRC)(Liu et al., 2022). MRC aims to de- 480

velop systems capable of reading text, understand- 481

ing its meaning, and answering questions automati- 482

cally. This investigation focused on how different 483

levels of granularity, such as paragraph-level versus 484

sentence-level matching, impact the performance 485

of semantic matching in MRC tasks. Similar to 486

our findings, liu and al. has shown that matching 487

at a coarser granularity, such as paragraphs, tends 488

to yield more effective results compared to finer- 489

grained approaches like sentence-level matching. 490

This finding underscores the importance of select- 491

ing an appropriate level of granularity in semantic 492

tasks to enhance comprehension and accuracy in 493

processing textual information for tasks like MRC. 494

RQ3: Does fine-tuning the model improve 495

competency-tagging performance? 496

Our third concern in this study focused on explor- 497

ing the potential of fine-tuning Large Language 498

Models (LLMs) to enhance the performance of 499

semantic matching in competency tagging. To in- 500

vestigate this, we conducted two experiments in- 501

volving the fine-tuning of the LLM using datasets 502

comprising 2500 and 3500 instances, respectively. 503

A comparison of the performance of our ap- 504

proach in competency tagging using the original 505

LLM, the fine-tuned version with 2500 instances, 506

and the fine-tuned version with 3500 instances is 507

shown in Tables 4 and 5. 508

Fine-tuning ameliorates performance signifi- 509

cantly, achieving a recall@10 of 80.29% in tagging 510
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Pre-trained llm
Fine-tuned llm with 2500 data
Fine-tuned llm with 3500 data

pre-doc
Recall@10 MAP@10
62.17% 34.17%
69.77% 39.32%
69.83% 38.58%

per-paragraph
Recall@10 MAP@10
70.14% 48.09%
69.06% 47.01%
70.51% 48.70%

per-sentence
Recall@10 MAP@10
56.00% 29.95%
57.06% 33.84%
57.80% 31.45%

Table 5: Competency tagging results with pre-trained and fine-tuned all-miniLM-L6-v2 at different levels of
granularity: document-level, paragraph-level, and sentence-level.

competencies across 164 pages. Similarly, fine-511

tuning enhances competency tagging in 35 modules512

across all granularity levels (per-page, per-sentence,513

and per-document), as shown in Table 5.514

The data used for fine-tuning enhances the515

model’s ability to effectively distinguish between516

closely related competencies, thereby improving its517

overall performance in competency tagging tasks.518

While several hundred well-labeled data samples519

are claimed to suffice for fine-tuning (Zhou et al.,520

2024), our observations indicate that larger dataset521

sizes yield better results. Parameter-efficient fine-522

tuning methods, such as Low-Rank Adaptation523

(LoRA) (Liu et al., 2022), provide a viable alter-524

native to full fine-tuning, achieving a notable 6%525

improvement with minimal data. Additionally, fa-526

cilitates cost-effective and timely fine-tuning pro-527

cesses, making advanced model training more ac-528

cessible.529

6 Conclusion530

In this study, we proposed a novel method us-531

ing Large Language Models (LLMs) and semantic532

matching for competency tagging. Experimental re-533

sults demonstrated the effectiveness of our method.534

Additionally, we examined the impact of semantic535

search granularity and discovered that paragraph-536

level granularity produced the best results, enabling537

a comprehensive understanding of both the overall538

document context and specific details. Moreover,539

we found that fine-tuning a pretrained LLM on ap-540

proximately 3,000 carefully curated examples us-541

ing LoRA can significantly improve performance.542

Limitations 543

One significant limitation of this study is the dif- 544

ficulty in accurately evaluating the performance 545

of our model. Without comprehensive and repre- 546

sentative datasets, it becomes challenging to as- 547

certain the true capabilities and limitations of our 548

method. Moreover, not evaluating our method us- 549

ing publicly available datasets for competency tag- 550

ging inhibits our ability to compare results with 551

state-of-the-art methods, which will be the focus of 552

future work. Despite employing fine-tuning tech- 553

niques like LoRA (Low-Rank Adaptation) to en- 554

hance generalization, our model’s ability to adapt 555

to out-of-domain scenarios may still be restricted. 556

This limitation becomes evident when the model 557

encounters entirely new domains or tasks not cov- 558

ered in the training data. Therefore, the necessity 559

for extensive and diverse datasets during the fine- 560

tuning phase becomes paramount to improving the 561

model’s adaptability to novel contexts. 562
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