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Abstract
Concept maps are summaries of nodes and re-001
lations from text in a directed graph format that002
can foster students’ learning and understand-003
ing. However, manually constructing them is004
a challenging task. Automatic concept map005
extraction methods have emerged, standardly006
with a pipeline approach consisting of methods007
to extract entities and their relations. Yet, exist-008
ing methods face efficiency limitations: 1) they009
are not capable of dealing with big corpora, 2)010
they are not open-access architectures, 3) they011
rely on the existence of annotated datasets. To012
bridge these gaps, we introduce a novel, mod-013
ularized and open-source methods for concept014
map extraction that addresses efficiency by us-015
ing semantic and sub-symbolic techniques with016
a new preliminary summarisation component.017
Moreover, we compare the pipeline approaches018
with three end-to-end Large Language Models019
methods. The best models for our pipeline and020
our end-to-end baseline achieve state-of-the-art021
results on METEOR metrics, with F1 scores of022
25.69 and 28.5 respectively and on ROUGE-2023
recall, with scores of 24.26 and 24.3. This con-024
tribution advances the task of automated con-025
cept map extraction, opening doors to wider026
applications supporting learning. The code is027
open-access and available1.028

1 Introduction029

A concept map is a visual representation that dis-030

plays directed relations between different concepts031

in a graph, as shown in Figure 1. Concept maps fa-032

cilitate the integration of new information with pre-033

existing knowledge (Canas et al., 2001), promote034

active processing of information (Novak, 1990),035

enhance long-term memory retention and foster036

better understanding and critical thinking (Novak037

and Gowin, 1984). These multiple functionalities038

make them valuable not only for educational pur-039

poses but also in clinical settings for addressing040

1https://github.com/vs1rr/automatic_concept_
map_extraction/tree/master

and rehabilitating language disorders. Notably, cre- 041

ating concept maps is among the most effective 042

strategies for assisting children with language dis- 043

orders (Dexter and Hughes, 2011; Ausubel et al., 044

1968; Nesbit and Adesope, 2006). Additionally, 045

its potential applications extend beyond learning, 046

as demonstrated by several studies in information 047

retrieval and knowledge representation (Villalon, 048

2012; Leake, 2006). 049

The manual creation of concept maps from text 050

is challenging and impractical due to the time- 051

consuming nature of the task. As a result, there 052

has recently been significant attention given to 053

the automatic extraction of concept maps from 054

text (de Aguiar et al., 2016; Falke et al., 2016; 055

Falke and Gurevych, 2017; Falke et al., 2017; Falke, 056

2019). However, the automatic construction of con-
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Figure 1: An example of a concept map, showing the
concepts and relations between them. It was created
based on the folder 320 of the WIKI dataset (Falke,
2019).
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cept maps, traditionally implemented as a pipeline057

including components such as concept and relation058

extraction, grouping and labeling and importance059

ranking, still exhibit several shortcomings. First,060

current methods struggle with efficiency, being of-061

ten limited to processing small document collec-062

tions and unable to handle large-scale datasets. Sec-063

ond, they depend on the availability of annotated064

datasets to implement supervised models. Third,065

their code or architecture is not openly accessible.066

Inspired by past and current approaches, we067

maintain a pipeline architecture, and introduce an068

open access, cost-efficient and modularized system,069

based on semantic techniques and Large Language070

Models (LLMs). To the best of our knowledge,071

we provide two main contributions and novelties:072

1) We integrate sub-symbolic techniques, such as073

neural-based relation extraction, for automated con-074

cept map extraction; 2) We introduce a prelimi-075

nary summarization and importance ranking com-076

ponents to reduce the search space. Furthermore,077

we address the need for efficiency which currently078

relies on heavily annotated corpora, by fine-tuning079

a sequence-to-sequence model based on BART for080

the relation extraction part. Lastly, we compare081

our model and results to three end-to-end LLMs082

baselines. Our code and experiments are openly083

accessible2. We achieve state-of-the-art results on084

the METEOR metrics and ROUGE-2 Recall.085

2 Related Work086

Concept map extraction can be framed as a sum-087

marization task where the summary is in a graph088

format. In this work, we focus on concept map089

extraction from unstructured data. The literature090

conventionally portrays the automatic extraction091

of concept maps from text as a multi-step process,092

involving sub-tasks such as concept and relation093

extraction, and sub-graph selection. Existing works094

can be divided into two types of methods: the ones095

with multiple documents as inputs, namely the096

Concept Map - Multi Document Summarization097

(CM-MDS), and the ones with a single document098

as input, namely the Concept Map - Document099

Summarization (CM-DS) (Falke et al., 2017).100

Early research efforts focused on CM-101

DS (Oliveira et al., 2001). This approach laid102

the groundwork by not only extracting relations103

between concepts from a text file, but also by104

2https://github.com/vs1rr/automatic_concept_
map_extraction/tree/master

extrapolating rules about the knowledge at hand. 105

Subsequent studies like Leake (2006) employed 106

unsupervised methods with deep syntactic parsing 107

for concept selection. These methods primarily 108

used term frequencies to assign a document to 109

the most probable concept map among a set 110

of options, enhancing the accuracy of concept 111

selection. Kowata et al. (2010) further focused 112

on extracting concept maps from Portuguese 113

news articles. This work pioneered the use a 114

comprehensive pipeline approach that included text 115

segmentation, tokenization, part-of-speech tagging, 116

core elements candidate recognition, dependency 117

interpretation, and concept map construction. 118

de Aguiar et al. (2016) introduced a sophisticated 119

pipeline approach that integrated grammar rules, 120

co-reference resolution, and concept ranking based 121

on occurrence frequency. Lastly, Bayrak and Dal 122

(2024) introduced a new heuristic approach to 123

extract concept maps from Turkish texts. 124

For CM-MDS, Rajaraman and Tan (2002) 125

pioneered the field by utilizing regular expressions 126

and term-frequency-based grouping to construct 127

a concept-map-based knowledge base from text 128

documents. They used Named Entity Recognition, 129

extracted noun-verb-noun triples using a POS 130

tagger and handcrafted rules, disambiguated them 131

with WordNet, and clustered them. Their approach 132

was integrated into a system and validated through 133

experimental studies. Zouaq et al. (2011) later 134

defined specific patterns over dependency syntax 135

representations to enhance entity extraction. Their 136

work highlighted the usefulness of concept map 137

mining in ontology learning. Žubrinić et al. (2015) 138

extended the CM-MDS task by introducing a 139

heuristic approach for summarizing concept maps 140

from legal documents written in Croatian. This 141

was a significant advancement that demonstrated 142

the adaptability of CM-MDS techniques to other 143

languages and domain-specific document types. 144

Lastly, Falke et al. (2017; 2017; 2019) made sig- 145

nificant contributions to the field and their datasets 146

serve as the main benchmark for the CM-MDS 147

task. Their model leverages predicate-argument 148

structures and automatic models for German and 149

English, achieving state-of-the-art performance. 150

Their pipeline approach including five distinct 151

steps: (1) concept and relation extraction, relying 152

on Open Information Extraction; (2) Concept Men- 153

tion Grouping and Labeling with greedy search 154

optimization (3) Relation Mention Grouping, 155
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Labeling and Selection using lemmatization (4)156

Importance Estimation with a Ranking Support157

Vector Machine (5) Concept Map Construction158

using Integer Linear Programming.159

Authors Task Language Method SE IR EE RE

Oliveira et al. (2001) S EN L ✓

Rajaraman and Tan
(2002)

M EN L ✓ ✓

Leake (2006) S EN LS ✓

Kowata et al. (2010) S PR LS
Zouaq et al. (2011) M EN L ✓ ✓ ✓

Zubrinic et al. (2012) M CR LS post ✓ ✓

Qasim et al. (2013) M EN LS ✓ ✓

Žubrinić et al. (2015) M CR LS ✓ ✓

de Aguiar et al. (2016) S EN LS post ✓ ✓

Falke (2019) M EN,DE LS post ✓ ✓ ✓

Nugumanova et al.
(2021)

M EN,KK,RU L ✓ ✓

Bayrak and Dal (2024) M TR LS ✓ ✓ ✓

Our pipeline approach M,S EN LS pre ✓ ✓ ✓

Table 1: Comparison of existing pipeline methods for
CM-DS (S) and CM-MDS (M ) tasks from text data to
our pipeline. For the header: SE: Summary Extraction,
IR: Importance Ranking, EE: Entity Extraction, RE:
Relation Extraction. For the Language: EN : English,
DE: German, KK: Kazakh, RU : Russian, CR: Croa-
tian, PR: Portuguese. For the method: linguistic tools
(L), linguistic and statistical tools (LS). For Summary
Extraction (SE): pre: SE occurs before entity and rela-
tion extraction, while post: SE occurs after.

Table 1 summarizes existing methods for both160

CM-DS and CM-MDS. These works showcase the161

evolution from basic term frequency methods to162

more complex pipelines. However, existing ap-163

proaches rely on symbolic or machine learning164

methods, lacking the incorporation of advanced165

neural techniques that can enhance relation extrac-166

tion accuracy. Additionally, no previous studies167

have introduced the preliminary summarization and168

importance ranking components that we use to re-169

duce the search space by focusing on the most170

important content. Furthermore, we fine-tune a171

sequence-to-sequence models for the relation ex-172

traction sub-task, which can address the challenges173

posed by the need for heavily annotated corpora174

and improve efficiency. Lastly, we provide a com-175

prehensive comparison between our method and176

end-to-end LLM-based methods. By understanding177

and building upon existing methodologies, we in-178

troduce an open access, cost-efficient and modular-179

ized system, based on symbolic and sub-symbolic180

techniques.181

3 Methods 182

We present two methods for automated concept 183

map extraction from text. Following the literature, 184

we first propose a pipeline-based approach. We 185

introduce a modular, open-access method with four 186

components, three optional and one mandatory : 187

(1) Summary Extraction, (2) Importance Ranking, 188

(3) Entity Extraction and (4) Relation Extraction. 189

(1), (2) and (3) can be deactivated in the pipeline, 190

while (4) is always required, as depicted in Figure 2. 191

While (3) and (4) were standardly used in previous 192

approaches, we are the first ones to propose (1) and 193

(2) as primary steps for more efficiency. Second, 194

we introduce three end-to-end LLMs baselines. 195

3.1 Pipeline approach 196

While the state-of-the-art method (Falke, 2019) 197

used as last step graph summarization, we investi- 198

gate whether adding an (1) importance ranking and 199

(2) summarization steps at the very beginning of 200

our pipeline can yield better results and alleviate 201

the search space. 202

Pre-processing. This step transforms all text to 203

lowercase, removes punctuation, and filters out 204

noise-prone information such as web links. 205

Summary Extraction. We integrate methods for 206

extractive and abstractive summarization. Extrac- 207

tive summarization extracts key sentences from 208

the original text, while abstractive summarization 209

generates a concise summary using new phrases 210

and sentences. For extractive summarization, we 211

use LexRank (Erkan and Radev, 2004)3. We 212

choose this method as it was previously used 213

for concept-based extractive summarization (Chi- 214

trakala et al., 2018) and it leverages graph-based 215

and ranking methods particularly relevant for our 216

task. For abstractive summarization, we use gpt- 217

3.5-turbo-01254 through the OpenAI API. Our 218

choice was motivated by its advanced capabili- 219

ties in generating human-like text. We also add 220

a summary_percentage parameter which speci- 221

fies the desired reduction in length. For instance, 222

a summary_percentage of 30 indicates that the 223

summary will be 30% of the original text size. 224

Importance Ranking. Importance ranking iden- 225

tifies the most salient sentences in a text. The first 226

3https://github.com/miso-belica/sumy
4https://platform.openai.com/docs/models/

gpt-3-5-turbo
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Figure 2: Overview of our pipeline method for automatic concept map creation from a single document or a
collection of documents. The pipeline contains one mandatory part highlighted in dark, relation extraction, while
the other modules are optional

technique is based on Word2Vec (Mikolov et al.,227

2013)5. We used the standard measure of cosine228

similarity to assess the relatedness between two229

sentences. Sentences which are similar to many230

other will be ranked the highest, as such sentences231

are likely to convey the most important messages232

in the text (Cheng and Lapata, 2016). The second233

one is PageRank (Page et al., 1999) which was234

selected due to its establishment as a baseline in235

the prior research of Falke et al. (2017), in line236

with the intuition that a page’s rank should be high237

when the cumulative ranks of the inbound edges238

pointing to it are also high. Similarly to the sum-239

marization component, we also add as parameter240

a ranking_perc_threshold to select the top sen-241

tences scored in the ranking phase.242

Entity Extraction. Entity extraction is used to243

extract relevant entities from text. We either used244

DBpedia Spotlight (Mendes et al., 2011) with a con-245

fidence score of 0.7, or noun chunks from spaCy6.246

Relation Extraction. For relation extraction we247

used two methods. First, as in Huguet Cabot248

and Navigli (2021), we refer to relation249

extraction as the task of extracting triples250

(subject, predicate, object) from text, with no251

given entity spans. For this sub-component we252

fine-tuned REBEL (Huguet Cabot and Navigli,253

2021), an open-source, triple extraction, sequence-254

to-sequence model based on BART (Lewis et al.,255

2019). The choice of REBEL relies on its state-256

of-the-art performance across multiple tasks and257

limited number of parameters compared to other258

state-of-the-art systems such as UniREl (Tang et al.,259

2022) or DEEPSTRUCT (Wang et al., 2022). For a260

comparison with a relation extraction system more261

similar to the one used by the state-of-the-art, we262

5https://radimrehurek.com/gensim/models/
word2vec.html

6https://spacy.io/usage/linguistic-features

also included CoreNLP7 as an alternative. 263

Post-processing. We implement a post- 264

processing step to identify and remove redundant 265

triples. This step checks for overlapping elements 266

within the triples and removes any triple that 267

overlaps more than 60% with another. 268

3.2 LLMs-based end-to-end method 269

LLMs perform better when tasks are decomposed 270

into smaller chunks (Wei et al., 2022). To explore 271

this, we compare three approaches in increasing or- 272

der of complexity: (I) zero-shot, (II) one-shot, and 273

(III) decomposed prompting. Each approach incre- 274

mentally adds context and guidance to enhance 275

performance. For (I) and (II), we used similar 276

prompts, with the key difference being that the one- 277

shot prompting (II) includes an example concept 278

map from the training corpus. (III) aims to divide a 279

complex task into simpler sub-tasks for a more effi- 280

cient prompting, and outperforms standard prompt- 281

ing baselines in complex tasks (Khot et al., 2023). 282

Figure 3 shows the sub-tasks we added in our de- 283

composed prompting baseline. We also provide 284

notebooks to experiment with the LLMs baselines8. 285

4 Experimental Setup 286

4.1 Data and Baselines description 287

We used the WIKI English dataset (Falke, 2019) 288

for CM-MDS, which was obtained through an au- 289

tomated corpus extension method that combines 290

automatic pre-processing, crowd-sourcing, and ex- 291

pert annotations. It contains 38 clusters, each with 292

several documents and centered on a distinct topic. 293

It is split 50/50 across the train and the test set. 294

Each cluster contains 15 documents in average, and 295

comes with a reference concept map. This dataset 296

7https://github.com/stanfordnlp/CoreNLP
8https://github.com/vs1rr/automatic_concept_

map_extraction/tree/master/notebooks
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Figure 3: Prompts used for the decomposed prompting baseline.

is the largest annotated corpus for CM-MDS, fol-297

lowed only by the EDUC dataset (Falke, 2019),298

which contains 30 document clusters focused solely299

on educational content. Given the unavailability300

of EDUC dataset, we only evaluated our model on301

WIKI for the CM-MDS task.302

We compare our model against supervised and303

unsupervised methods proposed in the literature.304

Unsupervised methods include Page et al. (1999),305

Leake (2006), Žubrinić et al. (2015). Supervised306

methods include Falke and Gurevych (2017), and307

Falke et al. (2017). Lastly, we compare our model308

to our three end-to-end LLM baselines.309

4.2 Fine-tuning REBEL310

Falke et al. (2017) used the BIOLOGY (Olney311

et al., 2011) dataset to evaluate their relation extrac-312

tion approach, and the WIKI (Falke, 2019) dataset313

to evaluate their pipeline end-to-end. BIOLOGY314

contains manually constructed concept maps devel-315

oped in the work of Olney et al. (2011) and aligned316

with their corresponding original text by Falke et al.317

(2017)9. Similarly to them, we fine-tune REBEL318

using the relations from BIOLOGY. Focusing on319

relations extracted from a single document simpli-320

fies the mapping process, as it is easier to associate321

one sentence to a relation within a single context322

rather than across multiple documents, therefore323

we only considered BIOLOGY for the fine-tuning.324

We mapped each relation in a concept map to the325

sentence in the text containing that relation, since326

relation extraction operates at the individual sen-327

tence level. We implemented a rule-based system328

that returns a boolean value of whether the infor-329

mation in the input triple is present in input the330

sentence. This process resulted in 220 mappings331

which we divided into training, evaluation, and test332

sets for fine-tuning. The split for train/eval/test333

was 80/10/10. We used the following parame-334

ters: learning_rate = 2.5 ∗ 10−5, epochs = 10,335

batch_size = 4, seed = 1. We compare the base336

REBEL to our fine-tuned REBEL.337

9BIOLOGY was accessed with permission from the au-
thors. Due to ownership constraints, the link to the dataset
cannot be provided.

4.3 Evaluation Metrics 338

For the evaluation of our results, we use the 339

same metrics as Falke (2019): adapted versions 340

of METEOR (Banerjee and Lavie, 2005) and 341

ROUGE (Lin, 2004)10 for automatic concept map 342

evaluation. The original metrics are standardly 343

used for machine translation evaluation and auto- 344

matic summarization, and do not take into consid- 345

eration any graph related parameters. Additional 346

computational details about these metrics can be 347

found in Appendix A. 348

4.4 Parameters 349

We ran our experiments on one Ubuntu machine 350

with 2 GPUs, 40 CPUs, and 348 GiB of memory. 351

The experiments took around 1 day to run. 352

For the summarization part, we solely focused on 353

document-level summarization, instead of cluster- 354

level summarization. We used gpt3.5-turbo-0125 355

and set a temperature of 0, to keep the summary 356

as close as possible to the original text. To avoid 357

repeatedly calling the OpenAI API, we pre-cached 358

the summaries to make our method cost-efficient. 359

For the entity extraction, we set up a local DBpedia 360

Spotlight API11 and used en_core_web_lg for the 361

spaCy model. For the relation extraction, we used 362

an openly available REBEL tokenizer12. 363

4.5 Hyperparameter tuning 364

We first experimented on WIKI train to select the 365

most meaningful parameters for the pipeline. Ta- 366

ble 2 shows the different parameters that were 367

tested. For the summary and the ranking part, we 368

investigated the impact of method and percentage 369

on the quality of the concept maps. For the entity 370

extraction, the two methods were DBpedia Spot- 371

light (ds) or the spaCy noun chunks (nps). For 372

the relation part, we compared the regular REBEL 373

model (rebel_hf ) to its fine-tuned version (rebel_ft) 374

and corenlp. We lastly added some ablation studies 375

where we integrate only the summary part or the 376

10We used METEOR 1.5 and ROUGE 1.5.5.
11https://github.com/MartinoMensio/

spacy-dbpedia-spotlight
12https://huggingface.co/Babelscape/

rebel-large
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ranking part with entity and relation extraction.377

The different sets of parameters resulted in378

144 different parameter combinations. We379

found the following parameters yielded the high-380

est scores: summary_method = chat_gpt,381

summary_percentage = 15, ranking_how =382

all, ranking_perc_threshold = 15, entity =383

dbpedia_spotlight and relation = rebel_hf .384

We use ranking = page_rank and ranking =385

word2vec for summarisation and importance rank-386

ing, and ranking only respectively. More details387

on the results of these experiments can be found in388

Appendix B.

Table 2: Parameter values for each component.
rebel_hf : base REBEL model, rebel_ft: fine-tuned
REBEL model, ds: DBpedia Spotlight, nps: noun
chunks from spaCy. Bolded values are the ones kept for
the final results.

Component Parameters Values

Summary
method chat-gpt, lex-rank
percentage 15, 30

Ranking
method word2vec, page_rank
percentage 15, 30

Entity method ds, nps

Relation
Extraction

method rebel_hf, rebel_ft,
corenlp

389 5 Results390

5.1 Quantitative Results391

Table 3 shows results for both training and test sets392

of WIKI, across different component combinations:393

Full Pipeline, i.e. the one with all the components394

(A), Pipeline without Ranking (B), Pipeline without395

Summary (C), and Pipeline without Entities (D)396

and for the LLM-s. In the next subsections, we will397

describe the each result for each pipeline in details.398

5.1.1 Pipeline approach399

(A) demonstrates competitive performance across400

multiple evaluation metrics on both the training401

and the test sets. It achieves an F1 score of 26.65402

for METEOR on the training set and 24.05 on the403

test set, outperforming the previous state-of-the-404

art (Falke et al., 2017). The pipeline achieves recall405

ROUGE-2 scores consistent with existing litera-406

ture, attaining an F1 score of 10.64 on the training407

set and 7.61 on the test set. However, the Precision408

score for ROUGE-2 remains lower. This suggests409

that while the pipeline seem to produce compre-410

hensive concept maps that capture a wide range411

of information, it may also introduce words and 412

details not present in the reference concept maps. 413

5.1.2 Ablation Studies 414

In this section, we analyze the significance of each 415

component in the Full Pipeline. Generally, incorpo- 416

rating either the ranking or summary modules led 417

to improved METEOR performance. Comparing 418

METEOR metrics from (B) and (C) to those of 419

(A) reveals an improvement of approximately 10 420

points for precision, while results for recall and F1 421

are more mitigated. Omitting the ranking module 422

in (B) resulted in a decline in ROUGE-2 scores 423

(F1 of 3.84 instead of 7.61 in (A)), whereas exclud- 424

ing the summary module in (C) showed a decrease 425

in METEOR scores (F1 of 22.16 instead of 24.05 426

in (A)). The Pipeline without Entities Extraction 427

(D) shows that the performance drops in METEOR 428

Precision and ROUGE-2 Recall, indicating a lower 429

accuracy when generating the concept map and in- 430

creased noise. These issues may arise because the 431

model, lacking entity constraints, tends to extract 432

irrelevant triples, leading to less precise and less 433

comprehensive summaries. More details on the 434

hyperparameters are presentend in Appendix B. 435

5.1.3 LLM end-to-end approach 436

Across all the three LLMs baselines, METEOR 437

generally shows higher scores compared to 438

ROUGE-2, suggesting that the generated sum- 439

maries are evaluated more favorably based on lin- 440

guistic quality metrics rather than exact overlap. 441

The LLMs approach’s challenge in achieving high 442

ROUGE-2 Precision suggests that while the gener- 443

ated concept map captures crucial information, it 444

faces difficulty in precisely selecting and summariz- 445

ing essential details without including redundant or 446

unnecessary information. Decomposed prompting 447

consistently outperforms the two other baselines 448

in METEOR scores and ROUGE-2 Recall on both 449

the training and the test set with respective scores 450

of 28.5 and 24.3. 451

Across all four pipelines, including (A), 452

ROUGE-2 scores consistently lagged behind the 453

existing literature baselines, particularly in preci- 454

sion, highlighting potential limitations in captur- 455

ing all pertinent details despite effectively convey- 456

ing main points, as indicated by higher METEOR 457

scores. This suggests opportunities for enhancing 458

content coverage and lexical alignment. The higher 459

ROUGE-2 recall metrics observed in (C), which 460

excludes summarization, may highlight challenges 461

6



Table 3: Results for all systems on WIKI TRAIN and WIKI TEST.“-” indicates that we couldn’t access to the
results. Bolded and underlined metrics are the highest and the second-highest in the column respectively.

Approach WIKI TRAIN WIKI TEST

METEOR ROUGE-2 METEOR ROUGE-2
Pr Re F1 Pr Re F1 Pr Re F1 Pr Re F1

Page et al. (1999) - - - - - - 13.27 14.13 13.62 8.35 6.17 7.01
Leake (2006) - - - - - - 13.44 13.79 13.55 8.57 7.16 7.61
Žubrinić et al. (2015) - - - - - - 14.63 14.92 14.72 10.50 7.91 8.87
Falke and Gurevych (2017) - - - - - - 14.30 23.11 17.46 6.77 23.18 10.20
Falke et al. (2017) - - - - - - 19.57 18.98 19.18 17.00 10.69 12.91

(A) Full Pipeline 27.08 28.6 26.65 9.67 13.97 10.64 24.61 24.47 24.05 6.37 11.81 7.61

Zero-shot Prompting 24.98 20.20 21.36 7.74 16.00 9.05 25.18 19.11 21.24 6.28 15.93 8.22
One-shot Prompting 26.69 21.38 22.64 6.22 19.16 8.40 25.15 19.15 21.26 6.31 15.89 8.24
Decomposed Prompting 39.9 25.2 30.0 4.8 27.5 7.3 38.4 23.3 28.5 3.9 24.3 6.0

Ablation studies

(B) Pipeline without Ranking 34.59 23.06 26.96 3.17 23.68 5.43 35.91 20.6 25.69 2.16 22.96 3.84
(C) Pipeline without Summary 35.31 20.43 25.37 2.08 23.7 3.76 36.39 16.17 22.16 1.33 24.26 2.5
(D) Pipeline without Entities 27.75 25.58 25.67 7.73 14.6 9.48 24.91 21.59 22.74 4.94 11.92 6.52

in the summarisation processes which can lead to462

occasional inaccuracies.463

5.2 Qualitative Analysis464

We compare the gold-standard concept map of465

folder 320, as provided by the WIKI dataset, and466

the output concept map of our full pipeline method.467

We use color-coding to identify the mappings on468

nodes and edges, as depicted in Figure 4. On match-469

ing nodes to nodes and edged to edges, we intro-470

duce the green and orange color. The green color471

refers to exact match on node or edge level, the472

orange color represents semantically similar nodes473

or edges between the gold standard and our con-474

cept map. With blue color we represent the node475

in our concept map that is similar to parts of the476

gold-standard, more specifically the node “Edward477

VIII abdicated the British throne” which is simi-478

lar to (node: edward viii – edge: abdicted – node:479

british monarch). The purple color groups nodes480

and edges that are semantically similar in our con-481

cept map. In the comparison between the gold-482

standard and our concept map, we do not find any483

associations with contradictory meaning, such in484

case (nodei – edge: parent – nodej) and (nodei –485

edge: child – nodej).486

On one side, we observe that our pipeline was487

able to generate a concept map similar to the gold488

standard where the main concepts are the same, col-489

ored in green, or semantically similar, colored in490

orange and blue. For this example the main concept491

our pipeline missed is the node: “constitutional cri-492

sis”. Although “george” and “british empire” are493

also not present in our approach, we argue that they 494

refer to similar parts in our concept map such as the 495

nodes: “King George VI” and “British”. Further- 496

more, we notice that our generated concept map 497

produces many semantically similar nodes. These 498

nodes are colored in purple in Figure 4b, such as: 499

“King George VI” and “George VI”, and “Walls”, 500

“Wallis Warfield Simpson”, and “Walls Simpson”. 501

The co-reference resolution of the concepts will 502

increase the pipeline’s performance. On the other 503

side, the relations between nodes appears to be a 504

more challenging task. Our generated concept map 505

was able to produce only a small number of corre- 506

sponding edges. One explanation might be the com- 507

plex nature of multiple associations between the 508

main concepts in the documents, as the main con- 509

cepts have often multiple relations between them. 510

An example can be a wife and a husband nodes that 511

share multiple relations between them such as that 512

they are married, and the multiple common actions 513

they take together. 514

Lastly, an important aspect to consider is the 515

size of the concept map. Our approach generates 516

on average 32 triples, while the WIKI dataset gold- 517

standard concept maps have on average 12 state- 518

ments for each multi-document folder. The lower 519

number of statements could be a critical limitation 520

to the expressive freedom of concept maps in terms 521

of content and structure, which is a crucial aspect 522

of the quality of the concept maps (Cañas et al., 523

2012). Furthermore, the restrictions on size are not 524

communicated beforehand, which might be a factor 525
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Figure 4: The comparison of concept maps between the gold-standard and the pipeline generated one based on the
folder 320 of WIKI dataset.

reflected in the evaluation metrics of our model that526

misses excellent performance.527

6 Limits & Concerns528

Our pipeline architecture demonstrate competi-529

tive capabilities compared to baselines, yet also530

presents areas for improvement. First, the triples531

extracted appear to be of good quality, but lower532

ROUGE-2 scores suggest possible omissions in533

our system’s output. However, this may also indi-534

cate stronger summarization performance. Second,535

reproducing results with OpenAI models can be536

challenging and inconsistent, even when using the537

same summaries from our experiments. To mitigate538

potential issues like hallucinations, we consistently539

set the temperature to 0 when employing OpenAI540

models. Lastly, evaluating beyond quantitative met-541

rics poses challenges but is essential for a compre-542

hensive assessment. This is why, we performed a543

first qualitative analysis. In future work, conduct-544

ing thorough analyses using ROUGE metrics can545

enhance the quality and accuracy of our results by546

penalizing hallucinatory outputs.547

7 Conclusion & Future Work 548

We present a novel, open-access and modular 549

pipeline for automated concept map extraction 550

from text. Our system is composed of the fol- 551

lowing components: summarization of the orig- 552

inal input document, importance ranking, entity 553

extraction and relation extraction. We fine-tune a 554

sequence-to-sequence model for relation extraction. 555

We compare our method against our three end-to- 556

end LLMs baselines. The decomposed prompting 557

method yielded the best results for METEOR F1 558

scores and ROUGE-2 Recall, demonstrating supe- 559

rior performance. Furthermore, the decomposed 560

prompting approach surpasses the current state of 561

the art for METEOR F1 scores and for ROUGE-2 562

Recall, competing with both supervised and unsu- 563

pervised methods. In future work, given the current 564

lack of domain-specific evaluation metrics for con- 565

cept maps, we aim to develop a new metric that 566

integrates graph structure and characteristics along 567

with human feedback tailored to specific needs of 568

concept map creation. 569
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A Evaluation Metrics742

For the METEOR-adapted metric, we compute743

Precision, Recall as described in Falke et al.744

(2017). Given two pair of propositions ps ∈ PS745

and pr ∈ PR, where PR and PS are the set746

of triples from the reference and from the sys-747

tem respectively, we calculate the match score748

meteor(ps,pr) ∈ [0,1]. Precision and Recall749

are then computed as in Falke et al. (2017) as:750

Pr = 1
|PS |

∑
p∈PS

max{meteor(p,pr)|pr ∈ PR}751

Re = 1
|PR|

∑
p∈PR

max{meteor(p,ps)|ps ∈ PS}752

The ROUGE-2-based Precision and Recall were753

computed as in Falke et al. (2017), by merging all754

propositions within a map into two separate strings,755

ss and sr. Following Falke et al. (2017), the F1-756

score represents the balanced harmonic average of757

Precision and Recall. Scores for each concept map758

are macro-averaged across all topics.759

B Hyperparameter tuning760

We describe the main results of the hyperparame-761

ter tuning, and make the full results with metrics762

available together with our code13.763

Table 4 shows the correlation between the en-764

tity and relation features and the averaged F1 score765

between the METEOR F1 and the ROUGE F1. It766

can be seen that DBpedia Spotlight (ds) performs767

significantly better than noun chunks from spaCy768

(nps) for entity extraction. For relation extraction,769

rebel_hf and rebel_ft perform significantly better770

than corenlp, but there is no strong differences be-771

tween the two REBEL models. The correlations for772

averaged precision and recall were −0.10 (pval =773

0.33) and −0.20 (pval = 0.05) respectively. We774

therefore chose entity = dbpedia_spotlight and775

relation = rebel_hf for the entity and relation776

extraction parameters.777

Table 4: Correlation between entity + relation features
and average F1 scores between METEOR and ROUGE.
The table reads as follows: a correlation of −0.64 for
avg_f1 means that there is a negative correlation be-
tween ds entity and avg_f1, compared to nps entity.

Feature Value 1 Value 2 Metric Correlation P-value

entity ds nps avg_f1 −0.64 2.10e− 17

relation corenlp rebel_ft avg_f1 0.37 2.63e− 4

relation corenlp rebel_hf avg_f1 0.38 1.34e-4

relation rebel_hf rebel_ft avg_f1 0.012 0.90

13The CSV with the completed results can be found here.

Table 5: Correlation between features and F1 scores.
S: System. For the features (F): S: summary method,
SP: summary percentage, IR: importance ranking, IRP:
importance ranking percentage. Bolded correlations are
the ones that are statistically significant (pval < 0.05)
and higher in absolute value than 0.1.

S F Value 1 Value 2 Metric Correlation P-value

A

S chat-gpt lex-rank
avg_f1 -0.92 5.51e− 7
avg_pr -0.56 0.03
avg_re -0.63 8.98e− 3

SP 15 30
avg_f1 −0.05 0.85
avg_pr 0.21 0.44
avg_re 0.40 0.12

IR page_rank word2vec
avg_f1 −0.14 0.82
avg_pr −0.08 0.76
avg_re −0.15 0.57

IRP 15 30
avg_f1 −0.06 0.82
avg_pr 0.057 0.02
avg_re 0.45 0.079

B

S chat-gpt lex-rank
avg_f1 -0.96 0.037
avg_pr 0.55 0.45
avg_re −0.50 0.50

SP 15 30
avg_f1 −0.26 0.74
avg_pr 0.67 0.33
avg_re 0.71 0.29

C

IR page_rank word2vec
avg_f1 −0.89 0.11
avg_pr −0.36 0.64
avg_re −0.60 0.40

IRP 15 30
avg_f1 −0.37 0.63
avg_pr 0.93 0.069
avg_re 0.80 −0.37

We then only kept the experiments that used DB- 778

pedia Spotlight for entity extraction and rebel_hf 779

for relation extraction. We looked at the best pa- 780

rameters for summarisation and importance rank- 781

ing for each type of system independently: (A) Full 782

Pipeline (B) Full Pipeline without Ranking, and (C) 783

Full Pipeline without Summary. 784

Table 5 shows the correlations between each 785

feature in the three systems and the average F1, 786

Precision and Recall scores. The only correla- 787

tion that is higher than 0.1 and statistically signifi- 788

cant is the one comparing the summarisation meth- 789

ods: chat-gpt performs significantly better than 790

lex-rank. Since the other results had weak or non- 791

significant correlations, we chose the parameters 792

that got the highest averaged F1 scores on the WIKI 793

train dataset: 794

• A: summary_method = chat_gpt, 795

summary_percentage = 15, ranking = 796

word2vec and ranking_perc_threshold = 797

15. 798

• B: summary_method = chat_gpt, 799

summary_percentage = 15. 800

• C: ranking = page_rank and 801

ranking_perc_threshold = 15. 802
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Figure 5: The plot displays METEOR Precision, Recall,
and F1 results on the test set for each multi-document
concept map, using the parameters: chat− gpt summa-
rization with a 15% summary percentage, and a non-
fine-tuned Rebel model.

C Qualitative Example Characteristics803

We chose our example on the basis of their ME-804

TEOR and ROUGE-2 average scores. Our choice805

is on folder 320 of the test set which had the follow-806

ing METEOR values: Precision= 42.60, Recall =807

41.84 and F1 = 42.26, and the following ROUGE-2808

values: Precision = 8.60, Recall = 25.39 and F1 =809

12.85.810
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