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Abstract

Large Vision-Language Models (LVLMs) have
demonstrated remarkable capabilities across a
range of multimodal tasks. However, their in-
ference efficiency is constrained by the large
number of visual tokens processed during de-
coding. To address this challenge, we propose
Per-Layer Per-Head Vision Token Pruning
(PLPHP), a two-level fine-grained pruning
method including Layer-Level Retention Rate
Allocation and Head-Level Vision Token Prun-
ing. Motivated by the Vision Token Re-attention
phenomenon across decoder layers, we dynam-
ically adjust token retention rates layer by layer.
Layers that exhibit stronger attention to visual
information preserve more vision tokens, while
layers with lower vision attention are aggres-
sively pruned. Furthermore, PLPHP applies
pruning at the attention head level, enabling dif-
ferent heads within the same layer to indepen-
dently retain critical context. Experiments on
multiple benchmarks demonstrate that PLPHP
delivers an 18% faster decoding speed and re-
duces the Key-Value Cache (KV Cache) size
by over 50%, all at the cost of 0.46% aver-
age performance drop, while also achieving
notable performance improvements in multi-
image tasks. These results highlight the ef-
fectiveness of fine-grained token pruning and
contribute to advancing the efficiency and scal-
ability of LVLMs.

1 Introduction

Recent advancements in Large Vision-Language
Models (LVLMs) have established them as a promi-
nent research focus in multimodal learning. Nu-
merous open-source implementations have demon-
strated remarkable capabilities across various tasks,
including multimodal understanding and reason-
ing.

Nevertheless, LVLMs face computational ineffi-
ciency challenges, mainly due to converting visual
inputs into lengthy vision token sequences, rang-
ing from thousands to tens of thousands. Previous
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Figure 1: The phenomenon of Vision Token Re-
attention in different LVLMs. Various LVLMs demon-
strate the phenomenon of refocusing on images within
deep decoder layers. In these layers, the attention scores
corresponding to vision tokens increase, as indicated by
the red boxes highlighted in the figure.

studies (Chen et al., 2024b; Lin et al., 2024b) find
that LVLMs exhibit lower attentions to vision to-
kens in deeper layers compared to shallower layers,
thus a certain amount of vision tokens are pruned
at specific shallow layers, and the same tokens are
pruned in all subsequent layers. However, such
coarse-grained pruning strategies often lead to a
significant performance decline in complex tasks
that require comprehensive visual information, in-
cluding open-ended VQA and image captioning.
To address this challenge, in this work, we pro-
pose Per-Layer Per-Head Vision Token Pruning
(PLPHP), a plug-and-play adaptive fine-grained
vision token pruning method that includes two lev-
els: 1) Layer-Level Retention Rate Allocation
and 2) Head-Level Vision Token Pruning, signif-
icantly reducing the performance loss associated



with pruning.
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Figure 2: The proportion of attention scores received
by different parts of the same image varies across
different decoder layers. Each polyline in the figure
represents the proportion of attention scores for the cor-
responding group of tokens across different decoder
layers.

The first level of our proposed method stems
from our analysis of the attention to visual infor-
mation in the deeper layers of LVLMs. As shown
in Figure 1, we observe the phenomenon of Vision
Token Re-attention across LVLMs with different ar-
chitectures where attention scores of vision tokens
are initially high and decrease in intermediate lay-
ers, but rise again in certain deeper layers. This in-
dicates that LVLMs do not always disregard vision
tokens in deep layers, thus we need to dynamically
adjust the pruning rate to accommodate the unique
attention patterns of different decoder layers.
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Figure 3: Visualization of attention maps in various
attention heads. Different heads within the same de-
coder layer exhibit different attention patterns.

The second level of our method is motivated by
an in-depth investigation on the variations in vision
token attention across different decoder layers. As
shown in Figure 2, we divide the vision tokens into
five groups based on their spatial relationships and
plot the proportions of attention scores for each
group across different layers. We observe that dif-
ferent parts of the same input image receive varying
proportions of attention across different decoder
layers, suggesting that each decoder layer special-
izes in processing distinct contexts. Furthermore,
we conduct a more granular analysis at the level of
attention heads. As illustrated in Figure 3, differ-

ent attention heads within the same decoder layer
exhibit distinct patterns of attention, demonstrat-
ing that the focus on different contexts occurs at
the attention head level. This observation suggests
that the unique contextual information processed
by each attention head should be independently
preserved during the pruning process to maintain
model performance.

Built on these motivations, by dynamically ad-
justing retention rates according to layer-specific
attention patterns layer by layer, PLPHP retains
more vision tokens in layers where image attention
scores are high, while aggressively pruning layers
with low attention scores. Additionally, through
head-level independent context pruning, PLPHP
preserves the most critical contextual information
for each attention head, leading to performance
improvements. Comprehensive evaluations across
multiple model architectures and various bench-
marks demonstrate the effectiveness of PLPHP. Our
method achieves over 50% compression of the KV
cache, over 18% decoding acceleration, and only a
0.46% average performance degradation with no-
table improvements on multi-image tasks.

The contributions of our work can be summa-
rized into the following three points:

* We uncover the widespread phenomenon of Vi-
sion Token Re-attention through investigations
on various LVLMs, which could be a significant
factor leading to the performance degradation of
existing pruning methods.

* We propose PLPHP, a plug-and-play adaptive
fine-grained vision token pruning method that
improves the performance of pruned models sig-
nificantly while maintaining high computational
efficiency.

* We conduct extensive experiments across multi-
ple benchmarks and model architectures, validat-
ing the superiority of our proposed method.

2 Related Work
2.1 Large Vision-Language Models

Recent advancements in LVLMs significantly en-
hanced multimodal content understanding. Liu
et al. (2023) developed LLaVA, an early general-
purpose multimodal model integrating CLIP (Rad-
ford et al., 2021) with language models. Subse-
quent innovations include Qwen-VL (Bai et al.,
2023; Wang et al., 2024b), which enhanced vi-
sual processing with a specialized visual recep-



tor and multilingual corpus, and Mantis by Jiang
et al. (2024), which improved multi-image reason-
ing through academic-level instruction tuning. Lau-
rencon et al. (2024) introduced IDEFICS, trained
on the OBELICS dataset of interleaved image-text
documents. Unified approaches by Li et al. (2024b)
and Li et al. (2024a) achieved state-of-the-art per-
formance in single-image, multi-image, and video
tasks. However, LVLMs still face computational
challenges due to the high number of visual tokens
during inference, underscoring the need for more
efficient inference.

2.2 Efficient Multimodal Large Language
Models

To optimize the computational efficiency of
LVLMs during inference, works such as Mo-
bileVLM (Chu et al., 2023), Tinygpt-V (Yuan et al.,
2023), MoE LLaVA (Lin et al., 2024a), and LLaVA-
Phi (Zhu et al., 2024) proposed more efficient
model architectures. Meanwhile, Li et al. (2023)
introduced a model-distillation approach that trans-
fers knowledge from large vision-language models
(VLMs) to smaller, lighter counterparts. Q-VLM
(Wang et al., 2024a) provided a post-training quan-
tization framework for LVLMs by mining cross-
layer dependencies to improve quantization effi-
ciency. From the perspective of token pruning,
TokenPacker (Li et al., 2024c), Dynamic-LLaVA
(Huang et al., 2024b), and AVG-LLaVA (Lan et al.,
2024) investigated training LVLMs with fewer vi-
sion tokens to boost computational efficiency. How-
ever, these methods typically require additional
model training, which imposes further computa-
tional overhead.

Training-free token pruning has also been widely
employed in prior research to alleviate token re-
dundancy in vision transformers (ViTs) and large
language models (LLMs). For example, PruMerge
(Shang et al., 2024) and VisionZip (Yang et al.,
2024) suggested strategies to reduce vision tokens
generated by vision encoders, thereby lowering vi-
sion token volume. FastV (Chen et al., 2024b) and
SparseVLM (Zhang et al., 2024b) observed that
visual tokens become less significant in deeper lay-
ers, thus proposing to eliminate redundant vision
tokens during inference. VITW (Lin et al., 2024b)
introduced a strategy to remove all vision tokens
at a specific layer based on KL Divergence. Al-
though these methods have demonstrated effective-
ness, they overlook the distinctions among different
layers and attention heads within LVLMs, leading

to a significant performance decline on complex
tasks. Our research addresses this gap by propos-
ing a fine-grained pruning method including both
Layer-Level Retention Rate Allocation and Head-
Level Vision Token Pruning.

3 Method

Our method is a plug-and-play module during the
inference process of LVLMs. Therefore, we first
outline the inference process of LVLMs as pre-
liminary, followed by the design of our proposed
PLPHP.

3.1 Preliminary

LVLMs typically employ an autoregressive genera-
tion paradigm during inference, which comprises
two stages: the Prefilling Stage and the Decoding
Stage.

Prefilling Stage. In the Prefilling Stage, different
modalities are mapped into a sequence of embed-
ding vectors (tokens), which serves as the input to
the LLM backbone. We denote the interleaved mul-
timodal input token sequence of m text segments
and n images X' € RS*P ag:

()
where XZ(.T) € R% *D represents the token se-

0 ¢

quence of the i-th text segment, and Xj

R® ;1) xD represents the token sequence of the j-
th image. Si(T) and S ](-I) represent the number of
tokens for the ¢-th text segments and the j-th image,
respectively, while S = > | Si(T) +370 S](-I)
represents the total length of the ingl)lt token se-

T
quence. Ii(T) S Ng’( ) and I](.I) € Ngj
corresponding token index sets of X
within X!,

X! is then fed into an LLM composed of N
decoder layers. Since the output and input shapes
of each decoder layer are the same, we can denote
the input of the I-th decoder layer as X! € RS> P,
For the h-th attention head in the [-th layer:

denote the
(T) and X(.I)
J

)

Q" = X'Wy', )

K = X'Wi, (3)



Multi-modal [] Vision tokens to be retained
Interleaved Input L.

L J Vision tokens to be pruned Vi

- . e
m_ sys »
= 3 -1 3
i g3
1 aQ Text )
Q@ — K% g
Image 1 | | > g
- <
m | | 73
The ima 3 5 Image o
ge ,8 2 - o
describe ... 3 A - T I
= — I
Text1 h o | g_ : L Cr'sr'onTu
. o — = Tl
° ° | |[— = \ 27
> ° | Text a 1 é —
— o
3 1 3z
- 33
g | i
Image N < |‘ &
[ | Image 2 = 2 s
=
m u iy s 3
34 _— IToE s @
Please §m 1t 18—
describe ... S = o ____J 3
= Tokens & 1-_'|£|
Text M —_— N

Layer-Level
Il Retention Rate Allocation

Prefillin P
- 9 VisionToken  _ _ _ _ _ _ _ _ _ DeCOdlng
S Re-attention! +~ " [aer tevel \
B % | Retention Rate Allocation g |
AN e ‘ e \ | ER
i C g IS > 5!
Y 5 z | &,
gl §! o 15 gz| 2
21,5 S 5 S&l S =
s> = ! ° 52 )
2 = < 21
gl 21 —> o e s =g R
° @2 FS )
sl &, E] S 28l 1
I I = S 3 I -
w | 3 1 8 —>(c S0 38
)
g1 < F < | = a 0 &
’ = i = | 21 8§
2@ @ |\ /
S o g () , SS505558
1 3 X 2 A I L teod 3 \‘
1| @ > el =
-ore-based
ken Selection | 1) -+ 1o K— e S
\ e 3 , Vision Te ction | 2
Q - 0 ——
W 2 2 | |
! o [=4 1 2 — ™
Tl g s [MRgis -8l (T
N Q. N o 1 sg 7 ik
X , = = = 1 1 za 1| 8
= | £l 2> 2 | gds = U
< < < A= 1 —>
g ! o 1 S§s< =
Y | o @ o 32 0 (R
5 a0 = = = ; §2 8 (&
v ® ! 5§ ° RS
! 1 Y > 1| &
1 1 b3 > RS
? | H
1S \ i H :
/ —
’ /7

Figure 4: Overview of PLPHP. PLPHP has a two-level design including Layer-Level Retention Rate Allocation
(as indicated by the red dashed boxes) and Head-Level Vision Token Pruning (as indicated by the blue dashed
boxes). Upon the completion of prefilling a certain decoder layer, PLPHP categorizes the layer as vision indifferent,

balanced or attentive, and assigns a vision token retention
the vision tokens. Subsequently, according to the allocated
each head within the layer. It removes the visual tokens

rate to the layer based on its average attention scores to
retention rate, PLPHP performs fine-grained pruning for
with lower attention scores from the KV cache of each

attention head, ensuring that the remaining proportion of vision tokens does not exceed the pre-assigned retention

rate.

Vil = XIwy, )
where Wgh € RPxDx, Wll’(h € RP*Pr and

Wi}h € RP*Dk are referred to as the query projec-
tor, key projector, and value projector, respectively.
Dy, is called the head dimension. K" and V1"
are then stored as the KV cache for the current
attention head.

The attention weights A" € RS> are given
by:

QLh (Kz,h)T +A
V Dy

where A € R*S is an upper triangular matrix
whose non-zero values are set to — inf and diagonal
elements are set to 0.

Decoding Stage. During the Decoding Stage, the
model sequentially generates tokens and updates
the KV cache of each attention head. At each
timestep ¢, the input to the [-th decoder layer is
a single token x. € R'P, For the h-th attention
head of the [-th layer, the KV cache is updated by:

AL — Softmax

(&)

i

Kl,h
KW 6
(i) ©

Vl,h
vk . 7
= (owy) ”

3.2 PLPHP

3.2.1 Overview

PLPHP is a two-level adaptive fine-grained pruning
method with Layer-Level Retention Rate Alloca-
tion and Head-Level Vision Token Pruning. The
architecture is illustrated in Figure 4.

3.2.2 Layer-Level Retention Rate Allocation

To measure the extent of a decoder layer’s atten-
tion to visual information, thereby determining the
number of vision tokens to retain, we define the
Vision Attention Score 4 of the [-th layer as:

> Lya

n I =
ker:] I](. ) h=1

Lk
S,k

l

Y= ®)

where H represents the number of attention heads
in each decoder layer. Note that the value of ~* is
between 0 and 1. The larger the value of 4/, the
higher the /-th layer’s attention to visual informa-
tion.

In order to properly allocate the vision token re-
tention rate based on the Vision Attention Score,
given two thresholds c and 8 (0 < 8 < a <
1), the [-th decoder layer is categorized as a
vision-attentive layer when ! > «, as a vision-
indifferent layer if 4/ < f, and as a vision-
balanced layer otherwise. The token retention rate



7! for the I-th layer is defined as:

r+Ar, >«
rl = r—Ar, Yt<pB 9
T, otherwise

where 0 < Ar < r < 1 — Ar. For example,
selecting o = 0.25, 5 = 0.1, 7 = 0.4, and Ar =
0.3 signifies that we regard decoder layers with
fyl > (.25 as vision-attentive layers, and decoder
layers with 4/ < 0.1 as vision-indifferent layers.
For vision-attentive layers, we retain 0.4 + 0.3, that
is, 7T0% of the vision tokens. For vision-indifferent
layers, we retain 0.4 — 0.3, that is, only 10% of
the visual tokens. For vision-balanced layers, we
retain 40% of the visual tokens.

Through this dynamic calculation of token reten-
tion rates, we retain a larger number of vision to-
kens for the vision-attentive layers to leverage their
heightened focus on image information, while we
keep fewer vision tokens for the vision-indifferent
layers to achieve higher efficiency with the least
sacrifice of critical visual information. As for the
vision-balanced layers, we strike a compromise,
seeking an equilibrium between efficiency and per-
formance.

3.2.3 Head-Level Vision Token Pruning

Given the retention rate ! calculated in the first
level, we proceed to perform fine-grained prun-
ing. According to FastV and Zhang et al. (2025),
LVLMs typically exhibit a global focus on images
in the first two layers and the last layer. Therefore,
for a model composed of N decoder layers, we
select the third layer and the penultimate layer as
the starting and ending layers for pruning.

To extract the most important vision tokens to
preserve, for the h-th (1 < h < H) attention head
in the [-th layer (3 < < N — 1), we calculate the
indices of vision tokens with the highest attention
scores within the j-th image input, accounting for
the proportion 7:

IRk _ argtopK;; (Afg’h [IJ(I)]) , 10)

J
where K; = rlS J(I) and the argtopK operation
identifies the indices of the top K elements with
the highest values in the given sequence.

We then prune vision tokens by updating the key
cache and value cache of the attention head by:

3

ZUR)h

Lh 1,h
K"+ K j ,

7

"y (11)
1

n

7=1

Vih ik UIz'(T) U U TUR) R :
i=1 j=1

(12)

where [-] represents the indexing operation, which
retrieves elements from a sequence according to
the given indices.

To provide an intuitive explanation, for every
attention head of the /-th decoder layer, we retain
only the top ! proportion of the most attended to-
kens for each image, and remove the remaining
1 — 7! proportion from the context. Since the num-
ber of text tokens is typically negligible compared
to vision tokens, we retain all text tokens.

Our method allows different attention heads
within the same decoder layer to selectively drop
different contexts, thereby better utilizing the prop-
erty of multi-head attention mechanisms where dis-
tinct heads can focus on various parts of the con-
textual information.

4 Experiments

4.1 Experimental Setting

Benchmarks. In terms of multi-image bench-
marks, we select four subsets from LLaVA-NeXT-
Interleave-Bench (Li et al., 2024b): Spot-the-Diff
(SD), Image-Edit (IE), Visual-Story-Telling (VST),
and Multi-View (MV). We also select three single-
image benchmarks: Flickr30k (Plummer et al.,
2015), COCO 2017 Caption(Lin et al., 2014), and
DetailCaps4870 (Dong et al., 2024).

Metrics. Open-ended VQA tasks are evaluated us-
ing the ROUGE-L (Lin, 2004) (R) metric. CIDEr
(Vedantam et al., 2015) (C) and METEOR (Baner-
jee and Lavie, 2005) (M) are employed to assess
image captioning tasks. Overall Score is used to
evaluate the performance on Multi-View bench-
mark. Regarding efficiency analysis, we utilize
Vision Token Retention Rate (RR), KV Cache Size
(KV), and Decoding Latency as our metrics for
evaluation.

Baselines. We choose FastV and VIW as our
baselines. FastV discards image tokens with low
attention scores in the shallow layers, while VITW
retains all image tokens in the shallow layers and
discards them in the deeper layers.
Implementation Details. We implement PLPHP
and all baselines on an NVIDIA A100 (80GB)
GPU. All methods are evaluated using LMMs-Eval
(Li* et al., 2024; Zhang et al., 2024a). More discus-
sions regarding our benchmark selection, baseline



Table 1: Comparison of different methods on Multi-Image and Single-Image benchmarks. (-) signifies the
values by which the performance exceeds that of the uncompressed model after applying the corresponding method.

Multi-Image

Single-Image

Spot-the-Diff ~ Image-Edit  Visual-Story-Telling Multi-View Flickr30k COCO 2017 DetailCaps4870
Methods ROUGE-L1 ROUGE-L 1 ROUGE-L 1 Overall Score ©  CIDEr 1 CIDEr 1 CIDEr 1
LLaVA-OneVision-7B
Full Tokens 39.16 22.15 31.74 57.29 79.39 137.97 11.24
FastV (K =3, R = 0.5) 37.41 21.16 24.78 43.22 77.38 125.01 9.59
FastV (K =2, R = 0.5) 36.19 20.77 23.99 43.04 75.37 120.8 9.31
VTW (K = 20) 30.13 19.59 29.17 52.68 39.28 76.23 7.03
VTW (K = 14) 30.47 16.17 25.35 41.47 16.80 41.43 3.03
PLPHP (r = 0.5) 39.72 (+0.56) 22.10 31.88 (+0.14) 57.46 (+0.17) 78.93 137.90 10.43
PLPHP (r = 0.4) 39.81(+0.65) 22.06 31.82 (+0.08) 57.41 (+0.12) 78.55 137.64 9.89
LLaVA-OneVision-0.5B
Full Tokens 36.37 17.12 29.76 54.01 75.39 129.87 10.45
FastV (K =3, R =0.5) 23.06 12.87 24.97 39.03 64.22 97.74 8.25
FastV (K =2, R = 0.5) 21.81 11.18 24.51 34.15 61.97 98.73 791
VIW (K =17) 24.43 16.91 26.96 41.16 12.79 14.54 2.38
VIW (K = 12) 24.74 16.51 24.35 46.60 7.35 9.80 1.25
PLPHP (r = 0.5) 36.35 16.81 29.88 (+0.12) 54.01 72.34 126.72 9.31
PLPHP (r = 0.4) 36.19 16.82 30.03 (+0.27) 5391 71.04 123.75 8.35
- 24 34, 60.
7. k*"\%' R N 32. 550 == *
35, /\/ » # = /_/,./—a/ o ; 5 g ! /./
Was / u Ui 25 / ? %
g 2 @ 20 / /./ o™ /'/ = //
30. 3 3 S 45
8 27 g i 8 ./;/ §45 'J
: —%— PLPHP / —%— PLPHP 2 / —*— PLPHP 400 —*— PLPHP
25. —e— Fastv —e— Fastv 22 —e— Fastv / —e— Fastv
. J —— VW 16.0 —=— VW —— VW s —— vTW
2 2 40 60 80 100 2 40 60 80 100 20‘? 40 60 80 100 .20 40 60 80 100
Retention Rate (%) Retention Rate (%) Retention Rate (%) Retention Rate (%)
(a) Spot-the-Diff (b) Image-Edit (c) Visual-Story-Telling (d) Multi-View
80.0 T — —— 140. W M
70.01—¢ 120, e 10.0 =
60.0 100, o0 /
|1 50.0 i} 0 /
a o 8. a
O 400 /. o / o 6.0
200 60. / \
—*— PLPHP 40, —*— PLPHP : —— PLPHP
200 /./ —— FastV —— Fastv /'/ —— Fastv
10.0 - == VW 20, w ==t 20 'd == i
2 40 60 80 100 2 40 60 80 100 2 40 60 80 100
Retention Rate (%) Retention Rate (%) Retention Rate (%)
(e) Flickr30k (f) COCO 2017 Caption (g) DetailCaps4870

Figure 5: Visualization of vision token retention rates and performance across seven different benchmarks. A
point on each polyline represents a certain hyperparameter setting. We record the vision token retention rate and
performance of the method under the corresponding setting. For VTW, we evaluated cases with K = 10, 14 and
20. For FastV, we assessed the cases of (K, R) = (2,0.75), (3,0.5) and (3, 0.25). As for PLPHP, we examined the

situations where (r, Ar) = (0.3,0.3), (0.4,0.3) and (0.5,

configuration, and implementation details can be
found in Appendix A.1.

Unless otherwise specified, the experimental re-
sults we report are based on LLaVA-OneVision-7B,
and the default hyperparameter setting of PLPHP
is (r, Ar,a, 8) = (0.4,0.3,0.25,0.1). The bolded
text in the tables indicates the best performance un-

0.3).

der the corresponding metric, while the underlined
text denotes the second best.

4.2 Main Results

We first conduct experiments with our method
based on LLaVA-OneVision across different bench-
marks. The main results are shown in Table 1.
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Figure 6: Ablation studies on » and Ar. Each polyline in the figure corresponds to a specific value of r, with
different points on a single line representing various values of Ar and their corresponding performance metrics.

Table 2: Ablation studies on o and S.

Spot-the-Diff ~ Image-Edit

Visual-Story-Telling DetailCaps

Methods ROUGE-L 1 ROUGE-L 1 ROUGE-L 1 CIDEr 1  Avg. Retention Rate (%) | Avg. KV Cache Size (%) |
a=0.25,5=10.05 39.74 22.10 31.82 10.66 50.6% 53.2%
a=02,=0.1 39.15 22.10 31.87 10.16 44.0% 50.4%
a=0.25=0.1 39.81 22.06 31.82 9.89 41.6% 47.7%
a=0.3,8=0.1 39.35 22.02 31.81 9.63 39.6% 45.1%
a=0.25=0.15 39.51 22.07 31.80 9.55 35.8% 42.6%

From the table, we can observe that:

* PLPHP significantly outperforms both base-
lines across different benchmarks. For the
LLaVA-OneVision-7B model, the average perfor-
mance of PLPHP under default hyperparameter
settings surpasses FastV by 11.4% and VTW by
48.4%. Compared to the uncompressed model,
the average performance degradation brought by
PLPHP is merely 0.46%. We attribute this perfor-
mance enhancement to the granularity and adapt-
ability of PLPHP. In contrast to FastV and VTW,
which discard a fixed set of vision tokens from
all pruned attention heads, the dynamic nature of
PLPHP offers a distinct performance advantage.

* Model with PLPHP outperforms uncom-
pressed model on various multi-image tasks.
Notably, the average performance of PLPHP sur-
passes that of the uncompressed model by 0.51%
across multiple multi-image task benchmarks on
LLaVA-OneVision-7B through appropriate prun-
ing. The improvement on multi-image bench-
marks could be attributed to the increased redun-
dancy in visual information inherent in multi-
image tasks, which could potentially be detri-
mental to model inference. This redundancy is
effectively eliminated by PLPHP, thereby enhanc-
ing both the efficiency and performance.

* The performance of PLPHP remains relatively
stable under different retention rates. The
carefully designed pruning dynamics in PLPHP
allow it to prioritize the removal of the most
redundant tokens, thereby ensuring that perfor-
mance is less affected by the pruning rate. On

the other hand, VTW is highly sensitive to the
selection of K. It discards all vision tokens at a
specific layer, thus once the model exhibits sig-
nificant Vision Token Re-attention after this layer,
it is likely to severely impact the performance,
which could be the cause of its high sensitivity to
the hyperparameter and substantial performance
decline in image captioning tasks.

To provide a more intuitive analysis of how each
method performs under varying pruning rates, we
evaluated their performance across different vision
token retention rates and visualized the results in
Figure 5. It can be observed that PLPHP consis-
tently outperforms the baseline at the same pruning
rate and maintains nearly no performance degrada-
tion within a certain pruning rate range, indicating
that we can achieve better performance while dis-
carding more vision tokens, which directly leads to
a higher computational efficiency.

These performance boosts highlight the superi-
ority of our method, which dynamically adjusts
the pruning rate based on the attention allocated to
image tokens in different layers and independently
preserve different contextual information for differ-
ent attention heads.

Table 3: Performance of PLPHP on various models.

Bolded text indicates that PLPHP surpasses the uncom-
pressed model.

SD IE VST MV Flickr30k COCO
Methods Rt Rt RfT Rt ct Ct RR(%)) KV(%) |
Qwen2-VL 27.56 2121 2492 1278 7724  96.18  100% 100%
w/PLPHP 2778 2140 25.02 1296 7802  98.67 358%  41.9%
IDEFICS2 1898 1490 2391 1384 5173 7212  100% 100%
w/PLPHP  18.55 14.89 23.93 1396 5168  72.60 361%  51.3%
Mantis 1630 956 1327 1102 7041 9141  100% 100%

w/PLPHP 1641 981 1341 11.14 69.90 90.61 29.1% 33.7%




4.3 Generality of PLPHP on Various LVLMs

To further demonstrate the generality of PLPHP on
various model architectures, we implement PLPHP
on common LVLMs with different LLM back-
bones, and directly compared them with uncom-
pressed models to highlight our effectiveness, with
results shown in Table 3. Since IDEFICS2 and
Mantis are unable to follow instructions in Detail-
Caps4870, we evaluate PLPHP on the other six
benchmarks. Remarkably, Qwen2-VL equipped
with PLPHP surpasses the uncompressed model
across all benchmarks, achieving an average im-
provement rate of 1.5%, while saving an average
of 58.1% KV Cache storage space. For the other
two models, our method also achieves an average
of 57% KV Cache compression while surpassing
the original models across multiple benchmarks.
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Figure 7: The decoding latency and KV Cache size
results. Both baselines maintain constant KV Cache
sizes due to unchanging pruning rates, while PLPHP
adaptively assigns retention rates, producing a fluctuat-
ing curve with a smaller mean.

Table 4: Performance and efficiency comparison
among different methods.

DetailCaps4870

Methods Ct+ Mt Rt Time(h)l RR(%)/
Full Tokens 1124 20.13 30,01 5.63 100%
FastV (K =3,R=05) 9.9 1855 28.72  5.23 55.4%
VTW (K = 14) 303 1505 2438 522 50.0%
PLPHP 9.89 1933 2919 523 47.5%

4.4 Efficiency Analysis

To analyze the efficiency of PLPHP, we conduct
experiments on DetailCaps4870 since it includes
long generation contents. We can observe from
Figure 7a that PLPHP achieves a comparable total
decoding latency to both baselines. The latency
introduced by the unpruned Prefilling Stage is min-
imal (less than 0.5 tokens of delay). Figure 7b
shows that PLPHP maintains a lower KV cache size
during the evaluation process compared to all base-
lines, leading to a shorter decoding latency. Table
4 shows that PLPHP attains performance closest
to the uncompressed model. The nearly consistent
evaluation time also indicates that the additional

computation during the Prefilling Stage gradually
becomes negligible as generation progresses.

Table 5: Decoding Latency and KV Cache Size of
PLPHP under different retention rates.

Methods Decoding Latency (ms/token) | KV Cache Size (%) |
Full Tokens 49.10 100%
PLPHP (r = 0.5) 41.26 54.9%
PLPHP (r = 0.4) 40.20 46.2%
PLPHP (r = 0.3) 39.19 37.6%

4.5 Ablation Study

To explore the impact of » and Ar, we conduct
ablation experiments on four benchmarks, with the
results illustrated in Figure 6. It can be observed
that setting Ar > 0 consistently outperforms the
cases where Ar = 0, indicating that adaptive prun-
ing rates are superior to a fixed pruning rate. This
finding demonstrates that our proposed layer-level
pruning rate allocation has a positive impact on
model performance.

Since r is the most direct parameter reflecting
the average pruning rate, we test the impact of r
on efficiency, with the results presented in Table
5. PLPHP achieves an 18.1% decoding speedup
and a 53.8% KV Cache compression under the
default settings where r = 0.4, and further reaches
a20.2% acceleration and a 62.4% compression at a
lower retention rate, enhancing the computational
efficiency of LVLM decoding remarkably.

« and S also indirectly influence pruning rates,
thus we also conduct ablation studies with the re-
sults shown in Table 2. Intuitively, increasing o
and j3 elevates the criteria for vision-attentive layers
and vision-balanced layers more stringent, leading
to higher pruning rates at the cost of performance
loss. Conversely, decreasing them relaxes the crite-
ria, enhancing the performance but at greater com-
putational expense.

5 Conclusion

In this work, we introduce PLPHP, a two-level prun-
ing method designed to improve the efficiency of
LVLMs with Layer-Level Retention Rate Alloca-
tion and Head-Level Vision Token Pruning. Com-
prehensive experiments demonstrate that PLPHP
outperforms existing pruning methods, achieving a
18% decoding acceleration, over 50% KV Cache
compression and only 0.46% performance degrada-
tion, with improvements on multi-image tasks. We
believe our work contributes to efficient LVLMs,
further promotes their applications, and improves
the user experience.



6 Limitations

The limitations of our work include: 1) We have
only evaluated our method on image-text datasets
and have not conducted further testing on other
modalities. 2) Despite demonstrating superior per-
formance, our proposed method involves 4 hyper-
parameters, requiring parameter selection. 3) The
efficiency advantage of PLPHP is primarily evi-
dent in scenarios where the model generates longer
content. It does not show an efficiency advantage
for short generations such as multiple-choice ques-
tions. In future research, we plan to: 1) Extend our
method to visual modalities such as video (Chen
et al., 2024a; Jin et al., 2024; Weng et al., 2024)
and 3D (Hong et al., 2023; Huang et al., 2024a;
Chen et al., 2024c), aiming to develop a unified
pruning strategy across multiple visual modalities.
2) Test and enhance the performance of our method
in real-world scenarios with limited computational
resources, such as edge computing and embodied
intelligence. 3) Explore the comparison and inte-
gration of our method with other advanced model
lightweighting techniques, such as model distilla-
tion, quantization, and advanced KV Cache op-
timization mechanisms including GQA (Ainslie
et al., 2023) and MLA (Liu et al., 2024).
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A Appendix

A.1 Details of Evaluation Settings
A.1.1 Benchmarks

Since PLPHP maintains the computational integrity
of the LVLMs’ Prefilling Stage, its efficiency ad-
vantage is primarily reflected in the low decod-
ing latency during the subsequent Decoding Stage.
Therefore, we mainly choose benchmarks com-
posed of open-ended VQA and image captioning
tasks. The benchmarks we select encompasses both
multi-image task benchmarks and single-image
task benchmarks.

e Multi-Image benchmarks: The LLaVA-
Interleave Bench is a comprehensive benchmark
dataset designed to evaluate the performance of
LVLM:s in multi-image scenarios. It consists of 13
challenging tasks with a total of 17,000 instances.
We curated four subsets consisting of open-ended
VQA tasks from LLaVA-NeXT-Interleave-Bench:
Spot-the-Diff, Image-Edit, Visual-Story-Telling,
and Multi-View.

o Single-Image benchmarks: The Flickr30k
dataset is a widely used benchmark in the field of
image captioning and visual understanding. It con-
sists of 31,783 images collected from the Flickr
platform, each paired with five human-annotated
captions. The COCO2017 Caption subset contains
more than 45,000 images, each annotated with five
captions written by human annotators, describing
the visual content of the images in detail, includ-
ing objects, their attributes, and the relationships
between them. DetailCaps4870 provides more fine-
grained and specific image content descriptions
than standard captioning datasets, which is more
useful for efficiency analysis.

A.1.2 Baselines

We select FastV and VTW as our baselines in our
experiments. Notably, FastV offers two versions
of implementation: one that supports KV cache
and one that does not. Since the non-KV-cache im-
plementation introduces substantial computational
overhead, we use the version that supports KV
cache to ensure a fair comparison. For both of
the baselines, we refer to the official open source
code ! 2 and implement them on the models we
evaluate.

"https://github.com/pkunlp-icler/FastV
2https://github.com/lzhxmu/VTW

A.1.3 Models

For Qwen2-VL, we set max_pixels to 1280 x 28 x
28 and min_pixels to 256 x 28 x 28 according
to the official recommendation. The Mantis model
that we choose is Mantis-8B-SigLIP-LLaMA3. For
LLaVA-OneVision and Mantis, we use the official
original versions 3 4, while using the versions pro-
vided by the transformers library (Wolf et al., 2020)
for all other models.

A.2 Case Study

To showcase the effectiveness of our proposed
method, we present a series of case studies in the
form of multimodal chatbots, as shown in Figure 8.

3https://huggingface.co/lmms—lab/
llava-onevision-qwen2-7b-ov

4https://huggingface.co/TIGER—Lab/
Mantis-8B-siglip-1lama3
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Figure 8: Multimodal Chatbots with different pruning methods.

13



	Introduction
	Related Work
	Large Vision-Language Models
	Efficient Multimodal Large Language Models

	Method
	Preliminary
	PLPHP
	Overview
	Layer-Level Retention Rate Allocation
	Head-Level Vision Token Pruning


	Experiments
	Experimental Setting
	Main Results
	Generality of PLPHP on Various LVLMs
	Efficiency Analysis
	Ablation Study

	Conclusion
	Limitations
	Appendix
	Details of Evaluation Settings
	Benchmarks
	Baselines
	Models

	Case Study


