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We study the inductive bias of two-layer ReLLU networks trained by gradient flow. We
identify a class of easy-to-learn (‘orthogonally separable’) datasets, and characterise the
solution that ReLU networks trained on such datasets converge to. Irrespective of network
width, the solution turns out to be a combination of two max-margin classifiers: one corre-
sponding to the positive data subset and one corresponding to the negative data subset.

The proof is based on the little-known concept of extremal sectors, for which we prove
a number of properties in the context of orthogonal separability. In particular, we prove
stationarity of activation patterns from some time 7' onwards, which enables a reduction of
the ReLU network to an ensemble of linear subnetworks.

1 INTRODUCTION

This paper is motivated by the problem of understanding the inductive bias of ReLU networks, or
to put it plainly, understanding what it is that neural networks learn. This is a fundamental open
question in neural network theory; it is also a crucial part of understanding how neural networks
behave on previously unseen data (generalisation) and it could ultimately lead to rigorous a priori
guarantees on neural nets’ behaviour.

For a long time, the dominant way of thinking about machine learning systems was as minimisers
of the empirical risk (Vapnik, |1998}; Shalev-Shwartz & Ben-David, |2014)). However, this paradigm
has turned out to be insufficient for understanding deep learning, where many empirical risk min-
imisers exist, often with vastly different generalisation properties. To understand deep networks, we
therefore need a more fine-grained notion of ‘what the model learns’.

This has motivated the study of the implicit bias of the training procedure — the ways in which the
training algorithm influences which of the empirical risk minimisers is attained. This is a productive
research area, and the implicit bias has already been worked out for many linear models]'| Notably,
Soudry et al.| (2018) consider a logistic regression classifier trained on linearly separable data, and
show that the normalised weight vector converges to the max-margin direction. Building on their
work, Ji & Telgarsky|(2019a)) consider deep linear networks, also trained on linearly separable data,
and show that the normalised end-to-end weight vector converges to the max-margin direction. They
in fact show that all first-layer neurons converge to the same ‘canonical neuron’ (which points in the
max-margin direction). Although such impressive progress on linear models has spurred attempts at
nonlinear extensions, the problem is much harder and analogous nonlinear results have been elusive.

In this work, we provide the first such inductive-bias result for ReLU networks trained on ‘easy’
datasets. Specifically, we

e propose orthogonal separability of datasets as a stronger form of linear separability that
facilitates the study of ReLLU network training,

e prove that a two-layer ReLU network trained on an orthogonally separable dataset learns a
function with two distinct groups of neurons, where all neurons in each group converge to
the same ‘canonical neuron’,

e characterise the directions of the canonical neurons, which turn out to be the max-margin
directions for the positive and the negative data subset.

' A more thorough overview of related work can be found in Section@



Published as a conference paper at ICLR 2021

The proof is based on the recently introduced concept of extremal sectors (Maennel et al., [2018)
which govern the early phase of training. Our main technical contributions are a precise charac-
terisation of extremal sectors for orthogonally separable datasets, and an invariance property which
ensures that the network’s activation pattern becomes fixed at some point during training. The latter
allows us to treat ReLU networks late in training as ensembles of linear networks, which are much
better understood. We hope that a similar proof strategy could be useful in other contexts as well.

2 SETTING AND ASSUMPTIONS

In this section, we introduce the learning scenario including the assumptions we make about the
dataset, the model, and the training procedure. We consider binary classification. Denote the training
data {(x;,v;)};—, withx; € R?and y; € {£1} forall i € [n]. We denote by X € R?*" the matrix
with {x;} as columns and by y € R™ the vector with {y;} as entries.

Orthogonally separable data. A binary classification dataset (X, y) is called orthogonally sepa-
rable if for all i, j € [n],

Tx; >0, if y; = yj, W
x;x; <0, ify; #y;.

In other words, a dataset is orthogonally separable iff it is linearly separable, and any training exam-
ple x; can serve as a linear separator. Geometrically, this means that examples with y; = 1 (‘positive
examples’) and examples with y; = —1 (‘negative examples’) lie in opposite orthants.

Two-layer ReLU networks. We define two-layer width-p fully-connected ReLU networks, pa-
rameterised by @ = {W, a}, as

fo : R 5 R, )
fo(x) = aTp(Wx),
where W £ [wy,...w,|T € RP*?and a £ [ay,...,a,|T € RP are the first- and second-layer

weights of the network, and p is the element-wise ReLU function, p(z); = max {0, z;}. We will
often view the network as a collection of neurons, {(a;, w;)}"

j=1"
Cross-entropy loss. We assume a training loss of the form

n

0e) = Zﬁi(fe(xi))a Ci(u) = log(1 + exp (—y;u)); 3)

i=1

this is the standard empirical cross-entropy loss. More generally, our results hold when the loss is
differentiable, £} is bounded and Lipschitz continuous, and satisfies —y;¢;(u) > 0 for all u € R.

Gradient flow training. We assume the loss is optimised by gradient descent with infinitesimally
small step size, also known as gradient flow. Under the gradient flow dynamics, the parameter
trajectory is an absolutely continuous curve {6(¢) |t > 0} satisfying the differential inclusion

00(t)
ot
where 0¢ denotes the Clarke subdifferential (Clarke| (1975} [Clarke et al.[2008) of ¢, an extension of
the gradient to not-everywhere differentiable functions,

€ —0L(0(t)), for almost all ¢ € [0, 00), 4

94(8) 2 conv {klim VU(6y) ’ 9, — 9}. )

0(¢) is the value of the parameters at time ¢, and we will use the suffix (¢) more generally to denote
the value of some function of @ at time ¢.
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Near-zero balanced initialisation. We assume that the neurons {w } are initialised iid from the
Gaussian distribution and then rescaled such that ||w;|| < A, where A > 0 is a small constant. That
is, w; = A\jv;/|lv;|| for v; & N(0,I) and arbitrary \; satisfying A\; € (0, A]. We also assume
that a; € {£\;}. These technical conditions ensure that the neurons are balanced and small in size,
lw;|| = |a;| = 0, which simplifies the calculations involved in the analysis of gradient flow.

Support examples span the full space. We assume that the support examples of the positive data
subset {x; | y; = 1} span the entire R%, and similarly that the support examples of the negative data
subset {x; | y; = —1} span R%. (We formally define support examples after introducing some more
notation below.)

3 MAIN RESULT

Under the assumptions of Section [2] the network converges to a linear combination of two max-
margin neurons. Specifically, given a dataset (X,y), define the positive and the negative max-
margin vectors w,, w_ € R as

w, =argmin||w|®  subjectto  wTx; >1 for i:y; =1, (6)
w

w_ =argmin ||w||®>  subjectto  wTx; >1 for i:y; = —1. (7)
w

We call examples which attain equality in eqgs. (6) and (7) positive support examples and negative
support examples respectively. We now state the main result.

Theorem 1. Let fg be a two-layer width-p ReLU network trained by gradient flow with the cross-
entropy loss, initialised near-zero and balanced. Consider an orthogonally separable dataset (X,y
such that its positive support examples span R?, and its negative support examples also span R?.
For almost all such datasetsﬂ and with probability 1 — 1/2P over the random initialisation,

W(t)

—_— (uw_T|r + zwI)

— 0, ast — oo, (8)
W)

F

for some u,z € RY such that either u; = 0 or z; = 0 for all i € [p]. Also,

a(t)
la@)]

The theorem says that each neuron (row of W), properly normalised, converges either to a scalar
multiple of the positive max-margin direction, u;w_, or to a scalar multiple of the negative max-
margin direction, z; w_. In other words, there are asymptotically only two distinct types of neurons,
and the network could in principle be pruned down to a width of just two. These two ‘canonical
neurons’ moreover have an explicit characterisation, given by egs. (6) and (7).

— (u||lw]|| — z||w_||)H — 0, ast — oo. )

As for the second-layer weights, the magnitude of each a; equals the norm of the respective w;, and
the sign of a; is +1 if w; approaches w_ and —1 if w; approaches w_.

The following corollary summarises the above in terms of the function learnt by the network.
Corollary 1. Under the conditions of Theorem([l] there exist constants u, z > 0 such that

Joe)(x) T

W — up(wlx) — zp(wlx), ast — oo. (10)

3.1 DISCUSSION OF ASSUMPTIONS
Many of our assumptions are technical, serving to simplify the analysis while detracting little from

the result’s relevanc These include infinitesimal step size (gradient flow), balancedness at ini-
tialisation and the condition on support span. The first two could potentially be relaxed to their

*Formally, this means that if {x;} are sampled from any distribution with a density wrt. the Lebesgue
measure, then the theorem (treated as an implication) holds with probability one wrt. the data.
3We verify experimentally in Sectionthat these assumptions are indeed not crucial.
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approximate counterparts, i.e. gradient descent with a small constant step size and approximate bal-
ancedness (Arora et all [2019). The assumption that support vectors span R? comes from Ji &
Telgarsky| (2019a); |Soudry et al.| (2018)). It seems to us that it could be lifted, though we have not
investigated this possibility in depth.

Two assumptions that deserve more attention are near-zero initialisation and orthogonal separabil-
ity; both are crucial for the result to hold. Near-zero initialisation grants neurons high directional
mobility early in training, allowing them to cluster close to the canonical directions. Orthogonal
separability ensures that the canonical directions are ‘easy to find’ by local descent. In prior work,
which considered linear networks, this role is fulfilled by linear separability. The reason we need a
stronger condition is that ReLU updates are more local compared to linear updates: a linear neuron
takes into account all examples in the training set, whereas a ReLU neuron updates only on exam-
ples in its positive half-plane (its active examples). ReLU neurons therefore easily get stuck in a
variety of directions, unless the data is highly structured.

4 PROOF SKETCH

In the analysis, we distinguish between two phases of training. The first phase takes place close to
the origin, ||@]| & 0. In this phase, while neurons move little in the absolute sense, they converge in
direction to certain regions of the weight space called extremal sectors.

4.1 CONVERGENCE TO EXTREMAL SECTORS

(All definitions and results in this subsection are by Maennel et al.[(2018)). We need them later on.)

Sectors are regions in weight space corresponding to different activation patterns. They are impor-
tant for understanding neuron dynamics: roughly speaking, neurons in the same sector move in the
same direction.

Definition 1 (Sector). The sector associated to a sequence of signs o € {—1,0,1}" is the region in
input space defined as

8o £ {w e RY| signwTx; = 0y, i € [n]}. (11)

We may also refer to the sign sequence o itself as a sector.

Some sectors are attractors early in training, i.e. neurons tend to converge to them. Such attracting
sectors are called extremal sectors. To give a formal definition, we first introduce the function
G:S4 SR,

Gw) & = £(0) - p(wTi). (12)

Intuitively, (normalised) neurons early in training behave as if they were locally optimising G, they
therefore tend to cluster around the local optima of G. We formally define extremal sectors as sectors
containing these local optima.

Definition 2 (Extremal directions and sectors). We say that w € St isa positive extremal di-
rection, if it is a strict local maximum of G. We say that w is a negative extremal direction if it is
a strict local minimum of G. A sector is called (positive/negative) extremal, if it contains a (posi-
tive/negative) extremal direction.

The following lemma (Maennel et al.| 2018, Lemma 5) shows that all neurons either turn off;, i.e.
become deactivated for all training examples and stop updating, or converge to extremal sectors.

Lemma 1. Let a two-layer ReLU network fg be balanced at initialisation and trained by gradient
flow. Assume that the loss derivative £} is Lipschitz continuous. Then, for almost all datasets and
almost all initialisations with \ small enough, there exists a time T such that each neuron satisfies
one of these three conditions:

* W (T) € 8 where o < 0 and so w; remains constant fort > T, or
e a;(T) > 0and w;(T) € 85 where o is a positive extremal sector, or

T)
o a;(T) < 0and w;(T) € 8 where o is a negative extremal sector.
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4.2 ORTHOGONAL SEPARABILITY: TWO ABSORBING EXTREMAL SECTORS

Lemma [T| shows that by the end of the early phase of training, neurons have converged to extremal
sectors. Although eq. (12) shows that the number of extremal sectors depends only on the data (i.e.
is independent of model expressivity), it is a priori unclear how many extremal sectors there are for
a given dataset, or what happens once neurons have converged to extremal sectors. We now answer
both of these questions for orthogonally separable datasets.

First, we claim that for orthogonally separable datasets, there are only two extremal sectors, one
corresponding to the positive data subset and one corresponding to the negative data subset. That is,
by converging to an extremal sector, neurons ‘choose’ whether to activate for positive examples or
for negative examples. They thus naturally form two groups of similar neurons.

Lemma 2. In the setting of Theorem|l} there is exactly one positive extremal direction and exactly
one negative extremal direction. The positive extremal sector o is given by

]-a lfyj = 17
ot ={ =1, ify; =—1landxIx; <0 for some i with y; = 1, (13)
0, ify; =—-landx;x; =0 foralliwithy; =1,

and the negative extremal sector o~ is given by

1, lfy] = _17
o =< —1, ify; =1andxIx; <0 for some i withy; = —1, (14)
0, ify; =1landxjx; =0 forall i withy, = —1.

Second, we show that once a neuron reaches an extremal sector, it remains in the sector forever, i.e.
its activation pattern remains fixed for the rest of training.

Lemma 3. Assume the setting of Theorem If at time T the neuron (aj,w;) satisfies a;(T) > 0
and w;(T) € 8, where o is the positive extremal sector (eq. (13)), then for t > T, w;(t) € 8.
The same holds if a;(T) < 0 and o is the negative extremal sector (eq. ).

4.3 PROOF OF THEOREMII]

Once neurons enter their respective absorbing sectors, the second phase of training begins. In this
phase, the network’s activation patterns are fixed: some neurons are active and update on the posi-
tive examples, while the others are active and update on the negative examples. The network thus
behaves like an ensemble of independent linear subnetworks trained on subsets of the data. Once
this happens, it becomes possible to apply existing results for linear networks; in particular, each
subnetwork converges to its respective max-margin classifier.

We give more details in the proof below.
Proof of Theorem[I] By Lemmas|[I]and[2] there exists a time 7" such that each neuron satisfies either

* W (T) € 84 where o < 0 and W remains constant for ¢ > T', or

e a;(T) >0and w;(T) € §4+, or

o ¢;(T)<Oand w;(T) € 8-,
where 0, 0~ are the unique positive and negative extremal sectors given by egs. and .
Denote by Jo,d+,d—, the sets of neurons satisfying the first, the second, and the third condition

respectively. By Lemma if j € g4 then w;(t) € S5+ forall t > T, and if j € J_ then
w;(t) € 8,- fort > T. Hence, for t > T, if x; is such that y; = 1 then

fg(Xi) £ Z ajp(W}Xi) = Z ajw]Txi. (15)

J€lp JjeI+
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Combined with Lemma[A.3] this implies that for k € g,

T X (X awx ) ik

iy =1 JEI+

% - _ Z f;( Z ajoTxi> CaRX;,

iy =1 JjEI+

(16)

(where we have used that P, x; = x; for ¢ with yy; = 1 due to positive extremality). From eq. it
follows that the evolution of neurons in J depends only on positive examples and other neurons in
J+. The neurons behave linearly on the positive data subset, while ignoring the negative subset. The
same argument shows that the evolution of neurons in J_ depends only on other neurons in J_ and
the negative data subset, on which the neurons act linearly. In other words, from time 7" onwards the
ReLU network decomposes into a constant part and two independent linear networks, one trained
on the positive data subset and the other trained on the negative data subset.

We can therefore apply existing max-margin convergence results for linear networks to each of the
linear subnetworks. Denote by WT = [W[, W1 WT] the three parts of the weight matrix. Then
by (Ji & Telgarsky, 2019a, Theorems 2.2 and 2.8) and (Ji & Telgarsky, 2020, Theorem 3.1), there
exist vectors 1, z, such that

W+(t> — T
T 0, t , 17
‘|“uumF LT st e a7
W_(t
W) Ll Do as t — oo. (18)
W_0l, .

(We allow i1,z € RY to account for the fact that J,,J_ may be empty). We now need to relate
Wz and [W_|| z to ||W]|| . In particular, it will be useful to show that |\W+(t)||2f/logt has
a limit as ¢ — oo; the same is true for HW_(t)||2F/ logt (by the same argument). If J, or J_
is empty, this is trivially true and the limit is 0. Otherwise, consider the learning of the positive
linear subnetwork, whose objective is effectively (1 (8) :=>" . yi=1 li(fo(x:)). By (Ji & Telgarskyl
20194, Theorem 2.2), we know that £7(60(t)) — 0 as ¢t — oo. Following (Lyu & Li, 2020, Definition

A.3), define .
oy o 9(og1/£7(0))
() & L5, 19)
2[W
where g(q) := — log (exp(exp(—q)) — 1) for the cross-entropy loss. Then
WA ()% _ gllogL/e+(8(£))) _ —log (exp(€+(8(8))) — 1) o0)
logt 27(t) logt 27(t) logt ’

Using the Taylor expansion exp(u) = 1 4+ O(u) for v — 0 and (Lyu & Lil 2020, Corollary A.11),
we obtain
W ()7 _ —log®(*(B(t) _log®(tlogt) _ 1 (O(1)+loglogt
logt 275(t) logt 29(t) logt 27(t) logt
By (Lyu & Li, 2020, Theorem A.7:1), 7 is increasing in ¢ and hence converges; it follows that
W (t)||7 /logt has a limit. By (Lyu & Li, 2020, Corollary A.11), [[W, (¢)]|% = O(logt),

implying that the limit is finite and strictly positive. We will denote it by v, and the analogous
quantity for W_ by v_.

+ 1). 1)

We now return to the main thread of the proof. We analyse the convergence of W (t)/ ||W (t)|| by
analysing Wo/ [[W(1)l| . Wt (t)/ [[W(#)]|p and W_(8)/ [W(#)]] in turn. Since W% =
Wollz + W@l + [W-0)]p

N GIR

t—oo  logt

=vy+uv_. (22)

Now observe that with probability at least 1 — 1/2P over the random initialisation, v4 + v_ > 0 (or
equivalently, 7, UJ_ # 0). To prove this, let x; be any training example with y; = 1 and let x;_



Published as a conference paper at ICLR 2021

be any training example with y;_ = —1. Then by Lemma %} if a neuron (a;, w;) is initialised
such that a;(0) > 0 and w;(0)Tx;+ > 0 then for ¢ > 0, w,;()Tx;+ > 0. This holds in particular
at time 7. The neuron j thus cannot be in Jy nor J_, implying j € J,. Similarly, if the neuron is
initialised such that a;(0) < 0 and w;(0)Tx;_ > 0, then j € J_. The probability that one of the
two initialisations occurs for a single neuron j is 1/2, as Py, [w;(0)Tx > 0] = 1/2 for any fixed
x. Hence, the probability that j € Jo is at most 1 — 1/2 = 1/2, and the probability that [p] C Jj is
at most 1/2P.

It follows that with probability at least 1 — 1/2P,

W
_No__ o, as t — oo. 23)
W (@)l g

Also, by egs. and (22),
Wot) W) [We@leVoEE

_ - aw’, (24)

IWHle  We@llp W@ /Viogt Vo Fv-

and similarly

W_(t) — v Zw! . (25)
WOl Vv Fr-
For j € J4 and t > T we moreover know that if y; = 1 then w;(¢)Tx; > 0 because w;(t) € 8,+.
As the same property holds for w, it follows that %#; > 0. By a similar argument, z; > 0.
Combining the last three equations then proves eq. (8).
As for eq. (9), we know by Lemma[A.4|that a;(t) = s;||w;(t)| for some s; € {+1}, implying
la@®) = W (#)]| - Hence, for j € J,

a;(t) _ sjlwi@)
la@®l WO -

by eq. , where u; > 0. For j € J we also know that a;(t) > 0, so s; = 1 and

= 5| wi| (26)

a;(t)
By a similar argument, we obtain that for j € J_,
a;(t)
Ta ~ ~H - (28)
Finally, for j € Jo, a;(t) is constant and so
ult) g (29)
la(t)]]
O

5 EXPERIMENTS

In this section, we first verify that the theoretical result (Theorem [I)) is predictive of experimental
outcomes, even when some technical assumptions are violated. Second, we present evidence that a
similar result may hold for deeper networks as well, although this goes beyond Theorem T}

5.1 TWO-LAYER NETWORKS

To see how well the theory holds up, we train a two-layer ReLU network with 100 neurons on a syn-
thetic orthogonally separable dataset consisting of 500 examples in R?°. The dataset is constructed
from an iid Gaussian dataset by filtering, to ensure orthogonal separability and w % —w_ (for
visualisation purposes). Specifically, let z := [1,—1,...,1,—1]. A Gaussian-sampled point x is
included with label +1 if it lies in the first orthant and xTz > 0, included with label —1 if it lies in
the orthant opposite to the first and xTz > 0, and discarded otherwise.



Published as a conference paper at ICLR 2021

We train by stochastic gradient descent with batch size 50 and a learning rate of 0.1 for 500 epochs.
At initialisation, we multiply all weights by 0.05. This reflects a setting where both key assumptions
of Theorem [I|— orthogonal separability and small initialisation — hold, while the other assumptions
are relaxed to approach real-life practice.

Figure 1| shows the results. Figure [la shows the top 10 singular values of the first-layer weight
matrix W € R190%20 after training. We see that despite its size, the matrix has rank only two: all
singular values except the first two are effectively zero. This is exactly as predicted by the theorem.
Furthermore, when we project the neurons on the positive-variance dimensions (Figure ), we see
that they align along two main directions. To see how well these directions align with the predicted
max-margin directions, we compute the correlation (normalised inner product) of each neuron with
its respective max-margin direction. Figure[Tk shows the histogram of these correlations. We see that
the correlation is generally high, above 0.9 for most neurons. Overall we find very good agreement
with theory.

a) Top 10 sing.values of W b) Projected neurons ¢) Correlation with max-margin
[
°
2 o 40
‘o

g 20

0 ecaacaanaa 0.00 025 050 075 1.00

Figure 1: a) The 10 largest singular values of the first-layer weight matrix W after training. Each dot
represents one singular value. b) Neurons (rows of W) projected on the top two singular dimensions.
Orange (or blue) dots represent neurons with a; > 0 (or a; < 0). ¢) Histogram of correlations
between each neuron and its respective max-margin direction. (There are 100 neurons in total).

5.2 DEEPER NETWORKS

We now explore the behaviour of deeper networks on orthogonally separable data. We train a resid-
ual network rather than a fully-connected one. The reason for this is that fully-connected networks
with small initialisation are hard to train: early in training, the gradients are vanishingly small but
then grow very quickly. We therefore found setting a numerically stable learning rate rather delicate.

We consider a residual network fp : RY S5 R parameterised by 6 £ {Wy,...,W_}, of the form
fo(x) = Wix,
fé(x) = é_l(x) + W p( é_l(x)), forl € [2,L —1], (30)

fo(x) = Wrp(f5 ™ (%)),
where p is the network’s width, and W, € RP*¢ W, € RP*P and W, € R'*? are its weights.

We train such a four-layer residual net with width 100 on the same dataset and using the same
optimiser and hyper-parameters as in Section[5.1} Figure 2] shows the results. The results are very
similar to what we observe for two-layer nets: the weight matrices are all rank two (Figure 2h-c),
and the weight matrices’ rows align in two main directions (Figure 2d-f). It is unclear what these
directions are for the intermediate layers of the network, but for the first layer, we conjecture it is
again the max-margin directions, as suggested by Figure [2jg.

6 RELATED WORK

There is a lot of prior work on the implicit bias of gradient descent for various linear models. For
logistic regression, |Soudry et al.| (2018) show that assuming an exponentially-tailed loss and lin-
early separable data, the normalised weight vector converges to the max-margin direction. Ji &
Telgarsky| (2019b)) extend this result to non-separable data, Nacson et al.| (2019) extend it to super-
polynomially-tailed losses, and|Gunasekar et al.|(2018a)) considers different optimisation algorithms.
For deep linear networks, |Ji & Telgarsky|(2019al) show that the end-to-end weight matrix converges
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a) Top 10 sing.values of W b) Top 10 sing.values of Wy ¢) Top 10 sing.values of W3
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g) Correlation with max-margin
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Figure 2: a-c) The 10 largest singular values of the first-, second- and third-layer weight matrix
‘W, after training. Each dot represents one singular value. d-f) Neurons (rows of W) projected on
the respective top two singular dimensions. g) Histogram of correlations between each first-layer
neuron and the closest max-margin direction. (There are 100 neurons in total).

to the max-margin solution and consecutive weight matrices align. |(Gunasekar et al.[{(2018b) consider
linear convolutional nets and prove convergence to a predictor related to the £y, bridge penalty.

A few papers have started addressing the implicit bias problem for nonlinear (homogeneous or
ReLU) networks. The problem is much harder and hence requires stronger assumptions. Lyu &
Li (2020) and Ji & Telgarsky| (2020) assume that at some point during training, the network attains
perfect classification accuracy. Training from this point onward, Ji & Telgarsky|(2020) show that the
network parameters converge in direction. \Lyu & Li/(2020) show that this direction is a critical KKT
point of the (nonlinear) max-margin problem. A complementary approach is taken by Maennel et al.
(2018) who analyse the very early phase of training, when the weights are close to the origin. For
two-layer networks, they show convergence of neurons to extremal sectors. Our work can be seen
as a first step towards bridging the very early and the very late phase of training.

Zooming out a bit, there is also work motivated by similar questions, but taking a different approach.
For example, [Li & Liang|(2018) show that two-layer ReLU nets trained on structured data converge
to a solution that generalises well. Like ours, their analysis requires that the network’s activation pat-
terns change little, but they achieve it by containing training in the neighbourhood of the (relatively
large) initialisation (this is the standard lazy training argument|Chizat et al.|(2019)). In contrast, we
initialise much closer to zero, allowing the neurons to move more. Another related paper is|Chizat
& Bach| (2020). Using a mean-field analysis, the authors show that infinite-width two-layer ReLU
nets converge to max-margin classifiers in a certain non-Hilbertian function space.

7 CONCLUSION

In this work, we prove that two-layer ReLU nets trained by gradient flow on orthogonally separa-
ble data converge to a combination of the positive and the negative max-margin classifier. To our
knowledge, this is the first result characterising the inductive bias of training neural networks with
ReLU nonlinearities, that does not require infinite width or huge overparameterisation.

The proof rests on a distinction between two phases of learning: an early phase, in which neurons
specialise, and a late phase, in which the network’s activation pattern is fixed and hence it behaves
like an ensemble of linear subnetworks. This approach enables us to understand nonlinear ReLU
networks in terms of the much better understood linear networks. Our hope is that a similar strategy
will prove fruitful in the context of deeper networks and more complicated datasets as well.
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A  BASIC LEMMAS

This section collects a few lemmas useful for proofs. We assume the same setting and no-
tation as Sections [2| and In addition, we denote by P, the orthogonal projection onto

span {x;| wTx; = 0}*, and by g : R? — R,

g(w) £ =Y 0(0) - I{wTx; > 0} Pyx;. (31)
i=1

A.1 LEMMAS ABOUT SECTORS

The following lemma gives a necessary condition for a vector to be an extremal direction.

Lemma A.1. Ifw € S is an extremal direction, then g(w) = C'w for some constant C.

Proof. Let w € S9! be a positive extremal direction (the negative case is analogous), and let
W € 8. A sector is called open if o; # 0 for all ¢ € [n]. Denote by A(&) the set of all open sectors
adjacent to &,

A(6) = {a‘ € {jzl}"‘ mz[u]doi -] < 1}. (32)
Sk

Since w is a local maximum of G and G is sector-wise linear, w maximises G when constrained to
(the closure of) any adjacent sector, i.e. for any o € A(6),

W = arg max G(w), subject to ||w]||* = 1,
w (33)
owTx; >0 foralli € [n].

For w in the feasible region, G can be treated as a linear function with VG(w) = g(w, ) where w,
is any vector such that w, € 8. Hence, the necessary first-order KKT conditions for the problem
(33) are

9(Wo) = CW = > Noixi, (34)
i=1
where A; > 0 for all ¢, but A\; # 0 requires that the corresponding constraint is tight, o; WTx; = 0.
It follows that Py \;0;x; = 0. Multiplying eq. from the left by Py, therefore yields

CW =Py g(Wo) = — Y _£(0) - 1{o; = 1} Pyx;. (35)
=1

By adjacency, o; = &; whenever 6; € {£1}, so they can differ only when 6; = 0, i.e. when
Py x; = 0. It follows that

O = = " 6(0) - 1{5; = 1} Pyx; = g(W). (36)
i=1
O

The following lemma describes the local behaviour of the function G (defined in eq. (12)).
Lemma A.2. Forw € S~ and v € RY, there exists ¢max > 0 such that for ¢ € [0, €max)»

G<|W+€V>:| ! (G(W)—eééé(O)]l{(w—i—ev)Txi>O}VTXZ->. (37)

|w + ev|| |w + ev]|

Proof. Let g be defined as in eq. (31)); then

W + €V B 1 .
G(||w+€v> - ||W+€VH(w+ev) g(w +ev). (38)

11
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We now analyse wTg(w + ev) and evTg(w + ev) separately, starting with the former. Denote
If := 1{(w + ev)Tx; > 0}. Then g(w + ev) can be written as

g(w+ev) ZE’ ) IEIO Pyxi— Ze’ TE(1-I)) Pyxi =Y £(0)-If (Puysey—Puw)xi.
) (39)
Define
1
Emax 1= 3 maxe, subject to: sign {(w + ev)Tx;} sign {wTx;} >0 Vi. (40)

For € € [0, €max). I;

second term, I (1 — I 0) 1S nonzero only if If = 1,19 = 0. For € € [0, €max], this can only happen
if (Ww+ev)Tx; > 0and wix; = 0. In this scenario however, Py x; = 0, so the second term
in eq. @) is zero. Regarding the third term, as long as € € [0, €max), (W + €v)Tx; = 0 implies
wTx; =0, so

I? = 1 implies If = 1, so the first term in eq. @ equals g(w). Regarding the

w € span{x;|wTx; = 0} C span {x;| (W +ev)Tx; = 01+ 41)
and wT(Pytov — Pw) = wT — wT = 0T. It follows that
wTlg(w+ev) = wig(w) = G(w). (42)

Turning to evTg(w + ev), we have that

evTg(w + ev) = —evT Z 200) - 1{(w + ev)Tx; > 0} PypevXs, (43)

where
eVIPyiov = (WHev)TPyicy — WPy v = (WHev)T —wT =evT. (44)
Plugging eq. (#2)) and eq. (3) into eq. (38) yields the result. O

A.2 TRAINING DYNAMICS

In the following lemma, we prove a formula for the evolution of the parameters of a two-layer
network trained by gradient flow (eq. (@)). The formula has appeared in [Maennel et al| (2018)
before (but without a proof).

Lemma A.3. Assume that the training inputs with the zero vector {x;}, U {0} are in general po-

sitionﬂ Then a two-layer ReLU network trained by gradient flow on (X,y) satisfies for all j € [p]
and almost all t > 0,

aa] = Ze’ p(WTx;), (45)

8w]_ Zf’ )I{wIx; > 0} a;Puw,%;. (46)

Proof. Fix 0, and denote by Xg € {—1,0,1}**" the activation matrix for fq, Zg[j,i] = sign WX,
Then for any sequence 6), — 6 such that {V{(0},)} exists and has a limit,

lim g, € {2 € {1} | B, 1] = Solj, ] if Solj, 1] # o} 47)

Conversely, for any X in the set above, there exists a sequence 8 — 6 such that limy_,, 3p, = X.
To see this, observe that each w; can be approached separately. Let A be the matrix whose rows
are formed by those x; for which W x; = 0. Then by the general position of inputs, A is a wide
full-rank matrix and Aw; = 0. It follows that for any €, Aw = € has a solution, which can be
chosen convergent to w; as € — 0.

“That is, no k of these points lie on a (k — 2)-dimensional hyperplane, for all k& > 2.

12
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‘We deduce that

where we define g(X) coordinate-wise as

= Z[l ]].{2 j, = 1}WIX17
(49)
= ZE' )1{X[j,¢] =1} a;x;.

Since the value of g(3)[a;] is independent of 3, this proves eq. {@3).

The proof of eq. [@6) is slightly more complicated, as we need to pin down a single member of
00(0(t)). To do that, we recall a result by Davis et al.| (2020), who show that for a large class of
deep learning scenarios (which includes ours), the objective ¢ admits a chain rule, i.e.

o) = <5€(0(t)), gf> for almost all ¢ > 0, (50)

where the right-hand side above should be interpreted as the only element of the set
{h796/0t |h € 9£(6(t))}. For t such that both eq. (@) and eq. hold,

_ <8£(0(t)) —oue), g‘:>7 51)

implying that

00 n

3¢ € span {00(0(t)) —0L(0(t)} . (52)
Suppose hy, ho satisfy both eq. (4) and eq. (taking the role of 98 /0t). Then

hy —hy € (D£(0(t)) — 9L(0(t))) Nspan {DL(O(t)) — DL(O(t)} = {0}. (53)
It follows that 98 /0t is the unique member of both span {9¢(8(t)) — OL(6(t)} and —(O(1)).

By eqs. (48) and (#9),
span {04(0(t)) — 9¢(0(t)} 2 span {51-]- \W]T-Xi = 0}, (54)
where &;;[w;| = x; and all other elements of &;; are zero. Since
2? € span {04(0(t)) — 8[(0(1&)}J‘ C span {ﬁij \w;xi = O}L, (55)

we obtain that for all (i, j) with wix; = 0, 0w, /0t L x;. In other words,

ow; ow; y
50 = Py, — 5 € cozr:lv{ ZE Y1{X[j,i] =1} a]Pw].xZ}, (56)

definition, P, x; = 0 for all (4, j) with 3g[],i] = 0, hence the set in eq. (56) is a singleton whose

where the inclusion follows from 98 /0t € —9¢(6(t)) and egs. and (#9). Now observe that by
only element equals eq. ({@0).

The following lemma shows that a balanced two-layer network remains balanced and neurons keep
their signs.

Lemma A.4. [fa two-layer neural network is balanced at initialisation and trained by gradient flow
with a loss whose derivative is bounded, then for t > 0,

a;(t) = signa;(0) - [[w; ()] (57)

13
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Proof. By Lemmal[A.3] for almost all ¢t > 0,

8”“’7” Ze’ ) 1{wTx; > 0} a;wix; = Baj (58)
I 17 ot’
i.e. a; and w; grow equally fast. Since |a;(0)] = ||w;(0)| at initialisation, |a;(t)| = ||w;(t)]]

throughout training.

Next denote by B,V > 0 some scalars such that |¢;(u)] < B forall ¢ € [n] and u € R, and
[ x]| < V forall i € [n]. Then |9a2/dt| < nBa3V, or equivalently |@loga?/dt| < nBV. It
follows that a(t) lies between a?(0) exp(—nBVt) and a3(0) exp(nBVt), and hence a; cannot
cross zero in finite time, proving eq. (57). O

B PROOFS OF MAIN RESULTS

Lemma 2. In the setting of Theorem|l} there is exactly one positive extremal direction and exactly
one negative extremal direction. The positive extremal sector o is given by

1, lfyj =1,
ol = -1, ify; =-1 andx]:xi < 0 for some i with y; = 1, (13)
0, ify;=-1 andxjxi = 0 for all i with y; = 1,

and the negative extremal sector o~ is given by

17 lfy] = _1a
o =< —1, ify; =1andxIx; <0 for some i withy; = —1, (14)
0, ify; =1landxjx; =0 forall i withy, = —1.

Proof. We will prove the positive case; the negative case follows by inverting all labels. Because
G is a continuous function on a compact domain, it has a maximum. At least one maximum must
moreover be strict, or otherwise G would have to be constant. This shows that a positive extremal
direction exists; we now show there is no more than one such direction.

By Lemma [A.T] there cannot be more than one extremal direction per sector; it therefore suffices
to show that no sector except one, o ¥, admits a positive extremal direction. We will show that if
w € S?! lies in any sector other than o™, then w is not positive extremal; in particular we show
that G(w) can be locally increased.

Leto # ot and let w € S, NS%'. By Lemma|A.2] for any v € R? there exists €pax > 0 such
that for € € (0, emax]s

G< W+ ev )G(w)—i—ea’ (59)
[w + ev]] [w +ev]
where

Zf’ YI{(W + ev)Tx; > 0}vTx;. (60)

We now analyse the different possible realisations of o, and for each we find v € R? such that
(G(w) + ea)/||lw + ev]| > G(w) for small e.

Suppose first that o; = —1 for some example with y; = 1, or that o; = 1 for some example with
y; = —1. Then set v := y,x,/||x;||. By orthogonal separability, we have that o > 0. Also,
oj £ signwTx; = —y; implies wTv < 0, therefore ||w + ev|| < ||w| = 1 for € small enough. It

follows that (G(w) + ea)/||w + ev| > G(w).

Next suppose that o; = 0 for some example with y; = 1, and set v := x;/||x;||. Then o > 0,
because each term in eq. is non-negative by orthogonal separability, and the term corresponding
to ¢ = j is strictly positive:

—L(0) 1{(w + ev)Tx; > 0} vTx; = —£5(0) T{el|x;]| > 0}[|x;|| > 0. (61)
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From o; £ signwTx; = 0 it further follows that |w +ev| = 1+ 2. Hence, (G(w) +
ea)/||lw + ev] = (G(w) + ea) /(1 + O(€?)), which strictly exceeds G(w) for € small enough.

We have thus shown that if o is positive extremal, then necessarily o; = 1 for all examples with
y; = 1, and 0; € {0,—1} for examples with y; = —1. Suppose now that o; = 0 for an example
with y; = —1 that satisfies x]x; < O for some k with y5 = 1. Taking v := —x;/||x;|| will
make « strictly positive, as the term corresponding to ¢ = k in eq. will be strictly positive (this
term’s indicator equals 1, as we know from the above that o), = 1). Like in the previous paragraph,

|lw + ev|| = 1 + O(€?), which suffices to show G(w) is locally submaximal.
Finally, let x; be such that y; = —1 and x}xi = 0 for all ¢ with y; = 1, and suppose that o; = —1.
With v := PwX; /| Pwx;| (we know that Py, x; # 0 because wTx; # 0 by o; = —1), we have

1 n

o= —WZEQ(O)II{(WJreV)Tx,; > 0} xIPyx;. (62)

wXill i3
We claim that each term in eq. is zero: For terms with o; = —1, the indicator
1{(w + ev)Tx; > 0} is zero. For terms with o; = 0, Pyx; = 0. (Also notice that such terms
necessarily satisfy y; = —1 and x]x;, = 0 for all k£ with y; = 1, which we will need shortly.)

Lastly, for terms with o; = 1, we know y; = 1, and hence xiTxl = 0 for all [ with 0; = 0. In other
words, x; L span {x;| wTx; = 0}, implying Pyx; = x;. In the context of eq. (62), we obtain
x; Pywx; = x]x; = 0, concluding the proof that « = 0. Since 0; = —1, [|[w + ev|| < ||w]|| = 1 for
small enough ¢, and (G(w) + ea)/||w + ev|| > G(w). We have thus ruled out all sectors except

o™, proving that for orthogonally separable datasets there is a unique positive extremal sector. ]

Lemma 3. Assume the seiting of Theorem([l] If at time T the neuron (a;, w;) satisfies a;(T) > 0
and w;(T) € 8, where o is the positive extremal sector (eq. ), then fort > T, w;(t) € 8.
The same holds if a;j(T) < 0 and o is the negative extremal sector (eq. ).

Proof. We omit the neuron index, and only prove the positive case; the negative case is analogous.
Denote o (t) := sign (XTw(t)). We proceed by contradiction. Suppose there exists a time 77 > T
such that o(71) # o(T). Wlog, take T} such that o (t) is constant on (7,77) and denote this
constant sector &; by continuity &, = o (T) if 01 (T") # 0.

Now consider o (T) = 0. By the gradient flow differential inclusion, for almost all t € (T, T}),
owTx;,

5 - € conv {— ;E;(t) 1{o; =1} ax;xk}, (63)

where each o’ in the definition of the convex hull satisfies o = 0;(T) if 0;(T") # 0, implying
{ilo; =1} C {i|oo(T) =1} U{i|os(T) = 0}
={i|ly; =1} U {i|y; = —1land x]x; = 0 for all j with y; = 1}.

(64)

Denote the two sets in the last expression J* and J°, and consider the gradient corresponding to
some o’ in eq. . The gradient terms corresponding to i € J* are zero (because k£ € J° and so
x]x), = 0) and the terms corresponding to i € J° (if there are any) are negative. The total gradient
for o’ is therefore non-positive, which is preserved under taking convex hulls, and so we obtain

%wak < 0. It follows that g, # 1.

By Lemma|A.3] for almost all ¢ € (T, T}) and any k € [n],

T n
avgtx’“ =Y 4() 1{5, = 1} ax]Pyxy, (65)
=1

where 1{5; = 1} = 1{y; = 1} as we have shown above. Observe that for x; with y; = 1, we have
P, x; = x;. This is because Py, projects onto

span {x; | 5; = 0} D span {x; | 04(T) = O}J‘ (66)
and x; lies in the right-hand side by the definition of positive extremal sector (eq. (I3)). Therefore

T n
8“'8:"“ = =S et) My = 1} axTxs. (67)
=1
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One can easily check that if o (7") = 1 then %wak > 0, if 0% (T) = —1 then %wak < 0, and
if 0, (T) = 0 then %wak = 0. It follows that (T} ) = o(T'), which is a contradiction. O

Lemma B.1. Assume the setting ofTheorem If at time T the neuron (a;, w ;) satisfies a;(T) > 0
and w;(T)Txy, > 0 for some k € [n] with yy, = 1, then fort > T, w;(t)Tx), > 0. The same holds
if instead a;(T) < 0 and y, = —1.

Proof. We omit the neuron index, and only prove the positive case; the negative case is analogous.
We will show that for almost all ¢ € (T,00), OWTx /0t > 0. By the gradient flow differential
inclusion, for almost all ¢ € (T, 00),

owT -
Wath € conv { ; L) 1{o} =1} ax;xk}. (68)
Fix any o’ and consider the summand corresponding to example . If y; = 1, then —¢;(¢) > 0 and
xiTxk > 0, so the summand is non-negative. If y; = —1, then —¢}(¢) < 0 and xiTX;c < 0, so the
summand is again non-negative. It follows that the sum is non-negative irrespective of o’, hence
OwTxy /0t > 0. O
Corollary 1. Under the conditions of Theorem|[I] there exist constants u, z > 0 such that
X
ﬁ‘;(z;)(nz) up(wlx) — zp(wlx), ast — oo. (10)

Proof. By Lemma 1017 = |la]|* + |[W]|% = 2||a]|* = 2|W||%. Then for any x € R¢,

2f0(t) (X) a(t)T ( W(t)X )
= : 69
e~ Tl "\ Wl )

Denote & := lim;_, a(t)/|a(t)||. Then by Theorem[l] as ¢ — oo,

2f9(t) (X) =T T T
———= s alp(uwlx +zw’'x (70)
lo)1” et )

=aTp(uwlx) +aTp(zw! x) (71)
=aTup(wlix)+aTzp(wlx), (72)

where in eq. we used the fact that for all ¢ € [p], either u; = 0 or z; = 0, and in eq. we
used u,z > 0. Finally, since & = u||w4 | — z|/w_||, we have

aTu = ||wy|uTu >0, (73)
aTz=—|w_|z"z <0, (74)
which completes the proof. O

C RELATIONSHIP TO NONLINEAR MAX-MARGIN

Lemma C.1. Let (X,y) be an orthogonally separable dataset, let w., w_ be defined as in eqs. (@)
and (7) and let

W :=uwl +zw!, (75)

A= willu— w_|lz, (76)

for some u,z € RY, such that u; = 0 or z; = 0 for all i € [p|. Also let u,z be normalised such
that ||ul| = HW+||_1/2 and ||z|| = ||w,||_1/2. Then 2 {W,a} is a KKT point of the following
constrained optimisation problem:

1
min - [0]°, .. yife(xi) > 1, i€ [n]. (77)
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Proof. By standard linear max-margin considerations (e.g. [Hastie et al.| (2008] Section 4.5.2)), we

know that
Wy = Z X, w_ = Z QiXq, (78)

i:yizl i:yi:—l

for some av; > 0 such that ; = 0 if x; is a non-support vector. It follows by orthogonal separability
that for ¢ with y; = 1,

wix; >0, yiwlx; <0, (79)

and for 7 with y; = —1,

wix; <0, YWl x; > 0; (80)

we will need these properties shortly.

Let us now turn to checking the KKT status of 6 wrt. eq. . We start by showing that 0 is feasible.
Let x; be such that y; = 1; then

yifs(x;) = aTp(Wx;) (81)
=aTp(uwlx; +zw!x;) (82)
=aTuwlx; (83)
= [willl[uf*wlx; (84)
=wlx; >1, (85)

where the last inequality follows from the definition of w, eq. (6). Similarly, if x; is such that
y; = —1, then

yife(x;) = —aTzwlx; (86)
= w_|llz]*wTx; 87)
=wrx; > 1. (88)
This shows that @ is feasible.
Next, we show that 0 is a KKT point, i.e. we show that there exist Ay, ..., A, > 0 such that

1. foralli € [n], X;(yif5(x;) —1) =0, and

2.0¢ o AivyiOe fg(xi),

where Og fg(x) denotes the Clarke subdifferential of fg(x) wrt. 6, evaluated at 6. Specifically, we
show that the choice

ai/||w+||7 if y, =1,
A= . (39)
{Oéi/HWH’ if yi=—1

)

satisfies both conditions above.

As for the first condition, observe that if 7 is a non-support example, then A\; = a; = 0 and the
condition holds. If 7 is a support example, then by egs. and (88), y; f3(x;) = 1 and the condition
holds as well.

As for the second condition, denote

9:(0) = [Tg(x;)ax]; p(Wx;)], (90)
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where Ip(x) = diag [L{Wx; > 0}] € RP*? is the diagonal matrix whose (i, 7)-element is one if
w]x > 0 and zero otherwise. It holds that g;(8) € Jg f4(x;) and

Z Aivigi(0) = Z ﬁ [diag [1{u > 0}] ax]; p(uw]x; +zw!x;)]
i=1

=Y Y [diag[1{z > 0} ax]; pluw]x; + 2w x;)]

o= T
a; o
Z ”TZH[HW-FHUXI; UWI-XJ - Z M[—HW_HZXI; ZWIXZ']
digg=1 1T iy W
1 1
= g el s uwlwe] = o [ flaws ot
= [uw] +zwT; uljw | —z[|w_]|]
2 6.
This proves the second condition, and shows that 8 is a KKT point of eq. , 0

D EXPERIMENTS ON REAL DATA

In this section we explore the applicability of our result to real-world datasets and architectures
(which lie outside the scope formally covered by our assumptions). We experiment on the MNIST
dataset subsetted to two classes, the digit O and the digit 1.

We train a network consisting of six convolutional layers followed by two fully-connected layers.
We view the six convolutional layers as a ‘feature extractor’ and the two fully-connected layers
as a two-layer fully-connected network of the kind we analyse in this paper. The details of the
architecture are given in Table [T} We train the network by Adam with the binary cross-entropy loss
and a batch size of 128. We train for 50 epochs. Prior to training, we multiply the weights of the
fully-connected layers by 0.05, to approximate the small-norm initialisation assumed by theory.

Layer Type

1 conv (32, 3, 1, 1)
2 conv (32, 3, 1, 1)
3 conv (32, 5, 2, 2)
4 conv (64, 3, 1, 1)
5 conv (64, 3, 1, 1)
6 conv (64, 5, 2, 2)
7 fc (3136, 128)

8 fc (128, 1)

Table 1: Architecture of the studied network. By conv (n, k, s, p) we denote a convolutional
layer with n kernels of size k x k with stride s, where the input to the layer is padded by p rows or
columns on each margin. By fc (n, o) we denote a fully-connected layer whose input dimension
is n and whose output dimension is o.

We conduct two sub-studies. First, we demonstrate that the network learns orthogonally separable
representations all by itself, in the course of training. This is shown in Figure[3] The first subplot
shows three distributions: The blue distribution is the distribution of x]x; where x; is sampled
from class 0 and x; is sampled from class 1. The orange (or green) distribution is the distribution of
Tx. x

x,; x; where both x;,x; are sampled from class 0 (or class 1). The other subplots show analogous
inner-product distributions for the intermediate representations or learned features of the data, i.e.
fh(xi)7 f5(x;) instead of x]x;.

What we see is that the network learns representations such that examples of the same class are
more similar to each other than examples of different classes — the orange and green distributions are
generally more to the right compared to the blue distribution. Moreover, higher-layer representations
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Figure 3: Distributions of feature similarity, where examples are sampled from the specified classes.
Specifically, The I-th subplot shows the distribution of fj(x;)T f5(x;) for x;, x; sampled from dif-
ferent classes (blue) or both from class 0 (orange) or both from class 1 (green).

are generally more strongly separated — as we move up the layer hierarchy, the orange and green
distributions keep shifting rightward, whereas the blue distribution shifts leftward. Remarkably, the
7th layer representations are orthogonally separable.

In the second sub-study, we explore properties of the weight matrix learnt by the first linear layer of
the network, in analogy to the first-layer weight matrix in a two-layer net. Figure [fa shows the top
ten singular values of the weight matrix Wy € R128X3136_We see that despite its size, it has very
few (perhaps five or ten) significantly non-zero singular values. This is similar to what we observed
for synthetic data in Section [5] though the separation between small and large singular values is
less crisp and there are more than two non-zero values. Figure @b shows the rows (neurons) of
W7 projected onto the top two singular dimensions (note that unlike in Section [3} the projection
is lossy). The neurons roughly form three clusters: a mixed cluster close to the origin and two
clusters corresponding to positive and negative outer-layer weights. Compared to our observations
from Section[3] there is less variation in the neurons’ norms, leading to them forming clusters rather
than rays. This deviation from the theoretical prediction could be due to a number reasons, e.g. the
use of biases, convolutional layers, or the large dimensionality of the layer. We leave a detailed
investigation of this question to future work.

a) Top 10 sing.values of W5 b) Projected neurons

o
"
5.0 0 0.0 |
2.5 . . 3
0.0 A XXX 1 0 1 2

Figure 4: a) The 10 largest singular values of the first linear layer’s weight matrix W after training.
Each dot represents one singular value. b) Neurons (rows of W) projected on the top two singular
dimensions. Orange (or blue) dots represent neurons with Wg[j] > 0 (or Wg][j] < 0).
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