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ABSTRACT

Numerous applications of large language models (LLMs) rely on their ability to
perform step-by-step reasoning. However, the reasoning behavior of LLMs remains
poorly understood, posing challenges to research, development, and safety. To
address this gap, we introduce landscape of thoughts-the first visualization tool for
users to inspect the reasoning paths of chain-of-thought and its derivatives on any
multi-choice dataset. Specifically, we represent the states in a reasoning path as
feature vectors that quantify their distances to all answer choices. These features are
then visualized in two-dimensional plots using t-SNE. Qualitative and quantitative
analysis with the landscape of thoughts effectively distinguishes between strong
and weak models, correct and incorrect answers, as well as different reasoning
tasks. It also uncovers undesirable reasoning patterns, such as low consistency
and high uncertainty. Additionally, users can adapt our tool to a model that
predicts the property they observe. We showcase this advantage by adapting our
tool to a lightweight verifier that evaluates the correctness of reasoning paths.
The code is publicly available at: https://github.com/tmlr-group/
landscape-of-thoughts.

1 INTRODUCTION

Large language models (LLMs) have revolutionized the paradigm of solving problems with their
broad spectrum of capabilities. In particular, several useful applications of LLMs, such as tool
use (Schick et al., 2023), retrieval-augmented generation (Lewis et al., 2020), and agents (Yao et al.,
2023b), heavily rely on their capability of step-by-step reasoning (Wei et al., 2022; Kojima et al.,
2022). Although many base models, e.g., OpenAI o1 (Jaech et al., 2024), and decoding algorithms,
e.g., test-time scaling-up search (Snell et al., 2024), have been introduced to advance the performance
of LLMs on these applications, the underlying reasoning behavior of LLMs remains unclear. This
hinders the development of algorithms and poses potential risks at deployment (Anwar et al., 2024).

A few attempts (Wang et al., 2023a; Saparov & He, 2023; Saparov et al., 2023; Dziri et al., 2024) have
been made to understand the reasoning capacity of LLMs. Nevertheless, these findings are often tied
to certain decoding algorithms and tasks, which may not be so instructive for users working with their
own algorithms and tasks. Instead, there is a strong demand for tools that can be applied to analyze
the reasoning behavior of LLMs in the users’ scenarios. We foresee that such tools will benefit three
groups of practitioners: 1) engineers can iterate their solutions faster based on the feedback from the
tool; 2) researchers can improve decoding algorithms based on insights revealed by the tool; 3) safety
researchers can utilize the tool to monitor, understand, and improve the behavior of LLMs.

We made a small but meaningful step towards the above goal by introducing the landscape of
thoughts, a tool for visualizing the reasoning paths produced by chain-of-thought and other step-
by-step reasoning algorithms. Given any multi-choice reasoning dataset, our tool visualizes the
distribution of intermediate states and any reasoning path of interest w.r.t. the answer choices, which
enables users to uncover reasoning patterns of LLMs in both success and failure cases (Fig. 1).

∗Equal contribution.
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1. First, let‘s calculate the …
2. Next, let‘s use the number of …
3. The answer is C.

1. 2% of the non-defective …
2. The number of non-defective …
3. The answer is A.

Question: A class of 35 students 
has an average height of 180 cm. …
Calculate the new average height of 
the students of the class is (in cm)? 

Choices: (A) 204.6, (B) 404.6,
(C) 224.6, (D) 184.0, (E) 256.6.

Figure 1: Landscape of thoughts for visualizing the reasoning steps of LLMs. The darker regions
in landscapes indicate more thoughts, with indicating incorrect answers and marking correct
answers. Given a question, we sample a few thoughts from an LLM and divide them into two
categories based on correctness. We visualize the landscape of each category by projecting the
thoughts into a two-dimensional feature space, where each density map reflects the distribution of
states at a reasoning step. With these landscapes, users can easily discover the reasoning patterns of
an LLM or a decoding algorithm. In addition, a predictive model is applied to predict the correctness
of landscapes and can help improve reasoning.

The core idea is to characterize the textual states in a reasoning path as features that quantify their
distances to all answer choices. These distances are estimated by the perplexity metric, with the
same LLM to generate thoughts and explain for itself. The state features are then projected to a
two-dimensional space via t-SNE (van der Maaten & Hinton, 2008), a non-linear dimensionality
reduction method to preserve manifolds in the original high-dimensional space.

We examine our tool with different combinations of model sizes, decoding algorithms, and benchmark
datasets. Our tool reveals several qualitative observations regarding the reasoning behaviors of LLMs.
Some notable observations include: 1) the convergence speed of reasoning paths towards correct
answers reflects the accuracy, no matter what base model, decoding algorithm, or dataset is used;
2) the convergence speed of reasoning paths in success and failure cases is distinct, indicating that
we may use the convergence speed of a reasoning path to predict its accuracy; 3) low consistency
and high uncertainty are generally observed in the intermediate thoughts, presenting the unstable
properties of the reasoning process. To our knowledge, these observations have not been reported by
previous works that analyze chain-of-thought mostly based on performance metrics.

Since our tool is built on the top of state features, it can be adapted to a machine-learning model
to quantitatively predict certain properties, such as the findings mentioned above. We showcase
this advantage by training a lightweight model to predict the success and failure cases, which is
equivalent to verifiers commonly used in LLM reasoning (Cobbe et al., 2021). Even though this
verifier is lightweight compared to most LLM-based verifiers, it consistently improves the reasoning
performance on most combinations of models, decoding algorithms, and datasets in our experiments.
Hence, users can further leverage this advantage to predict other potential properties that they discover
in their own scenarios. In summary, our main contributions are three-fold:

• We introduce the first visualization tool for inspecting the reasoning dynamics of different LLMs
and decoding algorithms on any multi-choice reasoning dataset (Sec. 2).

• Our tool reveals several observations regarding the reasoning behaviors of different models, algo-
rithms, and datasets, offering new insights into the reasoning (Sec. 3).

• Our tool can also be adapted to a model to predict certain properties and guide the reasoning
process, improving LLM reasoning without modifying parameters (Sec. 4).

2



Published at ICLR 2025 Workshop on Reasoning and Planning for LLMs

2 VISUALIZING MULTI-STEP REASONING OF LLMS

2.1 PROBLEM FORMULATION

Our goal is to visualize the reasoning process of LLMs across a variety of problem types. To achieve
this, we aim for a formulation that is sufficiently general to encompass a wide range of use cases.
Specifically, we focus on datasets consisting of multiple-choice questions, where each sample (x, y, C)
comprises a question x, a correct answer y, and a finite set of candidate choices C = {cj}kj=1, all
represented in textual format. The proposed visualization tool applies to the following language
models and reasoning algorithms.

Language models. To explore the landscape of thoughts generated by an LLM pLLM(·), it is necessary
for the model to produce diverse reasoning paths for solving a given problem. This requires the
LLM to support sampling during inference ŷ ∼ pLLM(y|x, C). For chain-of-thought reasoning,
thoughts are sampled autoregressively as t̂i ∼ pLLM(ti|x, C, t̂1, . . . , t̂i−1). Namely, each thought
t̂i is conditioned on the problem x, the candidate set C, and the sequence of preceding thoughts
t̂1, . . . , t̂i−1. To characterize intermediate states within these reasoning paths, the LLM must also
function as a likelihood estimator, enabling the computation of the probability pLLM(ŷ|x, C, t̂1, . . . , t̂i)
of any generation ŷ. These two requirements are generally satisfied by most open-source LLMs, such
as Llama (Dubey et al., 2024), Mistral (Jiang et al., 2024), and DeepSeek (Liu et al., 2024). However,
proprietary LLMs, such as GPT-4 (Achiam et al., 2023) and Gemini (Team et al., 2023), are excluded
as they do not support likelihood estimation.

Reasoning algorithms. While there are many approaches to solving reasoning problems with
LLMs (Creswell et al., 2022; Kazemi et al., 2023), this work focuses on chain-of-thought (CoT) (Wei
et al., 2022) and its derivatives (Zhou et al., 2023; Yao et al., 2023a), owing to their widespread use
and development. These decoding algorithms generally guide the model in generating a structured
path of intermediate reasoning thoughts before arriving at the final answer. Note that to visualize a
large number of reasoning thoughts effectively, these thoughts should be automatically parsed into
distinct units (e.g., via sentence tokenization). This requirement is satisfied by most variants of CoT.

2.2 LANDSCAPE OF THOUGHTS

Given a collection of reasoning paths generated by an LLM, our tool seeks to visualize how different
paths lead to either correct or incorrect answers within a two-dimensional (2D) space, as illustrated
in Fig. 1. A key challenge lies in the absence of a direct mapping from the textual space of thoughts
to 2D coordinates. To address this gap, we first utilize the same LLM to represent intermediate states
as numerical vectors. These state vectors are then projected into a 2D space for visualization. For
simplicity, we use the notation ti instead of t̂i, which is clear in the following.

Characterizing the states. Here, the intermediate thoughts {ti}ni=1 in a reasoning path naturally
define a sequence of states {si}ni=0, where s0 = [x] and si = [x, t1, t2, . . . , ti]. Here, we propose to
characterize the states as feature vectors using the likelihood function of the LLM. Specifically, the
k-dim feature vector si for state si is defined as follows:

si = [d(si, c1), d(si, c2), . . . , d(si, ck)]
⊤, (1)

where d(si, cj) measures the distance between state si and choice cj . In this context, the vector
si indicates the relative distances from the state si to all possible choices {cj}kj=1. To reduce the
effect of length on choices, we implement the distance calculation of d(si, cj) through the perplexity
metric (Shannon, 1948; Manning, 1999) shown as below: 1

d(si, cj) = pLLM(cj |si)−1/|cj |, (2)

where |cj | is the number of tokens in cj , and pLLM(cj |si) is the accumulated probability in an autore-
gressive manner. We further normalize the vector si to have a unit L1 normalization. Additionally,
to represent the choices as landmarks in the visualization, it is necessary to encode the choices as
feature vectors. Notably, we observe that perplexity decreases as the model’s prediction confidence

1The perplexity is also expressed as PPL(cj |si) = exp
(
− 1

|cj |
∑|cj |

t=1 log pLLM(cj [t]|si, cj [: t])
)

.
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increases. To align with this observation, we define the feature vector cj for a choice cj in a manner
consistent with the perplexity:

cj =
1

k
[1(j ̸= 1), . . . ,1(j ̸= k)]⊤. (3)

For r paths, each with n states, we compute the feature vectors for all r · n states. 2 Together with the
feature vectors of k choices, we obtain a feature matrix S ∈ Rk×(r·n+k)

S = [s
(1)
1 , . . . , s(1)n , . . . , s

(r)
1 , . . . , s(r)n , c1, . . . , ck]. (4)

Note that a sufficiently large number of paths is necessary to generate a comprehensive visualization
of the reasoning landscape. However, visualizing all samples in a dataset under this setting incurs
a significant computational cost. In practice, we found it more efficient to visualize d paths with r

d
samples projected into the same space. This approach retains much of the visualization quality while
substantially reducing the number of paths required for each sample. The key idea is to rearrange
the order of choices such that the correct answer consistently aligns with the same dimension in the
k-dimensional feature space across all the r samples.

Visualization. After constructing the feature matrix S, we project the states and choices into a
2D space for visualization. This dimensionality reduction step can be accomplished using various
existing algorithms (Pearson, 1901; van der Maaten & Hinton, 2008; McInnes et al., 2018). In this
study, we employ t-SNE (van der Maaten & Hinton, 2008) due to its ability to preserve the underlying
manifolds of the original high-dimensional space and its robustness to a wide range of transformations.
By applying t-SNE to the k-dim S, we obtain the 2-dim coordinates S̄ ∈ R2×(rn+k).

The coordinates of the states define a discrete density function in the 2D space. To create a more
intuitive and visually interpretable representation, we smooth this density function using a Parzen
window estimator (Silverman, 2018). The smoothed density at a given coordinate v̄ is as follows,
where the σ controls the radius of Gaussian kernels.

p(v̄) =
1

rn

∑
s̄∈S̄

exp

(
−||v̄ − s̄||2

2σ2

)
. (5)

2.3 METRICS

Besides the qualitative 2D visualization, we introduce three quantitative metrics to help understand
the behavior of the LLM at different reasoning steps. All these metrics are defined on the intermediate
states introduced in Sec. 2.2.

Consistency. To understand whether the LLM knows the answer before generating all thoughts, we
compute the consistency of state si by checking whether si and sn agree

Consistency(si) = 1(argmin si = argmin sn). (6)
Uncertainty. To know how confident the LLM is about its predictions at intermediate steps, we
compute the uncertainty of state si as the entropy of si (note

∑
d∈si

d = 1)

Uncertainty(si) = −
∑
d∈si

d · log d. (7)

Perplexity. We are also interested in how confident the LLM is about its thoughts. We use the
perplexity of thought ti, since it is comparable across thoughts of different length

Perplexity(ti) = pLLM(ti|si−1)
−1/|ti|. (8)

3 RESULTS AND OBSERVATIONS

In this section, we utilize the landscape of thoughts to analyze the reasoning behavior of LLMs.
Specifically, we conduct a comprehensive evaluation and extract several insightful observations by
comparing the landscape of thoughts across (1) reasoning algorithms (Sec. 3.1), (2) reasoning tasks
(Sec. 3.2), and (3) language models (Sec. 3.3). To help understand the qualitative visualizations, we
quantitatively calculate the consistency and uncertainty of states, as well as the perplexity of thoughts,
all previously introduced in Sec. 2.3. Unless stated otherwise, we employ Llama-3.1-70B with CoT
as the default configuration in evaluations. More visualization cases are in Appendix B.

2Our tool can also be applied to paths with different numbers of states. We assume n states for demonstration.
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Figure 2: Comparing the landscapes and corresponding metrics of four reasoning algorithms (using
Llama-3.1-70B on the AQuA dataset). Through the reasoning progression, spanning from early
(0-20% states) to the later stages (80-100% states), the visualization shows correct cases (bottom row
in blue) with incorrect cases (top row in red). Note the darker regions represent a higher density of
states, with indicating incorrect answers and marking correct answers. In addition, the accuracy
of reasoning for the four subfigures is: (a) 84.4%, (b) 82.2%, (c) 75.8%, and (d) 81.6%, respectively.

3.1 COMPARISON ACROSS REASONING ALGORITHMS

Setup. We evaluate the default model with four reasoning algorithms: chain-of-thought (CoT) (Wei
et al., 2022), least-to-most (LtM) (Zhou et al., 2023), MCTS (Zhang et al., 2024), and tree-of-thought
(ToT) (Yao et al., 2023a). We run these algorithms on 50 problems randomly selected from the AQuA
dataset. The landscapes are presented in Fig. 2, which yield the following observations.

Observation 3.1 (The landscapes converge faster to the correct answers are of higher reasoning
accuracy). By comparing the four groups of landscapes in Fig. 2, we observe that the states scatter
dispersedly at early stages and gradually converge to correct (or incorrect) answers in later stages.
Here, converge means the trend of a reasoning path approaching one answer. As can be seen from
Fig. 2, different reasoning algorithms present diverse landscapes. Generally, methods with more
scattered landscapes (converge slower) present lower accuracy than those that converge faster.

Observation 3.2 (Wrong paths quickly converge to wrong answers, while correct paths slowly step
to correct answers). By comparing the landscapes of failure and success paths, it is found that the
failure paths usually converge to the wrong answers at 20-40% states. By contrast, the states in
the success paths converge to the correct answers at 80-100% states. This implies that early states
can lead to any potential answers (from model perspective), while the correct answers are usually
determined at the end of reasoning paths.

Observation 3.3 (Compared to failure paths, the intermediate states in correct paths have higher
consistency w.r.t. the final state). By comparing the consistency plots in Fig. 2, we found that the
model generally has low consistency between the intermediate states and the final state. Notably, the
consistency of wrong paths is significantly lower than that of correct paths. This implies that the
reasoning process can be quite unstable. Even though decoding algorithms like CoT and LtM are
designed to solve a problem directly (without explorations), the generated thoughts by these methods
do not consistently guide the reasoning path to the answer.
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Figure 3: Comparing the landscapes and corresponding metrics of different datasets (using Llama-
3.1-70B with CoT). Darker regions represent higher state density, with indicating incorrect answers
and marking correct ones. In addition, the accuracy of reasoning for the four subfigures is: (a)
84.4%, (b) 80.2%, (c) 75.8%, and (d) 64.8%, respectively.

3.2 COMPARISON ACROSS REASONING TASKS

Setup. Besides the AQuA, we include MMLU, CommonsenseQA, and StrategyQA datasets. We run
the base model with CoT on 50 problems from each dataset. The following observations are derived
from the landscapes in Fig. 3.

Observation 3.4 (Similar reasoning tasks exhibit similar landscapes). The landscapes of AQuA,
MMLU, and StrategyQA exhibit organized search behavior with higher state diversity, while Com-
monSenseQA presents concentrated search regions, reflecting direct knowledge retrieval rather than
step-by-step reasoning processes. These distinct landscape patterns demonstrate the potential to
reveal underlying domain relationships across different reasoning tasks.

Observation 3.5 (Different reasoning tasks present significantly different patterns in consistency,
uncertainty, and perplexity). The histograms in Fig. 3 show that path perplexity consistently increases
during reasoning across all datasets. AQuA and MMLU show distinctly higher levels of uncertainty.
For StrategyQA, correct paths show increasing consistency that surpasses incorrect paths at around
60% states, while incorrect paths show decreasing consistency. However, extending beyond the
typical three-step requirement (Geva et al., 2021), the later stages (60-100% states) show increasing
perplexity as well as lower uncertainty.

3.3 COMPARISON ACROSS LANGUAGE MODELS

Setup. In this part, we study several LLMs’ behavior across different parameter scales (1B, 3B, 8B,
and 70B). We run each model with CoT on 50 problems from the AQuA dataset. The landscapes of
these models are shown in Fig. 4.

Observation 3.6 (The landscape converges faster as the model size increase). As model parameters
scale from 1B to 70B, the corresponding landscape demonstrates faster convergence to the correct
answers with higher density in the last 20% states, aligning with the increasing accuracy. With more
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Figure 4: Comparing the landscapes and corresponding metrics of different language models (with
CoT on the AQuA dataset). Darker regions represent higher state density, with indicating incorrect
answers and marking correct ones. In addition, the accuracy of reasoning for the four subfigures is:
(a) 15.8%, (b) 42.0%, (c) 53.2%, and (d) 84.4%, respectively.

parameters to store information, larger models can access broader knowledge (Allen-Zhu & Li, 2024).
This leads to more confident solutions, indicated by more converged landscape and lower uncertainty.

Observation 3.7 (Larger models have higher consistency, lower uncertainty, and lower perplexity).
As the model size increases, the consistency increases, at the same time, the uncertainty and perplexity
decrease significantly. This also aligns with the higher accuracy for the large models.

4 ADAPTING VISUALIZATION TO PREDICTIVE MODELS

One advantage of our method is that it can be adapted to a model to predict any property users
observe. Here, we show how to convert our method to a lightweight verifier for voting reasoning
paths, following the observations in Sec. 3. Note that this methodology is not limited to verifiers.
Users can use the same technique to adapt the visualization tool to monitor other properties.

4.1 A LIGHTWEIGHT VERIFIER

Observation 3.2 and 3.3 show that the convergence speed and consistency of intermediate states
can distinguish correct and wrong paths. Inspired by these observations, we build a model f :
R(k+1)×n → {0, 1} to predict the correctness of a reasoning path based on the state features {si}ni=1
and consistency metric {Consistency(si)}ni=1. The insight is that the state features, used to compute
the 2-D visualization, encode rich location information of the states and can be used to estimate the
convergence speed. Due to the small dimensionality of these features, we parameterize f with a
random forest (Breiman, 2001) to avoid overfitting.

We use this model as a verifier to enhance LLM reasoning (Cobbe et al., 2021). Unlike popular
verifiers (Lightman et al., 2023) that involve a moderately sized language model on textual thoughts,
our verifier operates on state features and is super lightweight. We train a verifier on thoughts sampled
on the training split of each dataset and apply it to vote reasoning paths at test time. Given q paths
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Figure 5: The average accuracy across all datasets. Each dataset’s results are in Appendix B.4.

Figure 6: Demonstration of the
inference-time scaling effect of the
verifier. We show the voting accu-
racy (%) on StrategyQA scales with
the number of reasoning paths.

(a) Transfer across datasets (b) Transfer across models

Figure 7: Absolute accuracy changes (∆ Acc) with the verifier,
compared to performance in Fig. 5 (without the verifier). The
verifier is trained on each column (dataset or model) and eval-
uated on all rows (other datasets or models). Positive values
indicate improvement in accuracy with the verifier.

sampled by a decoding algorithm, the final prediction is produced by a weighted majority voting:

ŷ = argmax
c∈C

q∑
i=1

1(ŷ(i) = c) · f({si}ni=1, {Consistency(si)}ni=1). (9)

4.2 EXPERIMENTAL RESULTS

We evaluate our numerical verifier against an unweighted voting baseline (Wang et al., 2023b) with
various models, algorithms, and datasets. Detailed experimental settings are in Appendix B.1.

Effectiveness of the verifier. We first compare our verifier against the unweighted voting baseline,
each applied to 10 reasoning paths. As shown in Fig. 5, our verifier consistently enhances the
reasoning performance of all models and decoding algorithms without any pre-trained language
model. Notably, smaller language models (1B and 3B) show significant performance gains with the
verifier’s assistance, achieving substantial improvements over their original capabilities of reasoning.

Test-time scaling. While the improvement of the verifier seems marginal with 10 reasoning paths,
our verifier can provide substantial performance gain with more reasoning paths. We adjust the
number of reasoning paths from 1 to 50, and plot the results of the verifier and the unweighted voting
baseline in Fig. 6. Models with our verifier exhibit significantly stronger scaling behaviors, achieving
over 65% accuracy. In contrast, the performance of the baseline saturated around 30% accuracy.
These results suggest that our state features, which are used in both the visualization tool and the
verifier, capture important information about the reasoning behavior of LLMs. Thus, the verifier can
boost test-time scaling, especially in solving complex problems.

Cross-dataset and cross-model transferability. One interesting property of the state features and
metrics is that their shape and range are agnostic to the model and dataset, suggesting that we may
deploy the verifier trained on one dataset or model in another setting. As illustrated in Fig. 7, we
evaluate how the verifier transfers across reasoning datasets (e.g., train on AQuA and test on MMLU)
and model scales (e.g., train on 1B model and test on 70B model). We observe some positive transfers
across datasets and models. For example, a verifier trained on AQuA can improve the performance
of StrategyQA by 4.5%. A verifier trained on the 70B model also improves the performance of the
3B model by 5.5%. However, some cases do not benefit from the transferring verifiers. We leave
improving the transferability of the state features and metrics as future work.
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5 RELATED WORK

Reasoning with large language models. Chain-of-Thought (CoT) prompting (Wei et al., 2022;
Kojima et al., 2022) has empowered LLMs to tackle multi-step reasoning problems by generating
intermediate steps before producing a final answer. Building upon CoT, numerous methods have
been proposed to address various challenges, including compositional generalization (Zhou et al.,
2023; Khot et al., 2023), planning (Yao et al., 2023a; Hao et al., 2023), and rule learning (Zhu
et al., 2023) within the CoT reasoning. Beyond solving reasoning tasks, CoT has also emerged as
a foundational framework for other techniques, such as fine-tuning LLMs (Zelikman et al., 2022),
enabling LLM-based agents (Yao et al., 2023b), and facilitating test-time scaling (Snell et al., 2024).
Nevertheless, most of these approaches are developed in a trial-and-error manner, largely due to the
absence of tools for analyzing the CoT.

Understanding chain-of-thought reasoning. There are a few studies to explore what makes CoT
prompting effective by perturbing its exemplars. To be specific, Madaan & Yazdanbakhsh (2022)
found that the text and patterns of exemplars help CoT generate sentences resembling correct
answers. Besides, Wang et al. (2023a) highlighted the importance of maintaining the correct order
of reasoning steps, while Ye et al. (2022) demonstrated that using complementary exemplars can
enhance reasoning performance. Furthermore, CoT can benefit from longer reasoning chains, even
without new information to the prompt (Jin et al., 2024). Another line of research investigates CoT’s
general behavior (Tang et al., 2023; Saparov & He, 2023; Saparov et al., 2023; Shi et al., 2023). For
example, CoT heavily depends on the semantic structure of the problem to perform reasoning (Tang
et al., 2023), struggles with planning and unification in deductive reasoning (Saparov & He, 2023),
has difficulty generalizing to longer reasoning paths (Saparov et al., 2023), and can be easily misled
by irrelevant information in the context (Shi et al., 2023). However, these observations are derived
from specific reasoning tasks and prompt settings, limiting their applicability to other scenarios. In
contrast, we introduce a general-purpose tool that allows users to analyze CoT in their contexts.

Tools for analyzing chain-of-thought. To the best of our knowledge, the only existing tool for
analyzing CoT is gradient-based feature attribution (Wu et al., 2023), which computes a saliency
score for each input token based on the model’s output. However, these token-level saliency scores do
not directly capture the thought-level, multi-step reasoning process of LLMs. Consequently, the main
finding in (Wu et al., 2023) is that CoT stabilizes saliency scores on semantically relevant tokens
compared to direct prompting. Metrics designed to quantify CoT performance (Chen et al., 2024;
Ton et al., 2024) can also be used to analyze the reasoning behaviors of LLMs. For instance, Ton
et al. (2024) employs information gain to identify failure modes in reasoning paths, aligning with
Observation 3.2 in this paper. However, our 2-D visualization offers deeper insights than a single
information gain metric. Additionally, the verifier derived from our tool is conceptually related to
outcome reward models (Cobbe et al., 2021).

6 CONCLUSION

This paper introduces the landscape of thoughts, a visualization tool for analyzing the reasoning
paths produced by large language models with chain-of-thought. Built on top of feature vectors of
intermediate states in reasoning paths, our tool reveals several insights into LLM reasoning, such as
the relationship between convergence and accuracy, as well as issues like low consistency and high
uncertainty. Our tool can also be adapted to predict the observed property, which is demonstrated by
a lightweight verifier developed based on the feature vectors and our observations. We foresee that
this work will create several opportunities for understanding and developing LLM reasoning.

One limitation of the landscape of thoughts is its applicability only to multiple-choice tasks. Future
work could focus on adapting this tool for open-ended reasoning tasks, such as mathematical problem-
solving, code generation, and planning, where reasoning paths are less structured and more complex.
Additionally, further research could aim to make the tool more accessible by generating intuitive
visual and textual explanations, enabling non-experts to better understand and trust the reasoning
processes of LLMs. Another promising direction is the development of automated methods to detect
reasoning failures at scale, which could enhance the reliability of LLMs across diverse applications.
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IMPACT STATEMENT

Our work presents a tool for visualizing and understanding reasoning steps in large language models.
We foresee our work will introduce more interpretability and transparency into the development and
deployment of LLMs, advancing us toward more trustworthy machine learning. However, we must
acknowledge that malicious activities can also be augmented by our tool. For example, attackers may
use this tool to find prompts that bypass the alignment safeguards in LLMs. We believe such risks
will be mitigated if this tool is widely adopted by safety researchers. Overall, the positive societal
consequences of our work outweigh the negative ones, which stem primarily from misuse.
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A FURTHER DISCUSSIONS

Currently, the fundamental mechanisms behind both successful and unsuccessful reasoning attempts
in LLMs remain inadequately understood. Traditional performance metrics, such as accuracy, provide
insufficient insights into model behavior. While human evaluation has been employed to assess
the quality of sequential thoughts (e.g., logical correctness and coherence), such approaches are
resource-intensive and difficult to scale. We identify three challenges in developing automated
analysis systems for LLMs’ reasoning.

Challenge 1: Bridging the token-thought gap. Current explanatory tools, including attention
maps (Clark et al., 2019; Kobayashi et al., 2020), probing (Alain & Bengio, 2016; Tenney et al.,
2019; Hewitt & Liang, 2019), and circuits (Elhage et al., 2021; Yao et al., 2024), primarily operate
at the token-level explanation. While these approaches offer valuable insights into model inference,
they struggle to capture the emergence of higher-level reasoning patterns from lower-level token
interactions. Additionally, the discrete nature of natural language thoughts poses challenges for
traditional statistical analysis tools designed for continuous spaces. Understanding how thought-level
patterns contribute to complex reasoning capabilities requires new analytical frameworks that can
bridge this conceptual gap.

Challenge 2: Analyzing without training data access. Existing investigations into LM reasoning
have predominantly focused on correlating test questions with training data (Ippolito et al., 2022;
Wang et al., 2024). This approach becomes particularly infeasible given the reality of modern LLMs:
many models are closed-source, while some offer only model weights. Therefore, a desired analysis
framework should operate across varying levels of model accessibility.

Challenge 3: Measuring reasoning quality. Beyond simple performance metrics, we need new ways
to evaluate the quality and reliability of model reasoning. This includes developing techniques to
understand reasoning paths, creating intermediate representations that capture both token-level and
thought-level patterns, and designing metrics that can assess the logical coherence and validity of
reasoning steps.

Consequently, we propose that a viable analysis of reasoning behavior should satisfy multiple criteria:
it should operate in a post-hoc manner with varying levels of model access, bridge the gap between
token-level and thought-level analysis, and provide meaningful metrics for evaluating reasoning
quality. Given the absence of tools meeting these requirements, we identify the need for a new
analytical framework that can address these challenges while providing useful insights for improving
model reasoning capabilities.

B SUPPLEMENTATION RESULTS FOR THE VISUALIZATION ANALYSIS

B.1 SETTINGS

Visualizing the landscape of thoughts fundamentally relies on the decoding probability of
LLMs. To this end, we adopted four open-source models with varying parameter sizes, namely
Llama-3.2-1B, Llama-3.2-3B, Llama-3.1-8B, and Llama-3.1-70B. We repeatedly
sample 10 times from the target LLM using the same reasoning strategy as self-consistency (Wang
et al., 2023b). For visualization purposes, we randomly sample 50 questions from the testing split of
each dataset and generate reasoning paths with the setup described above. For training the lightweight
verifier, we randomly sample 20 questions from the training split of each dataset to obtain the feature
matrix S. We extract these features using three model scales: Llama-3.2-3B, Llama-3.1-8B,
and Llama-3.1-70B.

B.2 DATASETS

AQuA (Ling et al., 2017). This dataset develops to challenge language models’ quantitative reasoning
capabilities. The AQuA presents complex algebraic word problems in a multiple-choice format, where
only one is correct. Each problem requires numerical computation, deep linguistic understanding,
and logical inference. It provides a nuanced assessment of a model’s ability to translate textual
information into algebraic reasoning.
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MMLU (Hendrycks et al., 2021). Spanning 57 distinct academic and professional domains, MMLU
provides a rigorous test of language models’ capabilities across humanities, social sciences, hard
sciences, and technical disciplines.

StrategyQA (Geva et al., 2021). This dataset is designed to evaluate implicit reasoning and multi-
hop question answering. The dataset is characterized by yes/no questions that demand implicit
reasoning strategies. Unlike straightforward factual queries, these questions require models to
construct elaborate reasoning paths, showing hidden logical connections.

CommonsenseQA (Talmor et al., 2019). This dataset assesses commonsense reasoning through
multi-choice questions derived from the ConceptNet knowledge graph (Speer et al., 2017). The
dataset aims to test a model’s understanding of commonsense concepts and ability to make logical
inferences. However, the questions often require the model to incorporate external knowledge to
select the correct answer from plausible distractors.

Note that AQuA, MMLU, and StrategyQA all demand exploratory traversal of intermediate reasoning
states, resulting in diverse but structured landscapes. CommonsenseQA, conversely, represents a
distinct domain where answers depend on static knowledge rather than emergent reasoning pathways.

B.3 DECODING ALGORITHMS

Chain of Thought (CoT) (Wei et al., 2022). CoT elicits the LLM’s reasoning capabilities by
incorporating few-shot examples that demonstrate explicit reasoning steps. It provides the model
with exemplar reasoning traces to guide its problem-solving process.

Zero-shot CoT (Kojima et al., 2022). The core idea of this prompt strategy lies in adding simple
instructions, e.g., "Let’s think step by step." to the prompt, enabling models to generate reasoning
traces without assigned task-specific examples.

Least-to-Most (LtM) (Zhou et al., 2023). LtM is an innovative reasoning approach that systematically
breaks down complex problems into progressively simpler subproblems. This approach mirrors
human cognitive problem-solving strategies, where individuals naturally break down complex tasks
into smaller, more comprehensible parts.

Tree-of-Thought (ToT) (Yao et al., 2023a). ToT expanded this concept by creating a more so-
phisticated, multi-branching reasoning framework. While CoT follows a linear path of reasoning,
ToT introduces a more dynamic exploration, allowing models to generate multiple reasoning paths
simultaneously, evaluate them, and strategically prune less promising trajectories.

Monte Carlo tree search (MCTS) (Zhang et al., 2024). MCTS is a powerful computational
algorithm originally developed for game-playing strategies, particularly in complex decision-making
environments like chess and Go. The method uses probabilistic sampling and tree exploration
to systematically navigate potential solution spaces, balancing exploring new possibilities with
exploiting promising paths. We adopt the task-agnostic node expansion and evaluation prompt from
ReST-MCTS (Zhang et al., 2024) to conduct our experiment across different tasks.

B.4 VISULIZATIONS

In this part, we provide the full visualization of the verifier performance and landscapes.

In Fig. 8 to Fig. 11, we visualize the average voting accuracy (%) of different LLMs reasoning with
and without verification on various datasets and methods.

In Fig. 12 to Fig. 15, we show the landscape of different models on various datasets.

We provide case studies by visualizing the landscape with corresponding states in Fig 16 to Fig. 19.
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Figure 8: Average voting accuracy (%) of reasoning with and without verification on AQuA.

Figure 9: Average voting accuracy (%) of reasoning with and without verification on MMLU.

Figure 10: Average voting accuracy (%) of reasoning with and without verification on StrategyQA.

Figure 11: Average voting accuracy (%) of reasoning with and without verification on Common-
SenseQA.
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(a) Llama-3.2-1B with CoT on AQuA

(b) Llama-3.2-1B with LtM on AQuA

(c) Llama-3.2-1B with ToT on AQuA

(d) Llama-3.2-1B with MCTS on AQuA

Figure 12: The landscapes of various reasoning methods (using Llama-3.2-1B on the AQuA dataset).
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(a) Llama-3.2-3B with CoT on AQuA

(b) Llama-3.2-3B with LtM on AQuA

(c) Llama-3.2-3B with ToT on AQuA

(d) Llama-3.2-3B with MCTS on AQuA

Figure 13: The landscapes of various reasoning methods (using Llama-3.2-3B on the AQuA dataset).
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(a) Llama-3.1-8B with CoT on AQuA

(b) Llama-3.1-8B with LtM on AQuA

(c) Llama-3.1-8B with ToT on AQuA

(d) Llama-3.1-8B with MCTS on AQuA

Figure 14: The landscapes of various reasoning methods (using Llama-3.1-8B on the AQuA dataset).
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(a) Llama-3.1-70B with CoT on AQuA

(b) Llama-3.1-70B with LtM on AQuA

(c) Llama-3.1-70B with ToT on AQuA

(d) Llama-3.1-70B with MCTS on AQuA

Figure 15: The landscapes of various reasoning methods (using Llama-3.1-70B on the AQuA dataset).
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Step 1: Start by adding 
the positive numbers: 
adding 45 to -30 results 
in 15 since 15 > -15

Conclusion: The original 
price of the item was 
approximately $63.32. 
The answer is A.

To solve the problem, let's 
break it down into a series 
of calculations according 
to the given property.

2. The perimeter of the 
other part is 66 cm 
(perimeter of 16x and 
14y).

Hose A fills the pool in 8 
hours, so its rate is 1/8 of 
the pool per hour.

Step 4: Substitute the 
calculated value for 4/5 
of 25 into the expression 
for the difference.

3. The minimum total 
commission needed to 
reach a salary of at least 
$1000 is 1000.

Step 4: Calculate the 
population 2 years after 
the initial population.

5. Now, divide both 
sides by 1.2, in order 
to solve for C. 
Therefore, C = 360 / 
1.2 = 300.

Based on our calculation, 
the grocer likely sold 
approximately 24.4 bags 
of flour. The answer is C.

Figure 16: Case Study: Landscape of thoughts of Llama-3.2-1B on AQuA using CoT.

Step 2: To find the 
time it takes for them 
to produce 10 yo-yos, 
we need to consider 
the least common 
multiple (LCM) 9 of 
6 and 9 minutes.

Step 8: Since Hose B can 
fill 1/8 of the pool per 
hour, it can fill the entire 
pool in 8 hours. Therefore, 
the answer is D.

Let's break down the steps 
to calculate the average 
speed of the plane around 
the square field.

4. Since the profit is 
25% of the selling 
price, we can calculate 
the total selling price 
for all the bags sold.

6. Since we found that A = 
1/8, we can solve for B by 
substituting A into the 
equation: 1/8 + B = 3/4.

However, the number 
of toys cannot be a 
fraction, so we need to 
round to the nearest 
whole number.

To solve this problem, 
let's break down the 
solution process into 
clear, independent steps.

Step 4: Web those 
formula values into 
the conditional 
probability formula. 
P(A/B) = P(A) / P(B) 
= 0.2 / 0.8.

7. Converting 30/70 to a 
percentage, we get 
(30/70) * 100% = 
42.86%.

The answer is C.

Figure 17: Case Study: Landscape of thoughts of Llama-3.2-3B on AQuA using CoT.

21



Published at ICLR 2025 Workshop on Reasoning and Planning for LLMs

The answer is B.

Conclusion: The original 
price of the item was 
approximately $63.32. The 
answer is A

Let‘s think step by step to 
solve the problem.

3. This leaves 1 1/4 = 3/4 
of the pool to be filled by 
both hoses working 
together in the following 
3 hours.

We can represent the 
commission of 15% 
on the monthly sale 
as: 0.15 * total 
monthly sale.

To find the percentage 
increase, we'll use the 
formula: ((Increase / 
Original) 100). *

Let's think step by step 
to solve this problem.

Step 3: The total cost can 
be expressed as the sum of 
costs of brown and white 
sharpeners: b X + (18 - b) 
(× + 1) = 100.

Next, we divide the total 
profit by the profit per 
bag: $3,000 / $25 = 120.

Step 8: Solve for x 
using the equation 
identified in step 7.

Figure 18: Case Study: Landscape of thoughts of Llama-3.1-8B on AQuA using CoT.

Figure 19: Case Study: Landscape of thoughts of Llama-3.1-70B on AQuA using CoT.
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