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Abstract

As the adoption of large language models increases and the need for per-user or per-
task model customization grows, the parameter-efficient fine-tuning (PEFT) meth-
ods, such as low-rank adaptation (LoRA) and its variants, incur substantial storage
and transmission costs. To further reduce stored parameters, we introduce a "divide-
and-share" paradigm that breaks the barriers of low-rank decomposition across
matrix dimensions, modules, and layers by sharing parameters globally via a vector
bank. As an instantiation of the paradigm to LoRA, our proposed VB-LoRA com-
posites all the low-rank matrices of LoRA from a shared vector bank with a differ-
entiable top-k admixture module. VB-LoRA achieves extreme parameter efficiency
while maintaining comparable or better performance compared to state-of-the-art
PEFT methods. Extensive experiments demonstrate the effectiveness of VB-LoRA
on natural language understanding, natural language generation, instruction tuning,
and mathematical reasoning tasks. When fine-tuning the Llama2-13B model, VB-
LoRA only uses 0.4% of LoRA’s stored parameters, yet achieves superior results.
Our source code is available at https://github.com/leo-yangli/VB-LoRA.
This method has been merged into the Hugging Face PEFT package2.

1 Introduction
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Figure 1: Comparison of the PEFT
methods on RoBERTa-Large. Our
VB-LoRA achieves higher scores
with significantly smaller number
of stored parameters.

Parameter-efficient fine-tuning (PEFT) casts a new paradigm
that leverages strong prior knowledge built in foundation mod-
els and adapts them to a wide range of downstream tasks by
updating a small amount of trainable parameters [He et al.,
2021]. Compared to prefix/prompt tuning [Li and Liang, 2021,
Lester et al., 2021] or in-context learning [Brown et al., 2020],
fine-tuning a large-scale pre-trained model yields better domain
specialization dictated by high-quality datasets [Brown et al.,
2020, Liu et al., 2022, Zhao et al., 2023]. This process can be re-
peated to suit the needs of ever-changing deployment scenarios
and personalizations. However, the sheer volume of param-
eter space across a multitude of instantiations [Sheng et al.,
2023] poses challenges for storage, transmission, and computa-
tion, especially for low-resource hardware and consumer-grade
networks [Borzunov et al., 2024].

To mitigate these challenges, various PEFT methods have been proposed by adding or adapting a
small amount of trainable parameters per task without sacrificing performance [Houlsby et al., 2019,

∗Part of the work was done while the author was affiliated with Georgia State University.
2https://huggingface.co/docs/peft/en/package_reference/vblora

38th Conference on Neural Information Processing Systems (NeurIPS 2024).
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Figure 2: Left: The model parameters can be represented as a composition of vectors from a vector
bank, which is shared across sub-vectors, modules and layers. Right: Architecture of VB-LoRA. We
use a top-k softmax function to select k vectors from the vector bank. The selected vectors are then
pooled into a sub-vector, which is arranged at a desired position, forming the parameters of LoRA.

Karimi Mahabadi et al., 2021, Ding et al., 2023]. These methods exploit the dependencies among
model parameters to reduce the redundancy. For example, Hu et al. [2021] propose the low-rank
adaptation (LoRA) to approximate the accumulated gradient update for self-attention modules, and
induces the intra-matrix parameter coupling. Renduchintala et al. [2024] further study the options
of allowing the inter-matrix parameter sharing via weight tying across all the layers. In both cases,
the number of trainable parameters is reduced significantly. These two methods stand at the two
extremes of spectrum in deciding the range of model components reuse (locally or across-layers) and
designating which low-rank matrices needs to be shared and updated. However, as the model size
increases and the demand for user-customized models across various services rises, the expense of
storing and transmitting the customizations for each combination escalates and emerges as a critical
issue. Hence, investigating PEFT methods with significantly smaller number of trainable parameters
has attracted a flurry of research interests [Kopiczko et al., 2024, Renduchintala et al., 2024].

This paper introduces VB-LoRA, extreme parameter-efficient fine-tuning with vector banks based on
a simple yet effective "divide-and-share" paradigm. We push the limits of LoRA parameter efficiency
by breaking the two barriers of low-rank decomposition: (1) locally within each module and each
layer, and (2) only across the two original matrix dimensions (without division; see Sec. 3.2 for
details). We argue that the parameters across different modules and layers can be shared, and thus the
redundancy in parameters can be further reduced. In addition, by partitioning rank-one component
vectors into sub-vectors, we introduce "virtual" dimensions such that deep structure in the parameter
space can be represented by a highly compressed matrix factorization.

VB-LoRA draws inspirations from previous line of work on quantized tensor networks [Oseledets,
2010, Cichocki, 2014] in breaking the constraint of physical dimension for extreme parameter
compression. Specifically, VB-LoRA reparameterizes LoRA’s low-rank adaptation by a rank-one
decomposition and then divides the resulting vectors into sub-vectors of the same size. A global
sharing mechanism is then learnt based on a sparse top-k admixture module. The same sized sub-
vectors allows parameters to be shared across modules and layers at the sub-vector level. Moreover,
compared to the post-hoc matrix compression methods [Oseledets, 2010, Khoromskij, 2011], VB-
LoRA is end-to-end differentiable, and therefore the fine-tuning process is aware of the compressed
form, enabling task-oriented compression. Figure 1 illustrates the parameter efficiency of VB-LoRA
as compared with state-of-the-art PEFT methods. Our contributions are summarized as follows:

1. We introduce a "divide-and-share" paradigm that breaks the barriers of low-rank decomposition
across matrix dimensions, modules, and layers by sharing parameters globally via a vector bank.

2. We reparameterize LoRA’s low-rank decomposition by a rank-one decomposition, and divide the
resulting vectors further into sub-vectors of the same size, enabling extreme parameter efficiency
at the sub-vector level.
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3. We propose a sparse top-k module based on the admixture model to learn a global sharing
mechanism, making our framework end-to-end differentiable and compression-aware.

4. Our method achieves extreme parameter efficiency while maintaining comparable or better
empirical performance compared to the state-of-the-art PEFT methods on natural language
understanding, natural language generation, instruction tuning, and mathematical reasoning tasks.

2 Related Work

Exploit Global Redundancy for Enhanced Parameter Efficiency The parameters of deep neural
networks (DNNs) can be naturally divided by layers, heads, or types (MHA or FFN). While LoRA [Hu
et al., 2021] only exploits the intra-matrix dependency, Tied-LoRA [Renduchintala et al., 2024]
employs a simple weight tying scheme on the low-rank matrices A and B across layers to reduce the
inter-matrix redundancy. When A and B are randomly initialized, frozen, and shared across all layers,
Tied-LoRA degenerates to VeRA [Kopiczko et al., 2024], which only requires two scaling vectors to
be updated, leading to impressive parameter efficiency. A concurrent work, LoRA-XS [Bałazy et al.,
2024], further improves the parameter efficiency of LoRA by introducing small trainable matrices
between frozen LoRA projection matrices, which are initialized using Singular Value Decomposition
(SVD) of the pretrained module weights. Our VB-LoRA pushes the limits of LoRA parameter
efficiency by sharing parameters globally across modules and layers at the sub-vector level.

On the low-dimensional reparameterization, Aghajanyan et al. [2020] empirically show that there
exists a low-dimensional reparameterization that is as effective for fine-tuning as the full parameter
space. The actualization of the random projection is achieved through the Fastfood transform [Le
et al., 2013] for large-scale pre-trained language models. To make it structure-aware, a set of layer-
wise scaling parameters are included as part of the training parameters. Following this intuition, we
study the lightweight fine-tuning within LoRA based on the customized reparameterization that arises
from the rank-one matrix decomposition.

Moreover, tensor decomposition has been leveraged for PEFT in ViT models [Jie and Deng, 2023]
based on classical formats, such as tensor-train or Tucker [Kolda and Bader, 2009]. We find that
forcing multilinear decomposition across multiple modes results in a higher rank number, which
is detrimental to the objective of parameter compression. An indirect comparison of VB-LoRA
to Jie and Deng [2023] can be conducted by referring the compression rate to LoRA. From this
perspective, our VB-LoRA can be viewed as a customized tensor format endowed with a convex
geometry structure, which is enabled by the sparse top-k admixture model we proposed.

Compared to the deep fusion approach [Mazzawi et al., 2024] where LLM parameters are split
and initialized using pre-trained smaller networks under a designed network growth mechanism,
our parameter division operates on the rank-one component vectors. Sub-vector division allows
for similar extensions to leverage pre-trained vector bank initializations from smaller models and
distributed training using model parallelism.

Parameter Modeling based on Sparse Admixture Models Admixture models have been widely
used in population genetics [Pritchard et al., 2000], topic modeling [Reisinger et al., 2010, Inouye
et al., 2014], and hyperspectral unmixing [Li and Bioucas-Dias, 2008, Fu et al., 2015] to extract
archetypal (or endmember) components from observed data. The archetypal components can be
relaxed to have mixed sign [Ding et al., 2008] with identifiability guarantees [Lin et al., 2015].
Conventionally, parameters estimation are conducted based on linear programming [Chan et al.,
2009] or combinatorial algorithms [Arora et al., 2013]. However, an involved integer programming
problem arises when incorporating an extra top-k constraint into the mixing weights that is especially
challenging for the large-scale language models. In this work, we propose learning archetypal vector
banks not from observed data but from model parameters of LLMs. By modifying the sparse top-k
module [Shazeer et al., 2016] commonly used in Mixture-of-Expert models [Jiang et al., 2024],
the mixing weights and vector banks are optimized by back-propagation under the objective of
downstream fine-tuning tasks. The proposed top-k admixture model is model-agnostic in the sense
that it can be readily integrated into any neural network parameters or accumulated gradient updates.
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3 Proposed Method

3.1 Preliminaries: Transformer Architecture and LoRA Adapters

The transformer architecture [Vaswani et al., 2017] consists of L layers, each containing two types
of blocks: Multi-Head Attention (MHA) and Feed-Forward Network (FFN). We denote the query,
key, value, and output matrices of MHA at layer ℓ as Wℓ

t = {W i
t }

Nh
i=1, t ∈ {q, k, v, o}, where

W i
t ∈ Rd×d, and Nh is the number of heads. Given FFN(x) = WdownReLU(Wupx) with x ∈ Rd,

viewing FFN as a multi-head operation, we further divide Wup ∈ Rcd×d and Wdown ∈ Rd×cd into c

matrices of size d× d, denoted by Wℓ
up = {W ℓ,i

up }ci=1 and Wℓ
down = {W ℓ,i

down}ci=1. c = 4.

Given a pre-trained matrix W0 ∈ Rm×n, LoRA [Hu et al., 2021] constrains the weight increments
∆W as a low-rank decomposition ∆W = BA, where B ∈ Rm×r, A ∈ Rr×n are trainable param-
eters, with r ≪ min(m,n). VeRA [Kopiczko et al., 2024] further limits the trainable parameters
to two scaling vectors b and d, which form the diagonal elements of two diagonal matrices Λb and
Λd. Hence, VeRA can be expressed as ∆W = ΛbBΛdA, where B and A are randomly initialized,
frozen and shared across layers.

Collectively, we denote the model parameters of transformer as Ω = {{Wℓ
q,W

ℓ
k,W

ℓ
v,W

ℓ
o} ∪

{Wℓ
up,W

ℓ
down}}Lℓ=1 ∈ R12L×d×d. In the sequel, we propose a global reparameterization on the

weight increments of W ∈ Ω based on the LoRA decomposition ∆W = BA. we will show how
extreme parameter efficiency can be achieved by (1) parameter sharing across matrix dimensions
of A and B based on a rank-one decomposition and sub-vector partitions (Sec. 3.2), and (2) across
modules and layers regardless of the index or matrix type (Sec. 3.3).

3.2 Divide-and-Share: a New Paradigm for Parameter Sharing

The low rank decomposition of LoRA can be equivalently expressed in a rank-one form as follows:

∆W = BA =
∑r

k=1
bk ⊗ ak =

∑r

k=1
⊗2

i=1 v
(i)
k , v

(1)
k = bk, v

(2)
k = ak, (3.1)

where ⊗ denotes the outer product operator and v
(i)
k is a vector of size di.

Divide Based on the rank-one decomposition above, we further represent each component vector
v
(i)
k as a concatenation of a set of sub-vectors,

v
(i)
k = concat(u(i)

k,1,u
(i)
k,2, . . . ,u

(i)
k,d′

i
), u

(i)
k,j ∈ Rb, j ∈ {1, . . . , d′i}, (3.2)

where {di}i=1,2 represents the size of the matrix dimension of ∆W . In general, {di}i=1,2 are not
equal across A and B, and we choose b as a common factor of di such that d′i = di/b and d′i ∈ Z.

Share To facilitate parameter sharing across model dimensions, we assume each sub-vector u(i)
k,j

as a top-k admixture of basic elements from vector bank B = {α1, . . . ,αh}, where αi ∈ Rb for
i ∈ {1, . . . , h}, and is defined as follows (with the subscripts omitted for clarity):

u =
∑h

s=1
ws(σ)αs, w(σ) = Softmax(TopK(σ, k)), (3.3)

where TopK (σ, k)i = σi if σi is among the top-k of σ and TopK (σ, k)i = −∞ otherwise. For
each sub-vector u, we introduce logits σ ∈ Rh as its learnable parameters. We call the model
expressed in Eq. 3.3 as the top-k admixture module (TKAM), which is differentiable. This design
enables the joint learning of vector bank B and logits σ in an end-to-end manner, which is amenable
for model fine-tuning to the downstream tasks.

The TKAM module promotes sparsity by selecting k vectors of the largest logits from the vector
bank. By setting k ≪ h, we restrict the sub-vector u to be sparse. That is, in each iteration, the
updates to the vector bank remain locally dominated – with at most k basis vectors α ∈ B affected
by the backpropagation through u – in the hope that the learnt vectors can be more specialized and
the knowledge encapsulated in the vector bank can be activated and updated sparsely.
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Noise-free Top-k module The Noisy Top-k Gating module [Shazeer et al., 2016] has been widely
used to replace the fully connected layers with the Mixture of Experts (MoE) layers in large language
models [Jiang et al., 2024]. In contrast, we use Eq. 3.3 to learn the selective sharing scheme across
the rank-one component vectors without changing the original model. Due to the decomposition,
we find that the cumulative gradient parameter updates are more sensitive than the original model
parameters during the training process. This may be related to the training instability issues observed
in hypernetworks [Ortiz et al., 2024], where parameters are generated by another parameterized model
as well. Therefore, keeping zero noise in the gating function can help make the learning more efficient
and stable. An ablation study of different vector selection methods, including Gumbel-softmax, is
provided in Sec. 4.5.

3.3 Breaking Boundaries of LoRA for Global Parameter Sharing

While LoRA only applies the low rank decomposition to each individual weight increment, the
boundary can be broken by the divide-and-share scheme we proposed in Sec. 3.2. Our divide-
and-share approach can be interpreted as hierarchical and constrained tensor decomposition, which
facilitates efficient global parameter sharing that goes beyond LoRA’s low-rank representation of
matrices.

The divide operator was first introduced in Quantized Tensor Train (QTT) for super compression
of large-scale matrices [Oseledets, 2010, Cichocki, 2014]. For example, dyadic division reshapes
a vector of length L = 2p into a p-dimensional array which facilitates the efficient Tensor Train
decomposition to be used. Our divide operator instead applies to the rank-one component vectors
v
(i)
k , and the resulting hierarchical tensorial representation of ∆W can be viewed as a Canonical

Polyadic Decomposition (CPD) [Kolda and Bader, 2009] with component vectors v(i)
k folded into

2-dimensional arrays with sub-vectors u
(i)
k,j as columns. Each sub-vector ui is composed from a

globally shared vector bank B via TKAM, where i = [j,v] is a multi-index including physical indices
j, such as module, layer, head, and left/right decomposed matrix, and virtual indices v (created from
vector partition).

The share operator (TKAM module) can be viewed as a factor model with simplex constraints on
the mixing weight (e.g., k = 2, the sub-vector u lies on the edges of the simplex) and common
factors stored in B. Let u ∈ Rb and u =

∑h
s=1αsws, where αs is the s-th factor, and w is the

factor score for the sub-vector u. We consider the following options for w: (1) Admixture (convex
combination): w ∈ [0, 1]h and

∑h
s=1ws = 1, which is commonly used in various communities. (2)

Sparse Admixture (TKAM): w ∈ [0, 1]h and
∑h

s=1 ws = 1 with only k ≪ h non-zero elements
allowed. It’s worth mentioning that adding the multi-index information to the vector selection
mechanism can make the TKAM model structure-aware, potentially yielding additional benefits.
One possibility is to make the logits of vector selection conditional on the embeddings of the layer,
module, and matrix type, which can be implemented through a hypernetwork [Mahabadi et al., 2021].
However, we leave this for future work.

In summary, LoRA provides a local low-rank factorization for each d1×d2 matrix ∆W independently.
In contrast, our VB-LoRA introduces a global low-rank factorization on a b× |{i}| matrix composed
of partitioned rank-one vectors, where |{i}| denotes the cardinality of the index set including both
physical and virtual indices. As we will see below, this differentiation can better leverage the
redundancy in the cumulative gradients, leading to extreme parameter efficiency.

Figure 2 overviews our method. The left section demonstrates the high-level idea of VB-LoRA: the
vector bank is shared across sub-vectors, modules, and layers. The right section details its architecture.
To form each sub-vector, we use a top-k softmax function to select k vectors from the vector bank,
which are then pooled into a sub-vector. These sub-vectors are arranged in the desired positions,
forming the parameters for LoRA with negligible computational overhead. Algorithm 1 provides
the PyTorch-like pseudocode for VB-LoRA, which can be seamlessly integrated into the PyTorch
framework.

3.4 Parameter Count

In full fine-tuning, the number of trainable parameters is equal to the model size, i.e., LMd2, where
L is the number of layers, M is the number of fine-tuned modules, and d is hidden dimension.
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Algorithm 1 Pseudocode of VB-LoRA in a PyTorch-like style
# d: hidden dimension; b: length of sub-vectors; r: rank; h: size of vector bank
# k: number of selected vectors used in the top-k admixture module
# logits: Each linear layer has two trainable parameters: logits_A and logits_B.
# Both parameters have a shape of (d/b)*r*h.
# vector_bank: The shared vector bank with a shape of h*b.
# x and W: input and the original weight.

def get_low_rank_matrix(logits, vector_bank, k):
topk_logits, topk_indices = logits.topk(k, dim=-1)
topk_weights = torch.softmax(topk_logits, dim=-1)
matrix = (topk_weights * vector_bank[topk_indices]).sum(-2)
return matrix

def VBLoRA_forward(x, vector_bank, logits_A, logits_B, k):
r = logits_A.shape[1]
A = get_low_rank_matrix(logits_A, vector_bank, k).transpose(0, 1).reshape(r, -1)
B = get_low_rank_matrix(logits_B, vector_bank, k).transpose(1, 2).reshape(-1, r)
# For memory efficiency, we avoid explictly computing \delta W = B @ A.
return x @ W + (x @ B) @ A

LoRA reduces this number to 2LMdr, while VeRA further reduces it to LM(d+ r). The trainable
parameters of LoRA and VeRA are the same as the parameters they need to store.

In VB-LoRA, the trainable parameters consist of two parts: the parameters of the vector bank B and
the parameters of logits σ. However, at the end of training, the logit parameters can be discarded
and only the k selected indices and the top-k admixture weights need to be stored. Therefore, the
stored parameters can be represented by a triplet Θ = {B, I,V}, where B ∈ Rh×b is a vector bank
containing h vectors of b-dimensional, I ∈ R2×L×M×r×(d/b)×k is the top-k indices of the vectors
in B for all sub-vectors, and V ∈ R2×L×M×r×(d/b)×(k−1) is the top-k admixture weights used to
composite the sub-vectors from the bank. It is worth noting that the top-k admixture weights have
only k − 1 degrees of freedom since they must be summed to 1. Additionally, depending on the
size of the vector bank h, the indices I can be efficiently stored as unsigned integers (e.g., uint8
when h ≤ 256), and hence, we count the number of parameters as the float32-equivalent size for
a fair comparison. When we use k = 2 and uint8 for indices, the number of stored parameters of
VB-LoRA is hb+ 3LMr(d/b). Unlike LoRA and VeRA, the number of parameters in VB-LoRA
does not increase linearly with the model size (determined by L and d) or the number of fine-tuned
modules, i.e., M . While the second term of VB-LoRA’s parameters is a linear function of LMd, the
coefficient is 3r/b, which is typically very small. For example, in our experiments, the typical values
are r = 4 and b = 256, leading to a coefficient of 0.04, whereas the coefficient is 2r for LoRA and 1
for VeRA. Most of the parameters in VB-LoRA reside within the shared vector bank, whose size
does not increase linearly with the model size or number of fine-tuned modules.

4 Experiments

In this section, we conduct a comprehensive evaluation of our method through a series of experiments.
We begin by comparing VB-LoRA to the state-of-the-art PEFT methods: LoRA, VeRA, and Tied-
LoRA on the GLUE benchmark. Next, we extend our analysis to natural language generation tasks
using GPT-2, instruction tuning tasks on the Llama2, as well as mathematical reasoning tasks on
Mistral and Gemma models. All our experiments were conducted on a server equipped with 8
NVIDIA A100 GPUs. For reproducibility, we provide detailed hyperparameters and specifications
of computing resources for each experiment in the appendix. The source code is available at
https://github.com/leo-yangli/VB-LoRA.

4.1 Natural Language Understanding

We adopt the General Language Understanding Evaluation (GLUE) benchmark3 [Wang et al., 2018]
to assess the performance of VB-LoRA across various natural language understanding tasks, including

3https://gluebenchmark.com/
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Table 1: Results with RoBERTabase and RoBERTalarge on the GLUE benchmark. The best results in
each group are shown in bold. We report Matthew’s correlation for CoLA, Pearson correlation for
STS-B, and accuracy for all other datasets. Results for LoRAqv and VeRAqv are sourced from their
respective original papers, while the other results are based on our implementations. We report the
median performance from 5 runs using different random seeds.

Method # Params SST-2 MRPC CoLA QNLI RTE STS-B Avg.

FT 125M 94.8 90.2 63.6 92.8 78.7 91.2 85.2
LoRAqv 0.295M 95.1±0.2 89.7±0.7 63.4±1.2 93.3±0.3 86.6±0.7 91.5±0.2 86.6

VeRAqv 0.043M 94.6±0.1 89.5±0.5 65.6±0.8 91.8±0.2 78.7±0.7 90.7±0.2 85.2
Tied-LoRAqv 0.043M 94.4±0.5 88.5±1.0 61.9±1.6 92.0±0.1 76.2±1.0 89.8±0.3 83.8
VB-LoRAqv (Ours) 0.023M 94.4±0.2 89.5±0.5 63.3±0.7 92.2±0.2 82.3±1.3 90.8±0.1 85.4

VeRAall 0.157M 95.1±0.4 88.7±0.5 64.5±1.0 92.3±0.2 81.9±1.4 90.2±0.3 85.5
Tied-LoRAall 0.109M 94.7±0.2 88.5±0.8 64.7±0.8 92.4±0.1 76.5±1.3 90.3±0.1 84.5

B
A

S
E

VB-LoRAall (Ours) 0.027M 95.0±0.2 89.7±0.2 64.3±1.4 92.3±0.2 82.3±0.9 90.7±0.2 85.7

L
A

R
G

E

LoRAqv 0.786M 96.2±0.5 90.2±1.0 68.2±1.9 94.8±0.3 85.2±1.1 92.3±0.5 87.8

VeRAqv 0.061M 96.1±0.1 90.9±0.7 68.0±0.8 94.4±0.2 85.9±0.7 91.7±0.8 87.8
Tied-LoRAqv 0.066M 94.8±0.6 89.7±1.0 64.7±1.2 94.1±0.1 81.2 ±0.1 90.8 ±0.3 85.9
VB-LoRAqv (Ours) 0.024M 96.1±0.2 91.4±0.6 68.3±0.7 94.7±0.5 86.6±1.3 91.8±0.1 88.2

VeRAall 0.258M 96.6±0.5 90.9±0.8 68.5±1.4 94.4±0.4 85.9±1.2 92.2±0.2 88.1
Tied-LoRAall 0.239M 94.8±0.3 90.0±0.4 66.8±0.1 94.1±0.1 82.3±2.0 91.6±0.2 86.6
VB-LoRAall (Ours) 0.033M 96.3±0.2 91.9±0.9 69.3±1.5 94.4±0.2 87.4±0.7 91.8±0.2 88.5

similarity, paraphrase, and inference tasks. Following Kopiczko et al. [2024], we focus on six tasks
from GLUE: CoLA [Warstadt et al., 2019] (linguistic acceptability), SST-2 [Socher et al., 2013]
(sentiment analysis), MRPC [Dolan and Brockett, 2005] (paraphrase detection), STS-B [Cer et al.,
2017] (semantic textual similarity), QNLI [Rajpurkar et al., 2018] (inference), and RTE (inference).

Our experiments are performed with RoBERTabase and RoBERTalarge [Liu et al., 2019]. While LoRA
and VeRA only finetune the query and value modules, we explore two fine-tuning strategies: query
and value only (VB-LoRAqv), and all linear modules (VB-LoRAall), including Wq,Wk,Wv,Wo,
Wup, and Wdown. We create a vector bank of 90 vectors of a length of 256, initialized with a uniform
distribution U(−0.02, 0.02). The logits are initialized with a normal distribution N (0, 0.01). The
learning rates for the vector bank and logit parameters are set to 0.001 and 0.01, respectively. We set
the rank to 4 and k = 2 for all our experiments.

Table 1 reveals that VB-LoRA achieves competitive or superior performance compared to VeRA
and Tied-LoRA, while being more parameter efficient. For example, when fine-tuning the query and
value modules on the RoBERTalarge model, our method reduces the stored parameters to less than
40% of those required by VeRA or Tied-LoRA, while outperforming them across all tasks. These
results suggest that model performance depends not only on the quantity of trainable parameters but
also on how they are composed.

Moreover, the results consistently indicate that fine-tuning all modules, beyond just the query and
value modules, enhances performance for all the methods. However, LoRA, VeRA and Tied-LoRA
requires 2–4 times of the parameters in this case because their parameter counts increase linearly with
the number of fine-tuned modules. In contrast, our method uses only 37.5% additional parameters as
we maintain the same vector bank size but add additional parameters for indices and top-k weights.
Thus, with only 12.8% of the parameters compared to VeRAall (4% compared to LoRAqv), our
method achieves the best average performance.

4.2 Natural Language Generation

For natural language generation experiments, we fine-tune the GPT-2 Medium and Large mod-
els [Radford et al., 2019] on the E2E dataset4 [Novikova et al., 2017], which contains approximately
42,000 training examples, 4,600 validation examples, and 4,600 test examples from the restaurant
domain. We use a vector bank of size 256 for GPT-2 Medium and 350 for GPT-2 Large. The vector
length is set to 256 and the rank is set to 4 for both models. To achieve the best performance, we
fine-tune all attention layers and FFN layers. As shown in Table 2, our approach achieves competitive
performance compared to VeRA, while requiring about 20% less stored parameters for both models.

4Licensed under CC BY-SA 4.0. URL: https://github.com/tuetschek/e2e-dataset
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Table 2: Results with GPT-2 Medium and GPT-2 Large on the E2E benchmark. The results for FT
and LoRA are taken from Hu et al. [2021], and the results for VeRA are taken from Kopiczko et al.
[2024]. We report the mean of 3 runs using different random seeds.

Method # Params BLEU NIST METEOR ROUGE-L CIDEr

M
E

D
IU

M FT 354.92M 68.2 8.62 46.2 71.0 2.47
LoRA 0.35M 68.9 8.69 46.4 71.3 2.51
VeRA 0.098M 70.1 8.81 46.6 71.5 2.50
VB-LoRA (Ours) 0.076M 70.0 8.81 46.6 71.5 2.52

L
A

R
G

E FT 774.03M 68.5 8.78 46.0 69.9 2.45
LoRA 0.77M 70.1 8.80 46.7 71.9 2.52
VeRA 0.17M 70.3 8.85 46.9 71.6 2.54
VB-LoRA (Ours) 0.13M 70.3 8.86 46.7 72.2 2.54

4.3 Instruction Tuning

Instruction tuning is a process of fine-tuning model with a set of instructions or prompts to enhance
its performance on specific instructions [Ouyang et al., 2022]. We first experiment on a general
instruction tuning dateset. We use the Cleaned Alpaca Dataset 5, which improves the data quality
of the original Alpaca dataset [Taori et al., 2023]. We evaluate the fine-tuned models on the MT-
Bench6 [Zheng et al., 2024], which contains 80 multi-turn questions.

Following Kopiczko et al. [2024], we fine-tune the Llama2 model [Touvron et al., 2023] within
the QLoRA [Dettmers et al., 2023] framework7, which aims to reduce memory usage when fine-
tuning large language models on a single GPU. We utilize the quantization strategy provided by
QLoRA, including 4-bit NormalFloat for storage data, BFloat16 for computation parameters, double
quantization and paged optimizers to train it on a single GPU. Our fine-tuned models generate
responses to these questions, and subsequently, GPT-4 is employed to review and evaluate the
generated answers, assigning a quantitative score on a scale of 10. Note that aligning with VeRA,
we report the score of the first turn of the conversation. Following Kopiczko et al. [2024], we
apply VB-LoRA to all linear layers except the top one. For Llama2 7B, we use a vector bank of
2,048 vectors, each with a length of 256, and the rank is set to 4, resulting in a total of 0.8M stored
parameters. For Llama2 13B, we use the same-sized vector bank but increase the rank to 6, leading
to 1.1M stored parameters. For all the experiments, we train for one epoch.

The results are reported in Table 3. Notably, we report two sets of LoRA results for each experi-
ment: one from our implementation and the other from Kopiczko et al. [2024], due to a noticeable
discrepancy between the scores. Since we closely follow the experimental settings of Kopiczko et al.
[2024], we speculate that the difference is due to changes in the GPT-4 model over time. However,
comparing the relative improvements of VeRA and VB-LoRA with their respective implementations
of LoRA remains fair. VB-LoRA achieves higher scores than LoRA while using only 0.5% (Llama2
7B) and 0.4% (Llama2 13B) of the stored parameters. While VeRA can reach similar scores with
their implementation of LoRA, it requires more than twice of parameters compared to VB-LoRA.

4.4 Mathematical Reasoning

To evaluate mathematical reasoning capabilities, we fine-tune the Mistral-7B-v0.1 and Gemma-7B
models on the MetaMathQA8 [Yu et al., 2023] dataset and test them on GSM8K9 [Cobbe et al., 2021]
and MATH10 [Hendrycks et al., 2021] datasets. We compare our results with the concurrent work
LoRA-XS [Bałazy et al., 2024], following its experimental configuration. The result is shown in
Table 4. Our method outperforms all baselines on GSM8K, with Mistral-7B utilizing only 0.4% of

5The original and cleaned Alpaca datasets are licensed under CC BY-NC 4.0. URLs:
https://huggingface.co/datasets/tatsu-lab/alpaca, https://huggingface.co/datasets/
yahma/alpaca-cleaned

6Licensed under CC BY 4.0. URL: https://huggingface.co/datasets/lmsys/mt_bench_human_
judgments

7https://github.com/artidoro/qlora
8Licensed under MIT. URL: https://huggingface.co/datasets/meta-math/MetaMathQA
9Licensed under MIT. URL: https://huggingface.co/datasets/openai/gsm8k

10Licensed under MIT. URL: https://github.com/hendrycks/math/
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Table 3: Results with Llama2 on MT-Bench,
scored by GPT-4 out of 10. LoRA† and VeRA
are sourced from Kopiczko et al. [2024].
LoRA‡ and VB-LoRA are from our imple-
mentations. The discrepancy between LoRA†

and LoRA‡ may be due to changes in the GPT-
4 model over time.

Model Method # Parameters Score

LLAMA2 7B

w/o FT - 4.79

LoRA† 159.9M 5.19
VeRA 1.6M 5.08

LoRA‡ 159.9M 5.63
VB-LoRA (Ours) 0.8M 5.71

LLAMA2 13B

w/o FT - 5.38

LoRA† 250.3M 5.77
VeRA 2.4M 5.93

LoRA‡ 250.3M 6.13
VB-LoRA (Ours) 1.1M 6.31

Table 4: Results with Mistral-7B and Gemma-7B
models on the GSM8K and MATH Benchmarks.
Specifically, in VB-LoRA, we use a vector bank size
of 2,048 with b = 256, set the rank to 4, and train
with a batch size of 128 for 2 epochs. The warm-up
ratio is 0.02, and training uses a cosine learning rate
scheduler, with an initial learning rate of 0.001 for
the vector bank and 0.01 for the logits. The baseline
results are taken from Bałazy et al. [2024].

Model Method # Parameters GSM8K MATH

MISTRAL-7B

Full-FT 7242M 67.02 18.60
LoRA 168M 67.70 19.68
LoRA-XS 0.92M 68.01 17.86
VB-LoRA (Ours) 0.65M 69.22 17.90

GEMMA-7B

Full-FT 8538M 71.34 22.74
LoRA 200M 74.90 31.28
LoRA-XS 0.80M 74.22 27.62
VB-LoRA (Ours) 0.67M 75.96 28.90

the parameters compared to LoRA, and Gemma-7B using just 0.3%. Compared with LoRA-XS, our
method outperforms on both evaluation datasets while using 70% (Mistral-7B) and 83% (Gemma-7B)
of LoRA-XS parameters.

4.5 Ablation Study

We conduct an ablation study to examine the impact of each individual component of VB-LoRA. The
experiments are performed on RoBERTa-large, fine-tuning only the query and value modules.

Vector Selection Methods Besides the top-k admixture module (abbreviated as Top-k below),
there exist several commonly used discrete optimization methods for vector selection, including Noisy
Top-k [Shazeer et al., 2016], Gumbel-Softmax (GS), and Straight-Through Gumbel-Softmax [Jang
et al., 2017, Maddison et al., 2016]. For Top-k and Noisy Top-k, we evaluate the impact of different
k to the performances on the CoLA dataset. For GS and Straight-Through GS, we set the temperature
τ = 1/3 during training and use Top-1 and Top-2 Softmax for inference. Additionally, we explore
"Select All", a special case of Top-k with k equals to the vector bank size h. As shown in Table 5,
Noisy Top-k, GS, and Straight-Through GS significantly underperform Top-k and "Select All". We
hypothesize that random noise injected by these methods likely disrupts the parameters of vector
bank, leading to instability in the learning process.

We further investigate the impact of k to the training dynamics and performance of VB-LoRA. As
discussed in Sec. 3.4, the choice of k affects not only the model’s performance but also the number of
parameters to be stored. Hence, a smaller k is generally preferred for improved parameter efficiency.
Table 5 shows that k = 2 yields the best result on CoLA, whereas k = 1 performs significantly worse.
To explain this, we delve into the training dynamics of VB-LoRA. As shown in Figure 3 (a), when
k = 1, the selected vectors remain largely unchanged during training. In contrast, when k > 1, the
model actively explore the vector bank as illustrated in Figure 3 (b) and (c), i.e., different vectors are
selected and updated actively during the training process. Additionally, we observed that this vector
exploration primarily occurs in the early stages of training, with updates becoming progressively
sparser in later stages, as shown in Figure 5 in the appendix. This suggests that the vectors become
increasingly specialized for specific sub-vectors as training progresses.

Sub-vector Length b VB-LoRA introduces a new virtual dimension that divides the original
dimensions of LoRA matrices into sub-vectors of length b. Note that b must be a common factor of
all hidden dimensions to ensure compatibility across the entire model. However, the optimal value of
b is task-specific and requires tuning as a hyperparameter. Theoretically, with a fixed vector bank
budget, a larger b reduces the number of vectors in the vector bank, potentially making each vector
less specialized. On the other hand, a smaller b increases the number of trainable parameters and
complicates the vector selection process. As shown in Table 6, a moderate b = 256 yields the best
performance on the CoLA task.
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Table 5: Ablation study of different vector selec-
tion methods. S.: Softmax, GS: Gumbel-Softmax,
ST-GS: Straight Through Gumbel-Softmax.

Method Training Inference CoLA

Select All S. S. 67.5±1.2

Top-k

Top 1 S. Top 1 S. 66.9±0.5

Top 2 S. Top 2 S. 68.3±0.7

Top 3 S. Top 3 S. 68.1±1.3

Top 6 S. Top 6 S. 67.1±0.5

Noisy Top-k Noisy Top 1 S. Top 1 S. 45.3±2.2

Noisy Top 2 S. Top 2 S. 62.6±0.2

GS GS (τ=1/3) Top 1 S. 57.1±0.6

GS (τ=1/3) Top 2 S. 57.3±1.6

ST-GS ST-GS (τ=1/3) Top 1 S. 55.6±1.6

ST-GS (τ=1/3) Top 2 S. 54.7±1.2

Table 6: Ablation study of sub-vector length.
Length b Vector Bank Size CoLA

128 240 67.0±0.8

256 120 68.7±0.7

512 60 67.8±0.8

1024 30 67.3±1.1
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(d) Noisy Top-2
Figure 3: VB-LoRA’s vector selection foot-
prints during training. The x-axis represents
the 96 sub-vectors formed by the vectors from
a bank of 90 vectors, while the y-axis repre-
sents the indices of selected vectors from the
bank. The blue blocks indicate the selection
footprint during training.

5 Conclusion

This paper introduces a "divide-and-share" paradigm and a differentiable top-k admixture module
for extreme parameter-efficient fine-tuning with vector banks. Our proposed VB-LoRA achieves
the competitive or higher accuracy while using significantly smaller number of stored parameters
compared to the state-of-the-art PEFT methods, including LoRA, VeRA, and Tied-LoRA. In addition,
VB-LoRA is model-agnostic and applicable to other PEFT methods [Ding et al., 2023], including
inserted adapters [Karimi Mahabadi et al., 2021], prompt tuning [Qin et al., 2021], and BitFit [Ben Za-
ken et al., 2022]. Although VB-LoRA focuses on reducing the storage and transmission costs for
LLM fine-tuning, we believe the proposed scheme can be extended to memory-efficient fine-tuning
and parameter-efficient pre-training. We leave these for future exploration.

Fine-tuning a pre-trained model requires making design choices about which layers of the model
should be frozen or updated. Multitask fine-tuning adds extra complexity about which parameters
should be shared or task-specific. Along this line of work, Polytropon [Ponti et al., 2022] jointly
learns a small inventory of LoRA adapters and a routing function that selects a variable-sized subset of
adapters for few-shot adaptation. Caccia et al. [2023] emphasize the importance of routing granularity
and further propose a finer-grained mixing across multiple heads. Following these works, it would be
interesting to explore a finer-grained parameter transfer across tasks, heads, types, and layers at the
sub-vector level for multitask fine-tuning.

Limitations and broader impacts Our experiments are limited to monomodal (text-based), monolin-
gual (English), and LoRA-only settings. Additionally, our exploration of the vector bank is somewhat
limited, as we only examine a small range of configurations for bank size and vector length. In
terms of broader impacts, VB-LoRA reduces the storage and transmission costs of LLM adapters and
demonstrates improved memory-efficiency, making customized LLMs more accessible. We do not
foresee any negative societal impact beyond those generally associated with LLMs.
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A Appendix

A.1 Hyperparameters and Computing Resources

The hyperparameters used for the natural language understanding, natural language generation and
instruction tuning are provided in Table 7, 8 and 9. All experiments were conducted on a server
equipped with 8 NVIDIA A100 80GB GPUs.

Computation overhead The proposed factorization in VB-LoRA is simple to implement in modern
deep learning frameworks such as PyTorch, allowing us to fully leverage GPU acceleration. However,
the use of subvector decomposition does introduce some computational overhead. This additional
overhead is limited to the training phase and does not affect inference, as both LoRA and VB-LoRA
merge their parameters back into the original model parameters during this stage.

Memory efficiency Despite the training time overhead, the reduced number of trainable parameters
in VB-LoRA results in lower memory consumption. During LoRA fine-tuning, the forward pass
is z = Ax, H = Bz, without the need to materialize ∆W . This memory-saving technique can be
seamlessly incorporated in VB-LoRA and has been implemented in our source code. Table 9 shows
that VB-LoRA requires approximately 15%-20% more training time than LoRA, while it consumes
less memory than LoRA in both the LLaMA2 7B model and LLaMA2 13B models.

Table 7: Hyperparameters and computing resources for natural language understanding experiments
on the GLUE benchmark. Training time and GPU memory are reported as "query and value only" /
"all linear modules". h: hour, m: minute.

Model Hyperparameter SST-2 MRPC CoLA QNLI RTE STS-B

Optimizer AdamW
Warmup Ratio 0.06
LR Schedule Linear
Init. of the Vector Bank U(−0.02, 0.02)
Init. of the Logits N (0, 0.01)

B
A

S
E

# GPUs 1
Epochs 60 30 80 25 160 80
Learning Rate (Head) 4E-3 4E-3 2E-2 1E-2 2E-2 2E-2
Learning Rate (Logits) 1E-2
Learning Rate (Vector Bank) 1E-3
Vector Bank Size 90
Vector Length 256
Rank 4
Max Seq. Len. 512
Batch Size Per GPU 32
Training Time 8h / 10h 27m / 40m 80m / 100m 5h / 6.5h 50m / 1h 1h / 80m
GPU Memory 24,552 MiB / 28,120 MiB

L
A

R
G

E

# GPUs 1
Epochs 20 40 40 20 40 40
Learning Rate (Head) 3E-3 3E-3 3E-3 2E-3 2E-3 6E-3
Learning Rate (Logits) 1E-2
Learning Rate (Vector Bank) 1E-3
Vector Bank Size 90
Vector Length 256
Rank 4
Max Seq. Len. 128
Batch Size Per GPU 32
Training Time 2h / 3h 12m / 20m 30m / 45m 3h / 4.5h 10m / 15m 20m / 30m
GPU Memory 9,804 MiB / 12,170 MiB

A.2 Visualization of the Vector Selection

For visualization, we conducted experiments on the CoLA dataset using a 24-layer RoBERTa-large
model with a vector bank of 30 vectors. We fine-tuned the query and value modules, setting the rank
to 2 and the vector length to 1024, resulting in 192 sub-vectors.
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Table 8: Hyperparameters and computing resources on natural language generation experiments on
the E2E dataset. Training time and GPU memory are reported as "query and value only" / "all linear
modules". h: hour, m: minute.

Hyperparameter Medium Large

# GPUs 1
Optimizer AdamW
Learning Rate Schedule Linear
Weight Decay 0.01
Batch Size 8
Epochs 5
Warmup Steps 500
Label Smooth 0.1
Rank 4
Vector Length 256
Vector Bank Size 256 350
Learning Rate (Vector Bank) 1E-3 1E-3
Learning Rate (Logits) 1E-2 1E-2
Training Time 3h 3h
GPU Memory 29,061 MiB 29,282 MiB

Table 9: Hyperparameters and computing resources on instruction tuning on the Cleaned Alpaca
Dataset. h: hour. 7B: Llama2 7B, 13B: Llama2 13B.

Hyperparameter LoRA, 7B LoRA, 13B VB-LoRA, 7B VB-LoRA, 13B

# GPUs 1
Optimizer AdamW
Warmup Ratio 0.1
Batch Size 4
Accumulation Steps 4
Epochs 1
LR Schedule Linear
Vector Length N/A N/A 256 256
Rank 64 64 4 6
Vector Bank Size N/A N/A 2048 2048
Learning Rate (Vector bank) N/A N/A 1E-3 1E-3
Learning Rate (Logits) N/A N/A 1E-2 1E-2
Learning Rate (LoRA) 4e-4 4e-4 N/A N/A
Training Time 2h 2.6h 2.5h 3h
GPU Memory 8,467 MiB 11,624 MiB 6,872 MiB 11,486 MiB

Figure 4 displays the vectors selected by sub-vectors at the initialization (red) and at the end of
training (blue), respectively. As we can see, most of the final selections differ from the initial
selections, demonstrating the training dynamics of the vector selection process.

In Figure 5, we plot the footprint at different training periods. This visualization demonstrates that
vector exploration predominantly occurs in the early stages of training, and the updates become
progressively sparser in the later stages of training.

Figure 6 illustrates the sum of the top-k weights for each vector, grouped by the first, middle, and last
8 layers. It shows that certain vectors are favored by deeper layers, such as vectors #1 and #29, while
some are favored by shallower layers, such as vectors #20 and #26.

We then group the same data with respect to query and value modules, as well as matrices A and B,
shown in Figure 7. As we can see, some vectors are predominantly utilized by specific module or
matrix types. For instance, vector #23 is heavily utilized in the formation of matrix A, while vector
#29 is predominantly used in the formation of Query modules.

Load balancing To demonstrate that the vector selection is free from load balancing issue, we
present the vector usage in a Gemma-7B model trained on the MetaMathQA dataset, as shown in
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Figure 4: The x-axis represents the 192 sub-vectors formed by the vectors in the vector bank, while the
y-axis represents the 30 vectors in the vector bank. The vectors initially selected by each sub-vector
are shown in red, the vectors finally selected are shown in blue, and the overlapping vectors are shown
in green.
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Figure 5: VB-LoRA’s vector selection footprints during training. The x-axis represents the 96
sub-vectors formed by the vectors from a bank of 90 vectors, while the y-axis represents the indices
of selected vectors from the bank. The blue blocks indicate the selection footprint during training.

Figure 8. The vector bank contains 2048 vectors. The distribution of vector usage follows a roughly
normal distribution, with most vectors being selected between 40 to 55 times.

A.3 Visualization of the Vector Bank and the Sub-vectors

Figure 9 illustrates the positioning of the sub-vectors along the edge of the simplex spanned by the
vector bank. The vector bank is projected into a 2-D space using T-SNE [van der Maaten and Hinton,
2008] for visualization.
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Figure 6: The sum of the top-k weights for each vector, grouped by the first, middle, and last 8 layers.
The vectors in B are sorted by their norms.
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Figure 7: The sum of the top-k weights for each vector, grouped by query (Q) and value (V) modules,
and matrices A and B. The vectors in B are sorted by their norms.
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Figure 8: Histogram of vector usage frequency. The frequency ranges from 29 to 70, with most vectors
being selected between 40 and 55 times. The distribution of vector usage follows an approximately
normal pattern.
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A.4 Instruction-tuning Examples

Tables 10 and 11 provide examples of the responses generated by the finetuned Llama2 13B model
with LoRA and VB-LoRA.

Table 10: Example #1 of the responses generated by the finetuned Llama2 13B model with LoRA
and VB-LoRA.

LoRA VB-LoRA

Draft a professional email seeking your supervisor’s feedback on the ’Quarterly Financial Report’
you prepared. Ask specifically about the data analysis, presentation style, and the clarity of
conclusions drawn. Keep the email short and to the point.

A
N

S
W

E
R Dear [Supervisor’s Name],

I am writing to request your feedback on the
quarterly financial report I prepared. I would
appreciate your input on the data analysis, pre-
sentation style, and the clarity of the conclusions
drawn.
I have attached the report for your review. Please
let me know if you require any additional infor-
mation.
Thank you for taking the time to review my work.
I am eager to receive your feedback and learn
from your insights.

Dear Supervisor,
I am writing to request your feedback on the
’Quarterly Financial Report’ I prepared. Specifi-
cally, I would like to know your thoughts on the
data analysis, presentation style, and the clarity
of conclusions drawn.
As a reminder, I used the most recent data avail-
able to analyze the company’s financial perfor-
mance and provide insights into its overall health.
I used charts and graphs to present the data in an
easy-to-understand manner. Finally, I summa-
rized the key findings and provided recommen-
dations for future action.
I look forward to your feedback and appreciate
your time and consideration.
Thank you.
Your Name

R
E

V
IE

W The assistant’s response is very professional,
concise, and to the point. It clearly communi-
cates the user’s request for feedback on specific
aspects of the report, namely the data analysis,
presentation style, and clarity of conclusions.
The assistant also shows respect for the supervi-
sor’s time and expresses a willingness to learn
from their feedback. The response is relevant,
accurate, and detailed enough for the context.
However, it lacks a bit of creativity, but given
the professional context, this is not a major is-
sue.

The assistant’s response is highly relevant, accu-
rate, and helpful. It provides a professional and
concise email draft that meets the user’s require-
ments. The assistant has included all the neces-
sary elements such as the specific areas where
feedback is needed (data analysis, presentation
style, and clarity of conclusions), a brief descrip-
tion of the work done, and a polite request for the
supervisor’s time and feedback. The response
is also creative and detailed, providing a clear
context for the supervisor. Therefore, I would
rate it highly.

S
C

O
R

E

9 10
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Table 11: Example #2 of the responses generated by the finetuned Llama2 13B model with LoRA
and VB-LoRA. Parts of answers are omitted due to their length.

LoRA VB-LoRA

Compose an engaging travel blog post about a recent trip to Hawaii, highlighting cultural
experiences and must-see attractions.

A
N

S
W

E
R Sure! Here is a travel blog post about a recent

trip to Hawaii:
Hawaii is a paradise on earth, with its beautiful
beaches, lush green landscapes, and warm trop-
ical weather. My recent trip to the islands was
filled with unforgettable experiences and breath-
taking sights. The first stop on my itinerary was
the city of Honolulu, the capital of Hawaii. I ex-
plored the historic landmarks, stunning beaches,
and world-renowned cuisine. The Pearl Harbor
Memorial was a must-visit, as it commemorates
the tragic attack that occurred on December 7,
1941. The USS Arizona Memorial is located
above the sunken battleship and is a solemn re-
minder of the sacrifices made during the war.
From Honolulu, I ventured to the island of Oahu,
where I spent a few days relaxing on the beauti-
ful Waikiki Beach. The beach is lined with palm
trees and crystal-clear waters, and is the per-
fect spot for swimming, sunbathing, and snorke-
ling.After exploring the island, I ventured to
Maui, known as the "Valley Isle." Maui is home
to some of the most beautiful beaches in Hawaii,
including the world-famous Ka’anapali Beach.
I spent the day soaking up the sun and enjoying
the warm, turquoise waters.
In conclusion, my trip to Hawaii was filled
with unforgettable experiences and breathtak-
ing sights. The islands are a paradise on earth,
with something for everyone. Whether you’re
looking for history, culture, or natural beauty,
Hawaii has it all. I can’t wait to return and ex-
plore more of these beautiful islands.

Dear reader, I recently had the opportunity to
travel to the beautiful island of Hawaii, and I am
thrilled to share my experience with you. This
trip was full of cultural immersion, adventure,
and breathtaking scenery. Here is a glimpse of
my journey:
On the first day, I landed in Honolulu, the cap-
ital city of Hawaii. I was immediately struck
by the lush greenery and tropical weather. I
spent the day exploring the city, visiting famous
landmarks such as Pearl Harbor and the USS
Arizona Memorial. The USS Arizona Memorial
is a somber yet powerful tribute to the brave sol-
diers who lost their lives in the attack on Pearl
Harbor.
I spent the next few days relaxing on the beau-
tiful beaches of Maui. I went snorkeling in the
crystal-clear waters, and saw tropical fish, tur-
tles, and even a few sharks. The snorkeling was
truly an unforgettable experience.
One of the highlights of my trip was a visit to
the Polynesian Cultural Center. This is an inter-
active museum that showcases the culture and
traditions of Polynesian islands. I got to try tra-
ditional dances, make fire, and even learn how
to play the ukulele.
In conclusion, my trip to Hawaii was truly un-
forgettable. I experienced cultural immersion,
adventure, and breathtaking scenery. If you’re
looking for a trip of a lifetime, I highly recom-
mend visiting this beautiful island paradise.

R
E

V
IE

W The assistant’s response is a well-written and
engaging travel blog post about a recent trip to
Hawaii. It provides a detailed itinerary of the
trip, highlighting the cultural experiences and
must-see attractions in each location. The as-
sistant also does a good job of describing the
natural beauty and unique features of each is-
land, which adds depth and interest to the post.
The assistant’s response is relevant, accurate,
and creative, making it a high-quality response
to the user’s request. However, it could have in-
cluded more about the cultural experiences, such
as local food, music, or traditions.

The assistant’s response is highly detailed, en-
gaging, and relevant to the user’s request. It
provides a comprehensive overview of a trip to
Hawaii, highlighting cultural experiences and
must-see attractions. The assistant’s use of de-
scriptive language helps to paint a vivid picture
of the experiences, making the blog post more
engaging for readers. The assistant also pro-
vides a personal touch by sharing their own ex-
periences and impressions, which adds depth to
the response. The assistant’s response is accu-
rate, as it mentions real places and experiences
in Hawaii. Overall, the assistant’s response is
highly creative and provides a high level of de-
tail, making it an excellent travel blog post.

S
C

O
R

E

8.5 10
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction include the claims made in the paper.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discussed "Limitations" in Section 5.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper fully disclosed all the information needed to reproduce the main
experimental results, and we also provide the source code for reproducibility.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide the source code in the supplemental material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The experimental setting is clearly stated in the main paper and the hyperpa-
rameters are listed in the appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Our main experiments were repeated 3 to 5 times, and we report the standard
deviation of the results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide related information in the main paper and appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We conform, in every respect, with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the potential societal impacts in Section 5.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: No data or models are released as part of this work, so safeguards for responsi-
ble release are not applicable.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original paper and provide the name of the license for the datasets
we used.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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