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Abstract
Low-Rank Adaptation (LoRA), a parameter-efficient fine-tuning method that leverages low-rank
adaptation of weight matrices, has emerged as a prevalent technique for fine-tuning pre-trained
models such as large language models and diffusion models. Despite its huge success in practice,
the theoretical underpinnings of LoRA have largely remained unexplored. This paper takes the first
step to bridge this gap by theoretically analyzing the expressive power of LoRA. We prove that, for
fully connected neural networks, LoRA can adapt any model f to accurately represent any smaller
target model f if LoRA-rank ≥ (width of f)× depth of f

depth of f . We also quantify the approximation error
when LoRA-rank is lower than the threshold. For Transformer networks, we show any model can be
adapted to a target model of the same size with rank-( embedding size

2 ) LoRA adapters.

1. Introduction

Recent foundation models, such as large language models [21, 23, 31], have achieved remarkable
success in a wide range of applications, owing to their significant complexity and size. This has led
to the growing popularity of parameter-efficient fine-tuning approaches [2, 15, 16, 20], designed to
adapt models to target tasks more efficiently. Among these, one of the most prevalent parameter-
efficient fine-tuning methods is Low-Rank Adaptation (LoRA) [15], which employs lightweight
low-rank adapters to pre-trained weight matrices. To date, LoRA has been widely used and achieved
considerable success in adapting large language models [6, 12, 15] and image generation models [27]
for various downstream tasks. Despite the empirical success of LoRA, little is known in theory about
how it works.

Our Contributions. In this paper, we present the first set of theoretical results that characterize
the expressive power of Low-Rank Adaptation (LoRA) for different model architectures: Fully Con-
nected Neural Networks (FNN) and Transformer Networks (TFN). The core of our main theoretical
findings on FNN is encapsulated in the following informal statement.

Theorem 1 (Informal) Let f be a target FNN and f0 be an arbitrary frozen FNN. Under mild
conditions on ranks and network architectures, there exist low-rank adapters such that a low-rank
adapted version of f0 is exactly equal to f .

We present the detailed formulations of Theorem 1 in Theorem 3 and the special-
ized instance Corollary 4 for random models. To the best of our knowledge, this is
the first known results on the expressive power of LoRA. While this informal theorem is for exact
approximation, we also derive the approximation bounds as well, i.e., we characterize the approx-
imation error between the finetuned model and the target model as a function of the LoRA-rank
increases, as provided in Theorem 5.

We also summarize our main findings on TFN in the following informal theorem.
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Theorem 2 (Informal) Let f be the target TFN and f0 be the frozen TFN. Under mild conditions
on ranks and network architectures, there exist low-rank adapters for attention weight matrices such
that a low-rank adapted version of f0 is exactly equal to f .

The formal statement of Theorem 2 is provided in Theorem 6, with a specialized version in Corol-
lary 20 tailored for random models.

Related Works. In stark contrast to the flourishing research on the expressive power of neural
networks [1, 3, 4, 8, 11, 13, 14, 17–19, 24–26, 28–30, 32? –34], there exists a limited number of
works investigating the expressive power of adaptation methods. A notable exception is Giannou et al.
[10], investigating the expressive power of normalization parameter fine-tuning. They demonstrate
that fine-tuning the normalization layers alone can adapt a randomly initialized ReLU network to
match any target network that is O(width) times smaller. We borrow some proof techniques from
this work, including techniques for extending results from linear neural networks to ReLU neural
networks. In another recent work [9], the authors show that input processing alone (while freezing
the pretrained network) can adapt any random two-layer ReLU network to achieve arbitrarily high
accuracy on a Bernoulli data model over hypercube vertices. Despite these early attempts, no existing
study has yet explored the expressive power of LoRA, the current leading adaptation method.

Notations Define [N ] := {1, 2, . . . , N}. We use I to represent the identity matrix. For a sequence
of L matrices (Wl)

L
l=1, we simplify the product of these matrices WLWL−1 · · ·W1 as

∏L
l=1Wl.

When m > n, we define
∑n

i=m ai = 0 and
∏n

i=m ai = 1 for scalars (ai)
n
i=m, and

∑n
i=mWi = O

and
∏n

i=mWi = I for square matrices (Wi)
n
i=m.

Singular Value Decomposition (SVD) of the matrix W can be expressed as W = UDV ⊤,
where U ,V ∈ RD×D are orthonormal matrices and D ∈ RD×D is a diagonal matrix. The
singular values, sorted in descending sequence, are represented on the diagonal of D, denoted as
σ1(W ) ≥ σ2(W ) ≥ · · · ≥ σD(W ) ≥ 0, where σd(W ) denotes the d-th largest singular value
for all d ∈ [D]. When d ≥ D, σd(W ) is defined as zero. The best rank-r approximation (in
the Frobenius norm or the 2-norm) of W is

∑r
i=1 σiuiv

T
i , where ui and vi are the i-th column

of U and V , respectively [7, 22]. We denote this best rank-r approximation by LRr(W ). When
r ≥ rank(W ), we define LRr(W ) = W .

2. Expressive Power of FNNs with LoRA

2.1. Problem Setting

We use FNNL,D(·; (Wl)
L
l=1, (bl)

L
l=1) to denote a L-layer width-D fully connected ReLU neural

network with weight matrices Wl ∈ RD×D and biases bl ∈ RD, where l ∈ [L]. The target FNN f
and frozen FNN f0 can be represented as follows:

Target FNN f := FNNL,D(·; (W l)
L
l=1, (bl)

L
l=1), Frozen FNN f0 := FNNL,D(·; (Wl)

L
l=1, (bl)

L
l=1),

where W l ∈ RD×D and bl ∈ RD represent the weight matrix and bias vector for the l-th layer of
the target model f , respectively. Likewise, Wl ∈ RD×D, bl ∈ RD are those for f0, for layer l ∈ [L].
Given a specified LoRA-rank R ∈ [D], we adapt the frozen FNN f0 into a new model f via LoRA.
The adapted model f is defined as

Adapted FNN f := FNNL,D(·; (Wl +∆W l)
L
l=1, (b̂l)

L
l=1),
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where the weight matrix for the low-rank adapter ∆W l ∈ RD×D satisfies specified rank constraints,
updated bias vector b̂l ∈ RD for l ∈ [L]1.

It is common for the pretrained model to be larger than necessary. Therefore, we focus on a
setting where the frozen model is deeper than the target model, i.e., L ≥ L. Furthermore, in this
section, we let the input space X ∈ RD×D be bounded.

2.2. Main Results on Fully Connected Neural Networks

Our goal here is to identify whether there exist rank-R or lower weight matrices (∆W l)
L
l=1 for the

adapter and bias vectors (b̂l)Ll=1 such that f can approximate f well when both frozen model f0 and
the target model f are FNNs. The key idea here involves approximating each layer of the target
model using every M = ⌊L/L⌋ layers of the adapted model. To be more specific, we select the
low-rank adapters to construct the li,1-th to li,2-th layers of f for approximating the i-th layer of
target model f , where

li,1 = (i− 1)M + 1, li,2 =

{
iM, i ∈ [L− 1]

L, i = L
, for i ∈ [L].

Our first theorem identifies the minimal LoRA-rank which guarantees that the frozen model
f0 can be adapted to match the target model f . The assumption here is mild, as it can be met by
randomly generated models (Lemma 13), with details deferred to Sec. E.2.

Theorem 3 Under Assumption 1, there exists rank-R or lower matrices (∆W l)
L
l=1 with ∆W l ∈

RD×D and bias vectors (b̂l)
L
l=1 with b̂l ∈ RD such that when the rank of the low-rank adapter

R ≥ maxi∈[L] rank(W i −
∏

l∈P u
i
Wl)/M , the low-rank adapted model f can exactly represent the

target model f , i.e., f(x) = f(x), ∀x ∈ X .

The following corollary shows that with LoRA, even a randomly generated model can be adapted
into a target model.

Corollary 4 Assume that the elements of matrices (W l)
L
l=1, (Wl)

L
l=1 are independently drawn

from arbitrary continuous distributions. When R ≥ D/M , with probability 1, there exists rank-R or
lower matrices ∆W 1, . . . ,∆W L ∈ RD×D and bias vectors b̂1, . . . , b̂L ∈ RD such that low-rank
adapted model f can exactly represent the target model f on X , i.e., f(x) = f(x), ∀x ∈ X .

This corollary suggests that with ≥ 2RD · L ≥ 2D2L/L ≈ 2D2L learnable parameters, even a
random FNN can be adapted into the target model f . It is noteworthy that the total number of
parameters of the target model is D2L. This indicates that even though the learnable parameters
under LoRA finetuning appear to be highly constrained (low-rank constrained learnable parameters
distributed across many layers), the effective expressive power of LoRA is nearly optimal up to a
constant factor of 2. Furthermore, Theorem 3 indicates that if the model f is ‘close’ to f such that
maxi∈[L] rank(W i −

∏
l∈P u

i
Wl) is small, the number of learnable parameters used by LoRA can

be lower than D2L.
Meanwhile, when the employed LoRA-rank is lower than the critical threshold, the following

theorem provides an upper bound for the approximation error.

1. We consider the case where the bias parameters can also be updated.
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Theorem 5 Define the approximation error of i-th layer as Ei = σRM+1(W i −∏
l∈P u

i
Wl), and the magnitude of the parameters and the input as β :=

maxi∈[L]

(√
∥Σ∥F

∏i
j=1

∥∥W j

∥∥
F +

∑i
j=1

∏i−1
k=j+1

∥∥W k

∥∥
F

∥∥bj∥∥2)∨√∥Σ∥F.

Under Assumption 1, there exists rank-R or lower matrices (∆W l)
L
l=1 with ∆W l ∈ RD×D and

bias vectors (b̂l)Ll=1 with b̂l ∈ RD such that for input x ∈ X with Exx⊤ = Σ,

E
∥∥f(x)− f(x)

∥∥
2
≤ β

L∑
i=1

max
k∈[L]

(∥∥W k

∥∥
F + Ek

)L−i
Ei.

Theorem 5 provides an upper bound on the approximation error for the adapted model. This
bound is influenced by several factors: (i) magnitude of the target model’s parameters and the input,
which is captured by β and

∥∥W k

∥∥
F, (ii) the rank of the adapter R and the discrepancy between the

frozen model and the target model (W i −
∏

l∈P u
i
Wl)

L
i=1, both of which contribute to the term Ei,

(iii) the depth of the frozen model L, reflected in M and consequenly Ei.
All the proofs of the results derived here are provided in Sec. E.2. Moreover, we further optimize

our results in Sec. E.3.

3. Expressive Power of Transformer Networks with LoRA

3.1. Problem Setting

A Transformer Network (TFN) comprises multiple transformer blocks and an output layer. Each
block includes a self-attention layer followed by a token-wise feedforward layer. We focus on TFNs
with multi-head attention layers, deferring single-head attention layer discussions to Sec. F.1. We use
the same notation as Yun et al. [33], excluding skip connections for analytical feasibility.

Consider an input matrix X ∈ RD×N , where D is the dimension of the token embeddings and
N is the number of tokens. The output of the l-th transformer block is denoted as Zl, which can be
computed as follows:

Attnl(Zl−1) :=

H∑
h=1

W h
OlW

h
V lZl−1 · softmax

(
(W h

KlZl−1)
⊤W h

QlZl−1

)
,

Zl := W2l · ReLU(W1l · Attnl(Zl−1) + b1l1
⊤
N ) + b2l1

⊤
N ,

where we define Z0 = X . Here, H is the number of attention heads. The weight matrices for
each head h ∈ [H] in the l-th transformer block are W h

Ol,W
h
V l,W

h
Kl,W

h
Ql ∈ RD×D. The softmax

operator softmax(·) is applied column-wise to the matrix. Further, W2l,W1l ∈ RD×D are the
weight matrices and b1l, b2l ∈ RD are the bias vectors in the feedforward layers.

A Transformer network, denoted as TFNL,D, is a composition of L Transformer blocks, followed
by an softmax output layer softmax(Wo ·), where Wo ∈ RD×D. The final output of the TFN is
given by softmax(WoZL). To study the expressive power of LoRA within TFNs featuring multi-
head attention layers, we next specify the parameters of the target model f , frozen model f0, and the
adapted model f , each with L transformer blocks and a dimension D for the simplicity of analysis.
For ease of presentation, we drop the subscript in TFNL,D, referring to it simply as TFN. Given a
specified rank R ∈ [D] for LoRA, these models are defined as follows:
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Target TFN g = TFN
(
·;
(
((W

h
Ol,W

h
V l,W

h
Kl,W

h
Ql)

H
h=1,W 2l,W 1l)

L
l=1,W o

)
, (b1l, b2l)

L
l=1

)
,

Frozen TFN f0 = TFN
(
·;
(
((W h

Ol,W
h
V l,W

h
Kl,W

h
Ql)

H
h=1,W2l,W1l)

L
l=1,Wo

)
, (b1l, b2l)

L
l=1

)
,

Adapted TFN f = TFN
(
·;
(
((W h

Ol +∆W h
Ol,W

h
V l +∆W h

V l,W
h
Kl +∆W h

Kl,W
h
Ql +∆W h

Ql)
H
h=1,

W2l +∆W 2l,W1l +∆W 1l)
L
l=1,Wo +∆W o

)
, (b̂1l, b̂2l)

L
l=1

)
,

where all the weight matrices ∈ RD×D, and the bias vectors ∈ RD. Moreover, the weight matrices of
the low-rank adapters ∆W h

Ol,∆W h
V l,∆W h

Kl,∆W h
Ql,∆W 2l,∆W 1l for all h ∈ [H] and l ∈ [L]

are of rank R or lower.

3.2. Main Results on Transformer Networks

We now present our main findings on TFNs. The first result relies on a non-singularity assumption
(Assumption 4) tailored for TFN. This assumption is mild, and models with randomly generated
weights can satisfy its criteria (Lemma 19). Further details are deferred to Sec. F.2.

The following theorem shows that adding LoRA adapters primarily to the self-attention layers
enables the adapted model f to exactly represent the target model f . This finding aligns with Hu
et al. [15], which advocates for adapting only the attention weights when applying LoRA to TFNs.

Theorem 6 Consider a given LoRA-rank R ∈ [D]. Let Assumption 4 hold. Define the rank-based
functionality gap Gi to i-th transformer block (i ∈ [L]) or output layer (i = L+ 1) as

Gi =


maxh

(
rank(W

h⊤
KiW

h
Qi −W h⊤

Ki W
h
Qi)
)
∨maxh

(
rank(W 1iW

h
OiW

h
V i −W1iW

h
OiW

h
V i)
)
, i = 1,

maxh

(
rank(W

⊤
2,i−1W

h⊤
KiW

h
QiW 2,i−1 −W⊤

2,i−1W
h⊤
Ki W

h
QiW2,i−1)

)
∨maxh

(
rank(W 1iW

h
OiW

h
V iW 2,i−1 −W1iW

h
OiW

h
V iW2,i−1)

)
, 2 ≤ i ≤ L,

rank(W oW 2L −WoW2L), i = L+ 1.

If R ≥ maxi∈[L+1]⌈Gi
2 ⌉, then there exists low-rank adapters with rank lower than R ∈ [D]

((∆W h
Kl,∆W h

Ql,∆W h
V l,∆W h

Ol)
H
h=1)

L
l=1,∆W 2L,∆W o with other low-rank adapters set to O,

and updated bias vectors (b̂1l, b̂2l)Ll=1, such that for any X ∈ RD×N , the adapted model f exactly
represents target model f , i.e., f(X) = f(X).

The complete proof of Theorem 6 and the similar results for random models can be found in
Sec. F.2.

4. Discussion and Future Work

To the best of our knowledge, this paper is the first to offer a theoretical understanding of LoRA
fine-tuning on both FNN and TFN. Despite these advancements our work achieves, several intriguing
questions still remain open. First, for TFN, we have only identified the conditions under which
the LoRA-adapted model exactly matches the target model, due to the analytical complexity of
TFN. It would be interesting to quantify the approximation error when the rank is lower than
required. Furthermore, for TFN, we constrain the target model and the frozen model to have identical
embedding size and depth, and we omit the skip connections and layer norms for simplicity. Another
intriguing direction would be to study the expressive power of LoRA under TFN cases with more
general settings on TFN architectures.
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Appendix A. List of Common Notations

We first give a list of common notations that are used in the main body and appendix for reference.

• f : LoRA-adapted model.

• f : target model.

• f0: frozen/pretrained model.

• R: rank of LoRA adapters.

• D: dimensionality of the model, representing the number of neurons in each layer for FNNs and
the embedding size for TFNs.

• L: depth of the (frozen) model, representing the number of layers for FNNs and the number of
transformer blocks for TFNs.

• N : sequence length of the input for TFNs.

• x: input.

• x: random input.

• X: matrix input.

• X : input space.

• Σ: Exx⊤.

• W : a weight matrix associated with (frozen) model. Subscripts and superscripts may be added for
specificity.

• b: a bias vector associated with the (frozen) model. Subscripts may be added for specificity.

• zl: the output of the first l layers in the (frozen) FNN.

• Zl: the output of the first l transformer blocks in a (frozen) TFN.

• W : a weight matrix associated with the target model. Subscripts and superscripts may be added
for specificity.

• b: a bias vector associated with the target model. Subscripts may be added for specificity.

• zl: the intermediate output of the first l layers in target FNN given the random input x.

• Z l: the output of the first l transformer blocks in a target TFN.

• L: depth of the target model, representing the number of layers for FNNs and the number of
transformer blocks for TFNs.

• ∆W : the weight matrix of a LoRA adapter.

• b̂: a bias vector associated with the LoRA-adapted model.

10
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• ẑl: the output of the first l layers in the LoRA-adapted model given the random input x.

• Ẑl: the output of the first l transformer blocks in the LoRA-adapted model.

• M : the ratio of the depth of the frozen model to that of the target model, i.e., L/L.

• P: partition P =
{
P1, . . . , PL

}
, each element Pi specifies that the layers with index l ∈ Pi in the

adapted model will be used to approximate the i-th layer in the target model.

• Pi: the i-th element in partition P .

• Pu: uniform partition Pu := {{1, . . . ,M} , {M + 1, . . . , 2M} , . . . ,
{
(L− 1)M + 1, . . . , L

}
}.

The uniform partition indicates that every M layers in the adapted model are employed to approxi-
mate each layer in the target model.

• P u
i : the i-th element in uniform partition Pu.

• ID: the D ×D identity matrix. When the context permits, the subscript D of ID may be omitted,
simplifying the notation to I .

• Ia:b,D: a diagonal matrix where the diagonal entries from the ath to bth position are set to 1, while
all remaining entries are 0s.

• σd(·): the d-th largest singular value for the given square matrix. When d is greater than the width
of the matrix, σd(·) = 0.

• LRr(·): best rank-r approximation of a square matrix in Frobenuis norm and spectral norm. The
subscript r may be omitted to indicate a general low-rank approximation without specifying the
rank.

•
∏

l∈Pi
Wl: product of the weight matrices from the layers l ∈ Pi, with the later layer positioned

to the left and the earlier layer to the right in the matrix product. For example,
∏

l∈P u
1
Wl =∏M

l=1Wl = WM · · ·W1.

Appendix B. Linear Algebra

In this section, we present a collection of commonly used matrix inequalities and the basic properties
of randomly generated matrices.

B.1. Common Matrix Inequalities

Here, we present some commonly used basic properties for matrix multiplication including rank
computation, norm inequalities, as well as key results involving the trace and Frobenius norm of

11
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matrices for reference:

rank(AB) ≤ rank(A) ∧ rank(B);

∥Ax∥2 ≤ ∥A∥2 ∥x∥2 ; (1)

Ex⊤Ax = tr(ACov(x)) + (Ex)⊤A(Ex) = tr(AExx⊤);

tr(AB) = tr(BA);

tr(AB) ≤ tr(A)tr(B);

∥A∥F =
√
tr(AA⊤);

∥A∥F = tr(A) for symmetric A;

∥A∥F =

√∑
i

σ2
i (A).

B.2. Non-Singularity of Randomly Generated Matrices

Although the non-singularity of randomly generated matrices is already established, we include a
proof for completeness.

To facilitate the proof, we introduce a lemma which states that if a polynomial is non-zero, then
the set of roots corresponding to a zero value of the polynomial has a Lebesgue measure of zero.

Lemma 7 (Caron and Traynor [5]) Let p(x) be a polynomial of degree d, x ∈ Rn. If p is not the
zero polynomial, then the set S := {x ∈ Rn | p(x) = 0} is of Lebesgue measure zero.

We note that the determinant of a matrix can be viewed as a polynomial function of its vectorized
version. Based on this insight, we proceed with our proof.

Lemma 8 Let X ∈ RD×D be a random matrix that follows arbitrary continuous distribution with
support having non-zero Lebesgue measure on RD×D. Then, X is non-singular with probability 1.

Proof [Proof of Lemma 8] The result is a direct consequence of Lemma 7. Let x = vec(X). Then,
x is a random vector following arbitrary continuous distribution with a support having non-zero
Lebesgue measure on RD×D.

First, we establish the relationship:

P (det(X) = 0) = P (p(x) = 0)

for some polynomial function p. We denote the support of random vector x by X ⊂ RD2
, and the

probability density function (PDF) of x by q. Then,

P (p(x) = 0) =

∫
X
1 {p(x) = 0} q(x)dx =

∫
X∩{x:p(x)=0}

q(x)dx.

By Lemma 7, the Lebesgue measure of {x : p(x) = 0} is zero. Hence,∫
X∩{x:p(x)=0}

q(x)dx = 0.

By combining all the equations above, we conclude that P(det(X) = 0) = 0, which implies X is
non-singular with probability 1.

12
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Appendix C. Extended Related Works

Expressive Power of Neural Networks Theoretical study of the expressive power of unfrozen
neural networks has progressed since the first universal approximation theorem [13], showing
that sufficient network width and depth can guarantee function approximation [3, 8, 18]. Many
recent studies obtained similar results for deep neural networks with modern twists such as ReLU
activations and Transformer networks [4, 11, 14, 17, 19, 24–26, 28–30, 33? , 34]. Metrics like
Vapnik-Chervonenkis and Rademacher complexities [1, 32] assess classification capacity. However,
these theories cannot fully explain the performance of frozen neural networks as they generally
cannot factor in pre-trained model parameters and adaptation methods.

Expressive Power of Adaptation Methods In stark contrast to the flourishing research on the
expressive power of neural networks, there exists a limited number of works investigating the
expressive power of adaptation methods. A notable exception is Giannou et al. [10], investigating
the expressive power of normalization parameter fine-tuning. They demonstrate that fine-tuning
the normalization layers alone can adapt a randomly initialized ReLU network to match any target
network that is O(width) times smaller. We borrow some proof techniques from this work, including
techniques for extending results from linear neural networks to ReLU neural networks. In another
recent work [9], the authors show that input processing alone (while freezing the pretrained network)
can adapt any random two-layer ReLU network to achieve arbitrarily high accuracy on a Bernoulli
data model over hypercube vertices. Despite these early attempts, no existing study has yet explored
the expressive power of LoRA, the current leading adaptation method.

Appendix D. Warm up: Expressive Power of Linear Models with LoRA

Before delving into the expressive power of LoRA for FNN and TFN, we begin by investigating the
simplest scenario: both the target model f and the frozen model f0 are linear, i.e.,

Target Model f(x) = Wx, Frozen Model f0(x) = WL · · ·W1x =
(∏L

l=1Wl

)
x.

This problem serves as a simplified version of approximating a target FNN, where the target model f
has a single layer, the frozen model f0 has L layers, all bias vectors in both two models are zero, and
the activation functions are linear. Throughout this paper, for the sake of simplicity, we will assume
that both models have the same number of neurons in each layer, i.e., W ,W1, . . . ,WL ∈ RD×D.
Nevertheless, our results are readily extendable to situations where the frozen model is wider than
the target model, which is a more natural setting as the frozen models are often overparameterized to
ensure high capacity and good performance across diverse tasks in practice. See the discussion in
Sec. I for more details.

The objective here is to incorporate low-rank adapters into the frozen model so that the adapted
model can effectively approximate the target model. Unless otherwise specified, we always consider
a uniform LoRA-rank for all low-rank adapters throughout this paper. For a given LoRA-rank
R ∈ [D], we apply LoRA adapters (∆W l)

L
l=1 to the frozen model, and the adapted model can be

represented as

Adapted Model f(x) = (WL +∆W L) · · · (W1 +∆W 1)x,

where rank(∆W l) ≤ R for all l ∈ [L].

13
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Since the frozen model and adpated model are all linear, we can focus on quantifying the
discrepancy between the linear coefficients, i.e.,

∏L
l=1(Wl +∆W l)−W . In the subsequent lemma,

we establish the minimal achievable norm, and identify the smallest LoRA-rank required for the
adapted model to exactly represent the target model, i.e., f = f , under a non-singularity assumption.
We will demonstrate in Sec. 2.2 that this non-singularity assumption is mild, as it can be satisfied
even by randomly generated weight matrices.

Lemma 9 Define error matrix E := W −∏L
l=1Wl, and denote its rank by RE = rank(E). For

a given LoRA-rank R ∈ [D], assume that all the weight matrices of the frozen model (Wl)
L
l=1, and∏L

l=1Wl + LRr(E) are non-singular for all r ≤ R(L− 1). Then, the approximation error

min
∆W l:rank(∆W l)≤R

∥∥∥∥∥
L∏
l=1

(Wl +∆W l)−W

∥∥∥∥∥
2

= σRL+1

(
W −

L∏
l=1

Wl

)
︸ ︷︷ ︸

Error matrix E

,

and the optimal solution to the matrix approximation problem satisfies
∏L

l=1(Wl + ∆W l) =∏L
l=1Wl + LRRL∧RE

(E). Therefore, when R ≥ ⌈RE
L ⌉, we have

∏L
l=1(Wl + ∆W l) = W ,

implying f ≡ g.

Proof [Proof of Lemma 9]
Our goal is to find matrices ∆W 1, . . . ,∆W L of rank R or lower such that the product of the

adapted matrices approximates the target matrix well, i.e., we aim to solve the following constrained
optimization problem:

min
∆W l:rank(∆W l)≤R

∥∥∥∥∥
L∏
l=1

(Wl +∆W l)−W

∥∥∥∥∥
2

.

By subtracting
∏L

l=1Wl from both terms, the constrain optimization problem becomes

min
∆W l:rank(∆W l)≤R

∥∥∥∥∥∥∥∥∥∥
(

L∏
l=1

(Wl +∆W l)−
L∏
l=1

Wl

)
︸ ︷︷ ︸

:=A

−
(
W −

L∏
l=1

Wl

)
︸ ︷︷ ︸

:=E

∥∥∥∥∥∥∥∥∥∥
2

. (2)

To perform analysis on (2), we start with the analysis of A as follows:

A =

L∏
l=1

(∆W l +Wl)−
L∏
l=1

Wl

= ∆W L

L−1∏
l=1

(∆W l +Wl) +WL

L−1∏
l=1

(∆W l +Wl)−
L∏
l=1

Wl.
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Here, we have separated the first term in the product
∏L

l=1(∆W l +Wl), breaking it into two parts:
one involving ∆W L and the other WL. We can further expand the part involving WL:

A =∆W L

L−1∏
l=1

(∆W l +Wl)

+WL

(
∆W L−1

L−2∏
l=1

(∆W l +Wl) +WL−1

L−2∏
l=1

(∆W l +Wl)

)
−

L∏
l=1

Wl.

At this point, it becomes clear that this expression can be iteratively decomposed. Following this
pattern, we can express A as:

A =∆W L

L−1∏
l=1

(∆W l +Wl) +WL∆W L−1

L−2∏
l=1

(∆W l +Wl) (3)

+ . . .+ (

L∏
l=2

Wl)(∆W 1 +W1)−
L∏
l=1

Wl

=
L∑
l=1

[
(

L∏
i=l+1

Wi)∆W l(
l−1∏
i=1

(Wi +∆W i))

]
︸ ︷︷ ︸

:=Al

.

In this final form, A is decomposed as A =
∑L

l=1Al. It is important to note that rank(Al) ≤
rank(∆W l) ≤ R. Consequently, rank(A) ≤∑L

l=1 rank(Al) ≤ RL.
Then, the optimization problem (2) can be relaxed into a low-rank approximation problem

(2) ≥ min
A:rank(A)≤RL

∥A−E∥2 , (4)

where the optimal solution is A = LRRL∧RE
(E) := E′. Therefore, if we can identify rank-R or

lower matrices (∆W l)
L
l=1 such that

L∏
l=1

(Wl +∆W l)−
L∏
l=1

Wl︸ ︷︷ ︸
:=A

= LRRL∧RE
(W −

L∏
l=1

Wl)︸ ︷︷ ︸
:=E′

, (5)

then we effectively solve the matrix approximation problem as defined in (2). Moreover, it is
straightforward to verify that (5) directly implies all statements in this lemma. Therefore, our
remaining proof focuses on proving (5).

Denote RE′ = RL ∧RE . To derive the explicit form of E′, we first refer to the SVD of E as

E = UDV ⊤,

where U and V are orthonormal matrices and the first RE diagonal entries of D are non-zero, with
all remaining entries being zero. Based on this, E′ is expressed as

E′ = UDI1:RL,DV
⊤.
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Having already derived the decomposition A =
∑L

l=1Al, we next aim to decompose E′ as
E′ =

∑L
l=1E

′Ql, where Q1, . . . ,QL ∈ RD×D. The goal now shifts to identifying ∆W l,Ql such
that Al = E′Ql for each l ∈ [L]. Achieving this would complete the proof of (5).

Therefore, our goal becomes finding ∆W 1, . . . ,∆W L with rank(∆W l) ≤ R for all l ∈ [L]
such that

Al = (
L∏

i=l+1

Wi)∆W l(
l−1∏
i=1

(Wi +∆W i)) = E′Ql, for all l ∈ [L]. (6)

One sufficient condition for achieving (6) is that the decomposed matrices Q1,QL and low-rank
adapters ∆W 1, . . . ,∆W L meet the following conditions:

L∑
l=1

E′Ql = E′, (7)

∆W l = (

L∏
i=l+1

Wi)
−1E′Ql(

l−1∏
i=1

(Wi +∆W i))
−1, for all l ∈ [L] (8)

rank(∆W l) ≤ R, for all l ∈ [L], (9)

rank(Wl +∆W l) = D, for all l ∈ [L− 1]. (10)

Here (7) describes the decomposition of E′, (8) provides one simple solution to (6) when (10) holds,
and (9) is the rank constraint on the low-rank adapter. In particular, the (10) is used to ensure the
invertibility of

∏l
i=1(Wi +∆W i) for l ∈ [L− 1]. This condition is not necessary for l = L as the

inverse of WL +∆W L is not required for computing any low-rank adapters.
We will show that the matrices (Ql)

L
l=1 defined by

Ql = V I(R(l−1)+1)∧RE′ :Rl∧RE′ ,DV
⊤, for all l ∈ [L], (11)

and ∆W l defined by (8) for all l ∈ [L] satisfies the all four conditions (7), (8), (9), and (10). We note
that the definition of (Ql)

L
l=1 clearly satisfies condition (7). For the remaining conditions, namely

(8), (9), (10), we proceed the proof by induction.

When l = 1. We begin by examining the three conditions (8), (9) and (10) under the base case
l = 1. We first determine Q1 and ∆W 1 based on (11) and (8):

∆W 1 = (

L∏
i=2

Wi)
−1E′Q1, Q1 = I1:R,D. (12)

By the choice of ∆W 1, we satisfy the condition (8). Moreover, it directly follows that
rank(∆W 1) ≤ rank(Q1) = R, thereby fulfilling the rank constraint in (9).
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Therefore, we just need to prove that W1 +∆W 1 is full-rank, as required by condition (10). To
compute rank(W1 +∆W 1), we proceed as follows:

rank(W1 +∆W 1)

(12)
= rank(W1 + (

L∏
i=2

Wi)
−1E′Q1) (Substituting for ∆W 1)

= rank((
L∏
i=1

Wi) +E′Q1) (Left multiplying with invertible (
L∏
i=2

Wi)
−1)

= rank((

L∏
i=1

Wi) + LRR∧RE′ (E)). (Simplifying)

Given the assumption that
∏L

l=1Wl + LRr(E) is full rank for all r ≤ R(L− 1), rank(W1 +

∆W 1) = rank((
∏L

i=1Wi) + LRR∧RE′ (E)) = D, satisfying the last condition (10).

When l > 1. Consider l = 2, . . . , L. We assume that for i ∈ [l − 1], we have determined matrices
Qi and ∆W i based on (11) and (8), respectively, and we assume that they satisfy the conditions (8),
(9), and (10).

First, under the induction assumption that Wi +∆W i is invertible for all i ∈ [l − 1], to achieve
Al = E′Ql, we set ∆W l based on (8). This definition ensures rank(∆W l) ≤ rank(Ql) = R,
thereby satisfying the condition (9). To prove that Wl +∆W l is full-rank (condition (10)), we focus
on computing rank(Wl +∆W l). We proceed as follows:

rank(Wl +∆W l)

(8)
= rank(Wl + (

L∏
i=l+1

Wi)
−1E′Ql(

l−1∏
i=1

(Wi +∆W i)
−1)) (Substituting for ∆W l)

= rank(ID + (

L∏
i=l

Wi)
−1E′Ql(

l−1∏
i=1

(Wi +∆W i))
−1) (Left multiplying invertible W−1

l )

= rank
( l−1∏

i=1

(Wi +∆W i) + (

L∏
i=l

Wi)
−1E′Ql

)
(Right multiplying invertible

l−1∏
i=1

(Wi +∆W i))

= rank
(
(Wl−1 +∆W l−1)

l−2∏
i=1

(Wi +∆W i) + (
L∏
i=l

Wi)
−1E′Ql

)
(Rearranging terms)

(8)
= rank

(
(Wl−1 + (

L∏
i=l

Wi)
−1E′Ql−1(

l−2∏
i=1

(Wi +∆W i))
−1)

l−2∏
i=1

(Wi +∆W i)

+ (

L∏
i=l

Wi)
−1E′Ql

)
(Substituting for ∆W l−1)

= rank
(
(

L∏
i=l−1

Wi +E′Ql−1(

l−2∏
i=1

(Wi +∆W i))
−1)

l−2∏
i=1

(Wi +∆W i)
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+E′Ql

)
(Left multiplying

L∏
i=l

Wi)

= rank

(
(

L∏
i=l−1

Wi

l−2∏
i=1

(Wi +∆W i) +E′Ql−1 +E′Ql

)
(Rearranging terms)

= · · ·

= rank(
L∏
i=1

Wi +E′(
l∑

i=1

Qi)) (Taking similar steps)

= rank(

L∏
i=1

Wi + LRRl∧RE′ (E)). (Simplifying)

By the assumption that
∏L

l=1Wl + LRr(E) is full-rank for r ≤ R(L − 1) and consequently,
rank(Wl +∆W l) = rank(

∏L
i=1Wi + LRRl∧RE′ (E)) = D, satisfying the last condition (10).

Conclusion of Inductive Proof. Thus, by induction, we show that the definitions of (∆W l)
L
l=1 in

(8) and (Ql)
L
l=1 in (11) ensure that Al = E′Ql for all l ∈ [L]. Summing over l from 1 to L satisfies

condition (5), thereby completing the proof.

In fact, this lemma delivers a crucial insight. When we consider L = 1 and R = D, the lemma
becomes strikingly similar to the Eckart–Young–Mirsky theorem [7, 22]. However, there is a signifi-
cant difference from the classical theorem on the optimal low-rank approximation, which involves a
single target matrix and a single matrix as an optimization variable. Our lemma demonstrates that
a comparable result can be achieved for a “product of matrices,” where each matrix is optimized
subject to a low-rank constraint. That being said, even though each matrix is constrained by a low
rank, the “effective rank” is the sum of these low ranks, i.e., in this scenario, is LR. Consequently,
once the low-rank adapters are optimally configured, one can make the product equal to the best
rank LR-approximation of the target matrix. This can be viewed as an extension of the matrix
approximation theorem to a product of matrices, each subject to low-rank constraints. Our main
theoretical results on the expressive power of LoRA, which we will present in the subsequent sections,
will build upon this core matrix approximation result.

The following lemma extends the results to a more general setting where each low-rank adapter
can be assigned a different LoRA-rank.

Lemma 10 Define error matrix E := W −∏L
l=1Wl, and denote its rank by RE = rank(E).

For a sequence of LoRA-ranks for all layers (Rl)
L
l=1, assume that all the weight matrices of the

frozen model (Wl)
L
l=1, and

∏L
l=1Wl + LRr(E) are non-singular for all r ≤∑L−1

l=1 Rl. Then, the
approximation error

min
∆W l:rank(∆W l)≤Rl

∥∥∥∥∥
L∏
l=1

(Wl +∆W l)−W

∥∥∥∥∥
2

= σ∑L
l=1 Rl+1

(
W −

L∏
l=1

Wl

)
︸ ︷︷ ︸

Error matrix E

,
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and the optimal solution to the matrix approximation problem satisfies
∏L

l=1(Wl + ∆W l) =∏L
l=1Wl +LR(

∑L
l=1 Rl)∧RE

(E). Therefore, when
∑L

l=1Rl ≥ RE , we have
∏L

l=1(Wl +∆W l) =

W , implying f ≡ g.

Proof [Proof of Lemma 10]
The proof follows the same steps of Lemma 9 with only minor modifications.
In the current setting, we target the following constrained optimization problem:

min
∆W l:rank(∆W l)≤Rl

∥∥∥∥∥
L∏
l=1

(Wl +∆W l)−W

∥∥∥∥∥
2

,

where we allow each LoRA adapter ∆W l can possess different LoRA-ranks Rl, i.e., rank(∆W l) ≤
Rl, l ∈ [L]. Subtracting

∏L
l=1Wl from both terms leads us to a similar constrained optimization

problem as (2). The only distinction lies in the rank constraint:

min
∆W l:rank(∆W l)≤Rl

∥∥∥∥∥∥∥∥∥∥
(

L∏
l=1

(Wl +∆W l)−
L∏
l=1

Wl

)
︸ ︷︷ ︸

:=A

−
(
W −

L∏
l=1

Wl

)
︸ ︷︷ ︸

:=E

∥∥∥∥∥∥∥∥∥∥
2

. (13)

Following the same steps, we decompose A into (3). Given that rank(Al) ≤ rank(∆W l) ≤ Rl,
we deduce that rank(A) ≤∑L

l=1 rank(Al) ≤
∑L

l=1Rl. Consequently, the optimization problem
above can be eased into a low-rank approximation problem analogous to (4):

(13) ≥ min
A:rank(A)≤

∑L
l=1 Rl

∥A−E∥2 ,

where the optimal solution is A = LR(
∑L

l=1 Rl)∧RE
(E) := E′. Therefore, if we can identify the

LoRA adapters (∆W l)
L
l=1 with rank(∆W l) ≤ Rl such that

L∏
l=1

(Wl +∆W l)−
L∏
l=1

Wl︸ ︷︷ ︸
:=A

= LR(
∑L

l=1 Rl)∧RE
(W −

L∏
l=1

Wl)︸ ︷︷ ︸
:=E′

,

the proof is completed.
The remaining part of the proof adheres to the steps outlined in the proof of Lemma 9 deriving

(5). The only difference is that we consider a different selection of (Ql)l = 1L that satisfies (9) here:

Ql = V I(
∑l−1

i=1 Ri)∧RE′ :(
∑l

i=1 Ri)∧RE′ ,D
V ⊤.

Applying the same steps with this change yields the desired outcomes.

Appendix E. Expressive Power of Fully Connected Neural Networks with LoRA

In this section, we provide the full proof for deriving the main results outlined in Sec. 2, and more
general results.
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E.1. Approximating One-Layer ReLU FNN

We start with investigating the expressive power of LoRA on one-layer FNN. In this setting, our aim
is to identify LoRA adapters (∆W l)

L
l=1 and bias vectors (b̂l)Ll=1 such that the adapted model

ReLU((WL +∆W L) · ReLU((WL−1 +∆W L−1) · ReLU(· · · ) + b̂L−1) + b̂L)

closely approximates the target one-layer ReLU FNN model ReLU(W 1 ·+b1).
This differs from the setting described in Sec. D, where a multi-layer FNN with linear activation

functions and zero biases was used to approximate a one-layer FNN with the same properties. In the
current setting, we introduce non-linearity through the use of ReLU activation functions in the frozen
model and also take biases into account. Consequently, to generalize the findings to this new setting,
addressing the introduced non-linearity due to the ReLU activation functions in the frozen model is
the main challenge.

We employ the following two steps to extend the results in Sec. D to the current setting.

1. (Linearization) We eliminate the nonlinearity in the first L−1 layers of the adapted model, making
it equivalent to a one-layer ReLU FNN. This can be readily achieved by choosing sufficiently
large bias vectors for the first L− 1 layers to ensure that all ReLUs in these layers are activated.
This technique of eliminating non-linearity is inspired by Giannou et al. [10].

2. (Weight Matrix Alignment) We update the bias vectors of the last layer b̂L to align with that of
the target model f , and apply the linear model approximation results (i.e., Lemma 9) to identify
the low-rank adapters that match the weight matrix f .

Following the steps above, we arrive at the subsequent lemma, which demonstrates that any
one-layer FNN can be closely approximated by a multi-layer FNN finetuned via LoRA.

Lemma 11 Define error matrix E := W 1−
∏L

l=1Wl, with its rank represented by RE = rank(E).
Consider a LoRA-rank R ∈ [D]. Assume that the weight matrices W1, . . . ,WL ∈ RD×D and∏L

l=1Wl + LRr(E) for all r ≤ R(L − 1) are non-singular. Let x be a random input sampled
from a distribution with bounded support X and let Σ = Exx⊤. Then, there exists rank-R or lower
matrices ∆W 1, . . . ,∆W L ∈ RD×D and bias vectors b̂1, . . . , b̂L ∈ RD such that for any input
x ∈ X ,

f(x)− f(x) = ReLU

((
LRRL∧RE

(W 1 −
L∏
l=1

Wl)− (W 1 −
L∏
l=1

Wl)

)
x

)
.

Therefore, when R ≥ RE/L, the adapted model exactly represents the target model, i.e., f(x) =
f(x) for all x ∈ X .

Furthermore, let x be a random input sampled from a distribution with bounded support X and
let Σ = Exx⊤. Then, the expected squared error is bounded as

E
∥∥f(x)− f(x)

∥∥2
2
≤ ∥Σ∥F σ

2
RL∧RE+1(W 1 −

L∏
l=1

Wl).

Proof [Proof of Lemma 11] This proof consists of three main steps: (i) linearize the first L− 1 layers
of the adapted model f to reduce it to a single-layer FNN, (ii) align the weight matrices and bias
vectors of this simplified f with those of the target model f , (iii) derive an upper bound of the error
E
∥∥f(x)− f(x)

∥∥2
2

.
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Linearization. The main challenge here stems from the non-linearities introduced by the ReLU
activation function. To remove the non-linearities in the first L− 1 layers of updated model f , since
the input space X is bounded, we can set all the entries of b̂1, . . . , b̂L−1 sufficiently large, thereby
activating all ReLUs in the first L− 1 layers of f . Consequently, we have

f(x) = ReLU((WL +∆W L)zL−1 + b̂L)

= ReLU
(
(WL +∆W L)ReLU((WL−1 +∆W L−1)zL−2 + b̂L−1) + b̂L

)
= ReLU

(
(WL +∆W L)((WL−1 +∆W L−1)zL−2 + b̂L−1) + b̂L

)
= ReLU

(
(WL +∆W L)(WL−1 +∆W L−1)zL−2 + (WL +∆W L)b̂L−1 + b̂L

)
= · · ·

= ReLU

(
L∏
l=1

(Wl +∆W l)x+ (

L−1∑
l=1

L∏
i=l+1

(Wi +∆W i)b̂l) + b̂L

)
,

which is equivalent to a single-layer ReLU neural network with weight matrix
∏L

l=1(Wl +∆W l)

and bias vector (
∑L−1

l=1

∏L
i=l+1(Wi +∆W i)b̂l) + b̂L.

Parameter Alignment. To match the updated model f(x) and target model f(x), we proceed
as follows. For weight matrix, Lemma 9 guarantees the existence of rank-R or lower matrices
∆W 1, . . . ,∆W L ∈ RD×D such that

L∏
l=1

(Wl +∆W l) =

L∏
l=1

Wl + LRRL∧RE
(W −

L∏
l=1

Wl). (14)

For the bias vector, we set b̂L = b1−
∑L−1

l=1

∏L
i=l+1(Wi+∆W i)b̂l such that

∑L−1
l=1

∏L
i=l+1(Wi+

∆W i)b̂l + b̂L = b1. Therefore, we obtain

f(x)− f(x) = ReLU

((
LRRL∧RE

(W 1 −
L∏
l=1

Wl)− (W 1 −
L∏
l=1

Wl)

)
x

)
.

Error Derivation. We compute the expected squared error as follows:

E
∥∥f(x)− f(x)

∥∥2
2

≤ E

∥∥∥∥∥
(
LRRL∧RE

(W 1 −
L∏
l=1

Wl)− (W 1 −
L∏
l=1

Wl)

)
x

∥∥∥∥∥
2

2

(ReLU is 1-Lipschitz)

(1)

≤
∥∥∥∥∥LRRL∧RE

(W 1 −
L∏
l=1

Wl)− (W 1 −
L∏
l=1

Wl)

∥∥∥∥∥
2

2

E ∥x∥22

= ∥Σ∥F σ
2
RL∧RE+1(W 1 −

L∏
l=1

Wl). (By the definition of LRRL∧RE
(·))

This completes the proof.
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Lemma 11 is extended to cases where different LoRA-ranks can be used for different low-rank
adapters, as detailed in the following lemma.

Lemma 12 Define error matrix E := W 1 −
∏L

l=1Wl, and denote its rank by RE = rank(E).
Consider a sequence of LoRA-ranks (Rl)

L
l=1. Assume that the weight matrices W1, . . . ,WL ∈

RD×D and
∏L

l=1Wl + LRr(E) for all r ≤∑L−1
l=1 Rl are non-singular. Then, there LoRA adapters

(∆W l)
L
l=1 satisfying the rank constraints rank(∆W l) ≤ Rl for all l ∈ [L] and bias vectors

b̂1, . . . , b̂L ∈ RD such that for any input x ∈ X ,

f(x)− f(x) = ReLU

((
LR(

∑L
l=1 Rl)∧RE

(W 1 −
L∏
l=1

Wl)− (W 1 −
L∏
l=1

Wl)

)
x

)
.

Therefore, when
∑L

l=1Rl ≥ RE , the adapted model exactly represents the target model, i.e.,
f(x) = f(x) for all x ∈ X .

Furthermore, for a random input x drawn from a distribution supported on X , and with Σ =
Exx⊤, the expected squared error is bounded by:

E
∥∥f(x)− f(x)

∥∥2
2
≤ ∥Σ∥F σ

2
(
∑L

l=1 Rl)∧RE+1
(W 1 −

L∏
l=1

Wl).

Proof [Proof of Lemma 12] This proof closely adheres to the steps detailed in the proof of Lemma 11.
The primary change implemented here is that, when we draw the analogy to (14), we apply

Lemma 10 instead of Lemma 9. This results in

L∏
l=1

(Wl +∆W l) =
L∏
l=1

Wl + LR(
∑L

l=1 Rl)∧RE
(W −

L∏
l=1

Wl).

Utilizing the steps from the proof of Lemma 11 and integrating the modification specified above,
we can establish the desired result.

E.2. Approximating Multi-Layer ReLU FNN with Uniform Model Parition

We now generalize our discussion to the approximation of multi-layer ReLU FNNs. The key strategy
for extending the results to approximating multi-layer ReLU FNNs under LoRA is model partition,
inspired from Giannou et al. [10]. To elucidate this, we start with a specific example.

Example 1 Consider the case where L = 2 and L = 4. We view a two-layer target model f as a
composition of two one-layer ReLU FNNs. Accordingly, we partition the four-layer adapted model f
into two submodels, each consisting of two layers. For each layer in the target model, we utilize two
corresponding layers in the frozen/adapted model for approximation. This problem then simplifies
into a one-layer FNN approximation problem, which has already been addressed in Lemma 11.

Based on this example, we introduce a ordered partition P =
{
P1, . . . , PL

}
to partition the

layers in the adapted model f , where
⋃L

i=1 Pi = [L]. Each element Pi ∈ P consists of consecutive
integers. Given a partition P , each element Pi specifies that the layers with index l ∈ Pi in the

22



THE EXPRESSIVW POWER OF LOW-RANK ADAPTATION

adapted model will be used to approximate the i-th layer in the target model. Example 1, which
uses every two layers in the adapted model to approximate each layer in the target model, can be
considered as a partition represented as {{1, 2} , {3, 4}}. Similarly, we extend this simple uniform
partition into general cases for L-layer target FNN and L-layer frozen FNN:

Pu =
{
P u
1 , . . . , P

u
L

}
:=
{
{1, . . . ,M} , {M + 1, . . . , 2M} , . . . ,

{
(L− 1)M + 1, . . . , L

}}
,

where M := ⌊L/L⌋. The uniform partition indicates that every M layers in the adapted model are
employed to approximate each layer in the target model. We use

∏
l∈Pi

Wl to denote the product of
the weight matrices from the layers l ∈ Pi, with the later layer positioned to the left and the earlier
layer to the right in the matrix product. For example,

∏
l∈P u

1
Wl =

∏M
l=1Wl = WM · · ·W1.

We first extend Lemma 11 to multi-layer FNN approximation setting using this uniform partition.
Note that all the discussion in Sec. 2 is based on the uniform partition, with P u

i = {li,1, . . . , li,2},
where i ∈ [L]. We restate all the results here using the notation of uniform partition instead of li,1
and li,2 here.

Assumption 1 (Non-Singularity) For a fixed LoRA-rank R ∈ [D], the weight matrices of the
frozen model (Wl)

L
l=1 and matrices

(∏
l∈P u

i
Wl

)
+ LRr(W i −

∏
l∈P u

i
Wl) are non-singular for

all r ≤ R(M − 1) and i ∈ [L].

Lemma 13 Let (W l)
L
l=1, (Wl)

L
l=1 ∈ RD×D be matrices whose elements are drawn independently

from arbitrary continuous distributions. Then, with probability 1, Assumption 1 holds ∀R ∈ [D].

Proof [Proof of Lemma 13] We first use Lemma 8 to establish that W 1, . . . ,W L,W1, . . . ,WL are

non-singular with probability 1. The goal of the remaining proof is to demonstrate that
(∏

l∈P u
i
Wl

)
+

LRr(W i−
∏

l∈P u
i
Wl) is full-rank with probability 1. In this proof, we use p· to denote the probability

density function, where the subscript indicates the associated random variable.
Fix an arbitrary i ∈ [L] and r ∈ [R]. Then probability of the

(∏
l∈P u

i
Wl

)
+

LRr

(
W i −

∏
l∈P u

i
Wl

)
being full-rank can be computed as

P

det

∏
l∈P u

i

Wl

+ LRr

W i −
∏
l∈P u

i

Wl

 ̸= 0


=

∫
E
P

det

∏
l∈P u

i

Wl

+ LRr(E)

 ̸= 0

∣∣∣∣∣∣W i −
∏
l∈P u

i

Wl = E

 pW i−
∏

l∈P u
i
Wl

(E)dE.

If the conditional random matrix
(∏

l∈P u
i
Wl

)
+LRr(E) | W i−

∏
l∈P u

i
Wl = E has a continuous

distribution with support of non-zero Lebesgue measure on RD×D, then

P

det

∏
l∈P u

i

Wl

+ LRr(E)

 ̸= 0

∣∣∣∣∣∣W i −
∏
l∈P u

i

Wl = E

 = 1
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ensuring
(∏

l∈P u
i
Wl

)
+ LRr

(
W i −

∏
l∈P u

i
Wl

)
is full-rank with probability 1.

Consequently, the remaining part of the proof aims to show that the conditional random matrix(∏
l∈P u

i
Wl

)
+ LRr(E) | W i −

∏
l∈P u

i
Wl = E follows arbitrary continuous distribution with

support having non-zero Lebesgue measure on RD×D. Denote W =
∏

l∈P u
i
Wl. Now, consider the

conditional distribution of
∏

l∈P u
i
Wl | W i −

∏
l∈P u

i
Wl = E, which can be written as

pW|Wi−W=E(W ) = pWi
(E +W ).

Since pWi
is continuous with support of non-zero Lebesgue measure on RD×D, the same holds

for
∏

l∈P u
i
Wl | W i −

∏
l∈P u

i
Wl = E. Furthermore, adding a constant matrix LRr(E) to this

conditional distribution preserves the desired properties, thus completing the proof.

Theorem 3 Under Assumption 1, there exists rank-R or lower matrices (∆W l)
L
l=1 with ∆W l ∈

RD×D and bias vectors (b̂l)
L
l=1 with b̂l ∈ RD when the rank of the low-rank adapter R ≥

maxi∈[L] rank(W i −
∏

l∈P u
i
Wl)/M , the low-rank adapted model f can exactly represent the

target model f , i.e., f(x) = f(x) for all input x ∈ X .

Proof [Proof of Theorem 3] The key to this proof lies in a simple idea: for each layer i ∈ [L] in
the target model, we can update M layers (i.e., (i− 1)M + 1-th layer to iM -th layer) in the frozen
model to approximate it as guaranteed by Lemma 11. Hence, all layers of the target model can be
approximated by the adapted model.

Model Decomposition. We partition the adapted model f into L sub-models, each defined as

fi(·) = FNNL,D(·; (Wl +∆W l)l∈P u
i
, (b̂l)l∈P u

i
), i ∈ [L].

In a similar manner, we break down f into L sub-models, each is a one-layer FNN:

f i(·) = FNN1,D(·;W i, bi), i ∈ [L].

We can then express f(x) and f(x) as compositions of their respective sub-models:

f(·) = fL ◦ · · · f1(·), f(·) = fL ◦ · · · f1(·).

To analyze the error E
∥∥f(x)− f(x)

∥∥
2
= E

∥∥f(x)− f(x)
∥∥
2
, we consider the error caused by

each submodel. Let R̃i = rank(W i −
∏

l∈P u
i
Wl) denote the rank of the discrepancy between the

target weight matrix and the frozen weight matrices, where i ∈ [L]. By Lemma 11, we can select
∆W 1, . . . ,∆W L, b̂1, . . . , b̂L such that

fi(z)− f i(z) = ReLU

LR
RL∧R̃i

(W i −
∏
l∈P u

i

Wl)− (W i −
∏
l∈P u

i

Wl)

 z

 , (15)

E
∥∥fi(z)− f i(z)

∥∥2
2
≤
∥∥∥Ezz⊤∥∥∥

F
σ2
RL∧R̃i+1

(W i −
L∏
l=1

Wl). (16)
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Given these selected parameters, fi is functionally equivalent to a one-layer FNN:

fi(z) = ReLU

LR
RL∧R̃i

(W i −
∏
l∈P u

i

Wl) +
∏
l∈P u

i

Wl

 z

 .

Clearly, when R ≥ maxi⌈ R̃i
M ⌉, it follows that fi = gi for all i ∈ [L], which implies f = g.

Corollary 4 Assume that the elements of matrices (W l)
L
l=1, (Wl)

L
l=1 are independently drawn

from arbitrary continuous distributions. When R ≥ D/M , there exists rank-R or lower matrices
∆W 1, . . . ,∆W L ∈ RD×D and bias vectors b̂1, . . . , b̂L ∈ RD such that low-rank adapted model
f can functionally cover the target model f on X , i.e., f(x) = f(x) for all input x ∈ X , with
probability 1.

Proof [Proof of Corollary 4] To prove the statement, we start by noting that combining Lemma 13 and
Theorem 3 directly gives us f(x) = f(x) on X when R ≥ maxi∈[L]⌈rank(W i −

∏
l∈P u

i
Wl)/M⌉.

Therefore, the only thing left is to show that rank(Wi−
∏

l∈P u
i
Wl) = D for i ∈ [L] with probability

1. In this proof, we use p· to denote the probability density function, where the subscript indicates
the associated random variable.

To establish this, consider the following probability expression:

P

det

Wi −
∏
l∈P u

i

Wl

 ̸= 0


=

∫
P

det
(
Wi −W

)
̸= 0

∣∣∣∣∣∣
∏
l∈P u

i

Wl = W

 p∏
l∈P u

i
Wl

(W )dW .

Since W is independent of
∏

l∈P u
i
Wl, we have

P

det
(
Wi −W

)
̸= 0

∣∣∣∣∣∣
∏
l∈P u

i

Wl = W

 = P
{
det
(
Wi −W

)
̸= 0
} Lemma 8
===== 1.

Therefore, we conclude that P
{
det
(
Wi −

∏
l∈P u

i
Wl

)
̸= 0
}
= 1, which completes the proof.

Theorem 5 Define the approximation error of i-th layer as Ei = σRM+1(W i −∏
l∈P u

i
Wl), and the magnitude of the parameters and the input as β :=

maxi∈[L]

(√
∥Σ∥F

∏i
j=1

∥∥W j

∥∥
F +

∑i
j=1

∏i−1
k=j+1

∥∥W k

∥∥
F

∥∥bj∥∥2)∨√∥Σ∥F.

Under Assumption 1, there exists rank-R or lower matrices (∆W l)
L
l=1 with ∆W l ∈ RD×D and

bias vectors (b̂l)Ll=1 with b̂l ∈ RD such that for input x ∈ X with Exx⊤ = Σ,

E
∥∥f(x)− f(x)

∥∥
2
≤ β

L∑
i=1

max
k∈[L]

(∥∥W k

∥∥
F + Ek

)L−i
Ei.
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Proof [Proof of Theorem 5] This proof is a continuation of the proof of Theorem 3. In this proof, we
will consider a more general case, without enforcing any constraints on the rank of the adapters R.
We use Ŵi to denote the corresponding weight matrix, i.e., Ŵi = LR

RL∧R̃i
(W 1 −

∏
l∈P u

i
Wl) +∏

l∈P u
i
Wl.

Error Decomposition. For submodel i = 2, . . . , L, we calculate the expected error of the compo-
sition of the first i sub-models,

E ∥ẑi − zi∥2 = E
∥∥fi(ẑi−1)− f i(zi−1)

∥∥
2

(17)

= E
∥∥(fi(ẑi−1)− fi(zi−1)) +

(
fi(zi−1)− f i(zi−1)

)∥∥
2

(Rearranging terms)

≤ E ∥fi(ẑi−1)− fi(zi−1)∥2︸ ︷︷ ︸
Ai

+E
∥∥fi(zi−1)− f i(zi−1)

∥∥
2︸ ︷︷ ︸

Bi

. (Applying triangle inequality)

Here Ai represents the error resulting from the discrepancy between the first i− 1 submodels, while
Bi represents the error arising from the mismatch between the i-th submodel.

Computing Ai. We start by computing the error introduced by the first i− 1 submodels, denoted
by Ai:

Ai = E ∥fi(ẑi−1)− fi(zi−1)∥2 = E
∥∥∥ReLU(Ŵi(ẑi−1 − zi−1))

∥∥∥
2

≤ E
∥∥∥Ŵi(ẑi−1 − zi−1)

∥∥∥
2

(ReLU is 1-Lipschitz)

(1)

≤
∥∥∥Ŵi

∥∥∥
F
E ∥ẑi−1 − zi−1∥2 . (18)

Here,

∥∥∥Ŵi

∥∥∥
F
=

∥∥∥∥∥∥
∏
l∈P u

i

Wl + LR
RM∧R̃i

(W i −
∏
l∈P u

i

Wl)

∥∥∥∥∥∥
F

=

∥∥∥∥∥∥W i +

∏
l∈P u

i

Wl −W i

+ LR
RM∧R̃i

(W i −
∏
l∈P u

i

Wl)

∥∥∥∥∥∥
F

(Rearranging terms)

≤
∥∥W i

∥∥
F +

∥∥∥∥∥∥
∏

l∈P u
i

Wl −W i

+ LR
RM∧R̃i

(W i −
∏
l∈P u

i

Wl)

∥∥∥∥∥∥
F

(Applying triangle inequality)

=
∥∥W i

∥∥
F +

√√√√√ D∑
j=RM∧R̃i+1

σ2
j (W i −

∏
l∈P u

i

Wl) (19)

(By the definition of W i and LR
RM∧R̃i+1

(·))
≤ max

k∈[L]
(
∥∥W k

∥∥
F + Ei) := α.
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By combining (18) and (19), we get

Ai ≤ max
k∈[L]

(∥∥W k

∥∥
F + Ei

)
E ∥ẑi−1 − zi−1∥2 ≤ αE ∥ẑi−1 − zi−1∥2 . (20)

Computing Bi. We proceed to compute the error associated with the i-th submodel, which we
denote as Bi. It can be evaluated as follows:

Bi = E
∥∥fi(zi−1)− f i(zi−1)

∥∥
2

(15)
= E

∥∥∥∥∥∥ReLU
LR

RM∧R̃i
(W i −

∏
l∈P u

i

Wl)− (W i −
∏
l∈P u

i

Wl)

 zi−1

∥∥∥∥∥∥
2

≤ E

∥∥∥∥∥∥
LR

RM∧R̃i
(W i −

∏
l∈P u

i

Wl)− (W i −
∏
l∈P u

i

Wl)

 zi−1

∥∥∥∥∥∥
2

(ReLU is 1-Lipschitz)

(1)

≤

∥∥∥∥∥∥LRRM∧R̃i
(W i −

∏
l∈P u

i

Wl)− (W i −
∏
l∈P u

i

Wl)

∥∥∥∥∥∥
2

E ∥zi−1∥2

= σ
RM∧R̃i+1

(W i −
∏
l∈P u

i

Wl)E ∥zi−1∥2 .

We can further simplify E ∥zi−1∥2 as :

E ∥zi−1∥2
= E

∥∥ReLU(W i−1zi−2 + bi−1)
∥∥
2

= E
∥∥W i−1zi−2 + bi−1

∥∥
2

(ReLU is 1-Lipschitz)

≤
∥∥W i−1

∥∥
F E ∥zi−2∥2 +

∥∥bi−1

∥∥
2

(Applying triangle inequality and (1))

≤
∥∥W i−1

∥∥
F

(∥∥W i−2

∥∥
F E ∥zi−3∥2 +

∥∥bi−2

∥∥
2

)
+
∥∥bi−1

∥∥
2

(Following the same steps)

≤
i−1∏
j=1

∥∥W j

∥∥
F E ∥x∥2 +

i−1∑
j=1

i−1∏
k=j+1

∥∥W k

∥∥
F

∥∥bj∥∥2 (Repeating the same steps)

=
√

∥Σ∥F

i−1∏
j=1

∥∥W j

∥∥
F +

i−1∑
j=1

i−1∏
k=j+1

∥∥W k

∥∥
F

∥∥bj∥∥2 ≤ β.

Therefore, we obtain
Bi ≤ βσ

RM∧R̃i+1
(W i −

∏
l∈P u

i

Wl).

Error Composition. Having established upper bounds for Ai and Bi, we next evaluate the expected
error for the composition of the first i adapted submodels.

E ∥ẑi − zi∥2
(17)

≤ Ai +Bi

(20)

≤ αE ∥ẑi−1 − zi−1∥2 +Bi ≤ α(αE ∥ẑi−2 − zi−2∥2 +Bi−1) +Bi

= α2E ∥ẑi−2 − zi−2∥2 + αBi−1 +Bi ≤ · · · ≤ αi−1E ∥ẑ1 − z1∥2 +
i∑

k=2

αi−kBk. (21)
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To compute the overall approximation error of f , which is the composite of all submodels, we have

E
∥∥f(x)− f(x)

∥∥
2
= E

∥∥f(x)− f(x)
∥∥
2
= E

∥∥ẑL − zL
∥∥
2

(21)

≤ αL−1E ∥ẑ1 − z1∥2 +
L∑
i=2

αL−iBi

(16)

≤ αL−1βσ
RM∧R̃i+1

(W i −
∏
l∈P u

i

Wl) + β

L∑
i=2

αL−iσ
RM∧R̃i+1

(W i −
∏
l∈P u

i

Wl)

= β
L∑
i=1

αL−iσ
RM∧R̃i+1

(W i −
∏
l∈P u

i

Wl)

= β

L∑
i=1

αL−iσRM+1(W i −
∏
l∈P u

i

Wl).

Substituting α with maxk∈[L](
∥∥W k

∥∥
F + Ei) concludes the proof.

E.3. Approximating Multi-Layer ReLU FNN with General Model Parition

We note that employing this uniform partition strategy for approximating the target model may
not always yield optimal results. To illustrate this, we revisit the case considered by Example 1,
where L = 2 and L = 4. Consider a scenario where the first layer of the frozen model has been
pretrained to match the first layer of the target model. In this case, we can use just the first layer in f
to approximate the first layer in f , and a zero LoRA-rank is sufficient for the exact representation of
the first layer. The remaining three layers in f can then be used to approximate the second layer in f .
Compared to uniform partition, this partition leverages more layers to approximate the second layer
in f , allowing us to achieve the desired performance with a lower LoRA-rank, as per Lemma 11. This
suggests that our approximation error bounds could be further optimized by considering partitioning
schemes tailored to specific scenarios.

We now extend our results to a more general setting, where we do not assume a uniform partition,
and allow each layer in the frozen model to employ adapters with different LoRA-ranks. The rank of
the LoRA adapter associated with the l-th layer in the frozen model is denoted by Rl, where l ∈ [L].
This result relies on Assumption 2, an analog of Assumption 1, but revised to include a general model
partition.

Assumption 2 For the given LoRA-rank sequence (Rl)
L
l=1 and partition P , the weight matrices of

the frozen model W1, . . . ,WL and
(∏

l∈Pi
Wl

)
+LRr(W i −

∏maxPi−1
l=minPi

Wl) are non-singular for
all r ≤∑maxPi−1

l=minPi
Rl and i ∈ [L].

Note that maxPi and minPi here represent the maximum and minimum elements in the set Pi,
respectively.

Lemma 14 Let (W l)
L
l=1, (Wl)

L
l=1 ∈ RD×D be matrices whose elements are drawn independently

from arbitrary continuous distributions. Then, with probability 1, Assumption 2 holds for all R ∈ [D].
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Proof [Proof of Lemma 14] Following the same steps in the proof of Lemma 13 but replacing the
uniform partition with the general partition completes the proof.

Now we present our results for general partition.

Theorem 15 Consider a partition P for the frozen model. Let Assumption 2 hold. If
∑

l∈Pi
Rl ≥

rank(W i −
∏

l∈Pi
Wl) for all i ∈ [L], there exists LoRA adapters (∆W l)

L
l=1 with rank(∆W l) ≤

Rl and biases (b̂l)Ll=1 such that the adapted model f can exactly represent the target model.
Moreover, define the approximation error of the i-th layer as Ei = σ∑

l∈Pi
Rl+1(W i −∏

l∈Pi
Wl), and the magnitude of the parameters and the input as β :=

maxi∈[L]

(√
∥Σ∥F

∏i
j=1

∥∥W j

∥∥
F +

∑i
j=1

∏i−1
k=j+1

∥∥W k

∥∥
F

∥∥bj∥∥2)∨√∥Σ∥F.

Then, there exists LoRA adapters (∆W l)
L
l=1 with rank(∆W l) ≤ Rl and biases (b̂l)Ll=1 such

that for any input x ∈ X with Exx⊤ = Σ, the approximation error can be bounded as

E
∥∥f(x)− f(x)

∥∥
2
≤ β

L∑
i=1

max
k∈[L]

(∥∥W k

∥∥
F + Ek

)L−i
Ei.

Proof [Proof of Theorem 15] This proof follows the same steps as the proofs of Theorem 3 and
Theorem 5, substituting the uniform partition Pu with the general partition P and applying Lemma 12
in place of Lemma 11 to derive the desired outcome.

Appendix F. Expressive Power of Transformer Networks with LoRA

In this section, we not only provide the proof for the results outlined in Sec. 3, but also introduce the
problem setting for TFNs with single-head attention layers and present the corresponding results.

F.1. Approximating Transformer Network with Single-Head Attention Layers

In this part, we outline the problem setting to investigate the expressive power of LoRA in TFNs
that utilize single-head attention layers. The primary distinction between this setting and that of
TFNs with multi-head attention layers lies in the weight matrices. Specifically, the W h

Ol matrices
for combining different attention heads are absent in this case. Despite this difference, the derived
results are consistent, albeit under slightly modified assumptions regarding the weight matrices and a
different LoRA adaptation strategy.

We start by introducing necessary notations. For an input matrix X ∈ RD×N , where D is the
dimension of the token embeddings and N is the number of tokens, the l-th Transformer block using
single-head self-attention can be expressed as:

Attnl(Zl−1) = WV lZl−1 · softmax
(
(WKlZl−1)

⊤WQlZl−1

)
,

Zl := W2l · ReLU(W1l · Attnl(Zl−1) + b1l1
⊤
N ) + b2l1

⊤
N ,

where the weight matrices WKl,WQl,WV l,W1l,W2l ∈ RD×D, bias vectors b1l, b2l∈RD , Zl is
the output of l-th transformer block, with Z0 = X . The output of the first L Transformer blocks

29



THE EXPRESSIVW POWER OF LOW-RANK ADAPTATION

are subsequently fed into the output layer. This produces the final output of the TFN, given by
softmax(WoZL), where Wo ∈ RD×D represents the weight matrix of the output layer.

For single-head self-attention layers, the target model f , frozen model f , and the adapted model
f can be formally represented as:

Target TFN g = TFNL,D
(
·;
(
(W V l,WKl,WQl,W 2l,W 1l)

L
l=1,W o

)
, (b1l, b2l)

L
l=1

)
,

Frozen TFN f0 = TFNL,D
(
·;
(
(WV l,WKl,WQl,W2l,W1l)

L
l=1,Wo

)
, (b1l, b2l)

L
l=1

)
,

Adapted TFN f = TFNL,D
(
·;
(
(WV l +∆W V l,WKl +∆WKl,WQl +∆WQl,

W2l +∆W 2l,W1l +∆W 1l)
L
l=1,Wo +∆W o

)
, (b̂1l, b̂2l)

L
l=1

)
.

Here, WKl,WQl,W V l are the weight matrices for generating key, query, and values in the l-
th transformer block of the target TFN; W 1l,W 2l and b1l, b2l serve as the weight matrices and
bias vectors, respectively, for the feedforward layer in the same block; W o is the weight ma-
trix for the output layer. For the frozen TFN, the same roles are played by WKl,WQl,WV l,
W1l,W2l, and b1l, b2l for all l ∈ [L] and Wo. For the adapted model, low-rank adapters
∆WKl,∆WQl,∆W V l,∆W 1l,∆W 2l,∆W o with a rank constraint R ∈ [D] are added to each
weight matrix, and the bias vectors are updated to b̂1l, b̂2l for all l ∈ [L].

Given the problem setting outlined above, we give the non-singularity assumption for TFNs with
single-head attention layers.

Assumption 3 (Non-Singularity) All the weight matrices of both the target model and the frozen
model, as well as the following matrices for all r ∈ [D],

W⊤
KlWQl + LRr

(
W

⊤
KlWQl −W⊤

KlWQl

)
, where l = 1,

WKlWQl + LRr

(
W−1⊤

2,l−1W
⊤
2,l−1W

⊤
KlWQlW 2,l−1W

−1
2,l−1 −WKlWQl

)
, for l ∈ [L]/ {1} ,

W1lWV l + LRr

(
W 1lW V l −W1lWV l

)
, for l = 1,

W1lWV l + LRr

(
W 1lW V lW 2,l−1W

−1
2,l−1 −W1lWV l

)
, for all l ∈ [L]/ {1} ,

WoW2L + LRr(W oW 2L −WoW2L),

are non-singular.

Lemma 16 Let the elements of all weight matrices in target model f and the frozen model f be
independently sampled from continuous distributions. Then, Assumption 3 holds with probability 1.

Proof [Proof of Lemma 16] The results can be obtained by replicating the same steps outlined in the
proof of Lemma 13.

Theorem 17 Consider the rank of the adapter weight matrices R ∈ [D]. Let Assumption 3 hold.
Define the rank-based functionality gap Gi to i-th transformer block (i ∈ [L]) or output layer
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(i = L+ 1) as

Gi =


maxh

(
rank(W

h⊤
KiW

h
Qi −W h⊤

Ki W
h
Qi)
)
∨maxh

(
rank(W 1iW

h
V i −W1iW

h
V i)
)
, i = 1,

maxh

(
rank(W

⊤
2,i−1W

h⊤
KiW

h
QiW 2,i−1 −W⊤

2,i−1W
h⊤
Ki W

h
QiW2,i−1)

)
∨maxh

(
rank(W 1iW

h
V iW 2,i−1 −W1iW

h
V iW2,i−1)

)
, 2 ≤ i ≤ L,

rank(W oW 2L −WoW2L), i = L+ 1.

If R ≥ maxi∈[L+1]⌈Gi
2 ⌉, there exists rank-R or lower weight matrices for low-rank adapters

(∆WKl,∆WQl,∆W V l,∆W 1l)
L
l=1,∆W 2L,∆W o with other low-rank adapters set to O, and

updated bias vectors: (b̂1l, b̂2l)
L
l=1, such that for any X ∈ RD×N , the adapted model f exactly

represents f , i.e., f(X) = f(X), with probability 1.

Proof [Proof of Theorem 17] Let H l ∈ RD×N and Z l ∈ RD×N denote the intermediate and final
outputs of the l-th transformer block in the target model f , respectively. Specifically, H l represents
the output from the first feedforward layer in the l-th transformer block. They are defined as

H l = ReLU

(
W 1lW V lZ l−1 · softmax

(
Z

⊤
l−1W

⊤
KlWQlZ l−1

)
+ b1l1

⊤
N

)
,

Z l = W 2lH l + b2l1
⊤
N ,

where l ∈ [L]. For the adapted model f , we introduce Ĥl and Ẑl to denote the corresponding
intermediate output of the first feedforward layer and the final output of the l-th transformer block
for the adapted model, respectively:

Ĥl = ReLU

(
(W1l +∆W 1l)(WV l +∆W V l) · Ẑl−1

· softmax
(
Ẑ⊤

l−1(WKl +∆WKl)
⊤(WQl +∆WQl)Ẑl−1

)
+ b̂1l1

⊤
N

)
,

Ẑl = (W2l +∆W 2l)Ĥl + b̂2l1
⊤
N ,

where l ∈ [L]. We note that Z0 = Ẑ0 = X .
In this proof, we set ∆W 2l = O for all l ∈ [L]. Our goal is to show that adding low-rank adapters

to self-attention layers and the first feedforward layers in all transformer blocks enables the adapted
model f to be functionally equivalent to the target model f of the same dimensions. We start by
inductively constructing the adapter weight matrices (∆W 1l,∆W V l,∆WKl,∆WQl, b̂1l, b̂2l)

L
l=1

such that Ĥl = H l for all l ∈ [L]. We then select the low-rank adapters for W2L and the Wo to
approximate the output of the target model. For unmentioned low-rank adapters, we set them as O.

When l = 1. To achieve Ĥl with H l for all X , the following conditions must be satisfied:

Bias Vector: b̂1l = b1l,

Query and Key: (WKl +∆WKl)
⊤(WQl +∆WQl) = W

⊤
KlWQl

Value and First Feedforward Layer: (W1l +∆W 1l)(WV l +∆W V l) = W 1lW V l.
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To achieve this, we set b̂1l = b1l to achieve (23), and select rank-R or lower matrices
∆WKl,∆WQl,∆W 1l,∆W V l as suggested by Lemma 9. This ensures Ĥl = H l for l = 1.

When l > 1. Now we focus on the cases where l = 2, . . . , L. Assume the induction hypothesis
holds for l − 1, which is Ĥl−1 = H l−1. This implies

H l−1 = W
−1
2,l−1(Z l−1 − b2,l−11

⊤
N ) = W−1

2,l−1(Ẑl−1 − b̂2,l−11
⊤
N ) = Ĥl−1.

Using this assumption, we express Ẑl−1 in terms of Z l−1:

Ẑl−1 = W2,l−1W
−1
2,l−1(Z l−1 − b2,l−11

⊤
N ) + b̂2,l−11

⊤
N .

Let b̂2,l−1 = W2,l−1W
−1
2,l−1b2,l−1, then we have

Ẑl−1 = W2,l−1W
−1
2,l−1Z l−1. (22)

To achieve Ĥl = H l, we express both Ĥl and H l in terms of Z l−1:

H l = ReLU
(
W 1lW V l ·Z l−1 · softmax

(
Z

⊤
l−1W

⊤
KlWQlZ l−1

)
+ b1l1

⊤
N

)
Ĥl = ReLU

(
(W1l +∆W 1l)(WV l +∆W V l) · Ẑl−1

· softmax
(
Ẑ⊤

l−1(WKl +∆WKl)
⊤(WQl +∆WQl)Ẑl−1

)
+ b̂1l1

⊤
N

)
,

(22)
= ReLU

(
(W1l +∆W 1l)(WV l +∆W V l) ·W2,l−1W

−1
2,l−1Z l−1

· softmax
(
Z

⊤
l−1W

−1⊤
2,l−1W

⊤
2,l−1(WKl +∆WKl)

⊤

(WQl +∆WQl)W2,l−1W
−1
2,l−1Z l−1

)
+ b̂1l1

⊤
N

)
.

Therefore, we need to align the following three components:

Bias Vector: b̂1l = b1l,

Query and Key: (WKl +∆WKl)
⊤(WQl +∆WQl) = W−1⊤

2,l−1W
⊤
2,l−1W

⊤
KlWQlW 2,l−1W

−1
2,l−1,

Value and First Feedforward Layer: (W1l +∆W 1l)(WV l +∆W V l) = W 1lW V lW 2,l−1W
−1
2,l−1.

By setting b̂1l based on (25) and adjusting ∆WKl,∆WQl,∆W 1l,∆W V l based on Lemma 9, we
satisfy all three conditions above, thereby obtaining Ĥl = H l for l ∈ [L]/ {1}.

Output Layer Analysis. By the induction method, we have established Ĥl = H l for all l ∈ [L].
We will complete the proof by showing that f(X) = f(X) for all X ∈ X .

The final output distribution of the target TFN f can be written as

f(X) = softmax(W oZL) = softmax
(
W o

(
W 2LHL + b2L1

⊤
N

))
.
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We can similarly formulate the final output distribution of the adapted model f :

f(X) = softmax((Wo +∆W o)ẐL)

= softmax
(
(Wo +∆W o)

(
(W2L +∆W 2L)ĤL + b̂2L1

⊤
N

))
,

To align these two expressions, we select ∆W 2L and ∆W o based on Lemma 9, and let b̂2L =
(Wo +∆W o)

−1W ob2L, where Wo +∆W o is invertible as shown in the proof of Lemma 9. Thus,
the proof is complete.

The following corollary identifies the specific LoRA-rank required to achieve exact representation
for random model cases in the current setting.

Corollary 18 Assume that the elements of all the weight matrices of both the target
TFN and the frozen TFN are independently drawn from arbitrary continuous distribu-
tions. If R ≥ ⌈D2 ⌉, adding low-rank adapters of rank at most R to weight matrices in
(∆WKl,∆WQl,∆W V l,∆W 1l)

L
l=1,∆W 2L,∆W o and tuning the bias vectors, enables the

adapted model f to exactly represent the target model f , i.e., f(X) = f(X) for all X ∈ RD×N .

Proof [Proof of Corollary 18] By combining Lemma 16 and Theorem 17, and following the same
steps in the proof of Corollary 4 which yields maxiGi = D, we can obtain the desired outcome.

F.2. Approximating Transformer Network with Multi-Head Attention Layers

In this section, we first provide the non-singularity Assumption 4 for TFN with multi-head attention
layers scenarios, which is then validated by Lemma 19. We then analyze the expressive power of
LoRA on TFNs with multi-head attention layers, as described in the proof of Theorem 6. Additionally,
we introduce a supplementary theorem that amalgamates results for TFNs with both single-head and
multi-head attention layers when the weight matrices are randomly initialized. This is articulated in
Corollary 20.

Assumption 4 (Non-Singularity) For a fixed R ∈ [D], all the weight matrices of both the target
model and the frozen model and the following matrices for all r ∈ [R],

W h⊤
Kl W

h
Ql + LRr

(
W

h⊤
KlW

h
Ql −W h⊤

Kl W
h
Ql

)
, for all h ∈ [H] and l = 1,

W h⊤
Kl W

h
Ql + LRr

(
W−1⊤

2,l−1W
⊤
2,l−1W

h⊤
KlW

h
QlW 2,l−1W

−1
2,l−1 −W h⊤

Kl W
h
Ql

)
, for all h ∈ [H] and l ∈ [L]/ {1} ,

W h
OlW

h
V l + LRr

(
W−1

1l W 1lW
h
OlW

h
V l −W h

OlW
h
V l

)
, for all h ∈ [H] and l = 1,

W h
OlW

h
V l + LRr

(
W−1

1l W 1lW
h
OlW

h
V lW 2,l−1W

−1
2,l−1 −W h

OlW
h
V l

)
, for all h ∈ [H] and l ∈ [L]/ {1} ,

WoW2L + LRr(W oW 2L −WoW2L),

are non-singular.

Lemma 19 Let the elements of all weight matrices in the target model f and frozen model f0 be
independently sampled from continuous distributions. Then, Assumption 4 holds with probability 1.
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Proof [Proof of Lemma 19] The results can be obtained by replicating the same steps outlined in the
proof of Lemma 13.

For the reader’s reference, we restate Theorem 6 here.

Theorem 6 Consider a given LoRA-rank R ∈ [D]. Let Assumption 4 hold. Define the rank-based
functionality gap Gi to i-th transformer block (i ∈ [L]) or output layer (i = L+ 1) as

Gi =


maxh

(
rank(W

h⊤
KiW

h
Qi −W h⊤

Ki W
h
Qi)
)
∨maxh

(
rank(W 1iW

h
OiW

h
V i −W1iW

h
OiW

h
V i)
)
, i = 1,

maxh

(
rank(W

⊤
2,i−1W

h⊤
KiW

h
QiW 2,i−1 −W⊤

2,i−1W
h⊤
Ki W

h
QiW2,i−1)

)
∨maxh

(
rank(W 1iW

h
OiW

h
V iW 2,i−1 −W1iW

h
OiW

h
V iW2,i−1)

)
, 2 ≤ i ≤ L,

rank(W oW 2L −WoW2L), i = L+ 1.

If R ≥ maxi∈[L+1]⌈Gi
2 ⌉, then there exists low-rank adapters with rank lower than R ∈ [D]

((∆W h
Kl,∆W h

Ql,∆W h
V l,∆W h

Ol)
H
h=1)

L
l=1,∆W 2L,∆W o with other low-rank adapters set to O,

and updated bias vectors (b̂1l, b̂2l)Ll=1, such that for any X ∈ RD×N , the adapted model f exactly
represents target model f , i.e., f(X) = f(X).

Proof [Proof of Theorem 6] The key idea of this proof is the same as the proof of Theorem 17: our
first step is to ensure that, for each transformer block, the output from the first feedforward layer in
the target model matches that in the adapted model. Once this is established, we select an appropriate
output layer weight matrix to complete the proof.

Similar to the proof of Theorem 17, we define H l ∈ RD×N and Z l ∈ RD×N as the intermediate
and final outputs of the l-th transformer block in the target model f , respectively. In particular,
H l corresponds to the output of the first feedforward layer in the l-th transformer block. They are
formulated as

H l = ReLU

(
W 1l

(
H∑

h=1

W
h
OlW

h
V l ·Z l−1 · softmax

(
Z

⊤
l−1W

h⊤
KlW

h
QlZ l−1

))
+ b1l1

⊤
N

)
,

Z l = W 2lH l + b2l1
⊤
N .

For the adapted model f , we introduce Ĥl and Ẑl accordingly to denote the intermediate output of
the first feedforward layer and the final output of the l-th transformer block for the adapted model,
respectively:

Ĥl = ReLU

(
W1l

( H∑
h=1

(W h
Ol +∆W h

Ol)(W
h
V l +∆W h

V l) · Ẑl−1

· softmax
(
Ẑ⊤

l−1(W
h
Kl +∆W h

Kl)
⊤(W h

Ql +∆W h
Ql)Ẑl−1

))
+ b̂1l1

⊤
N

)
,

Ẑl = W2lĤl + b̂2l1
⊤
N .

Note that Z0 = Ẑ0 = X .
We aim to demonstrate that adding low-rank adapters to the weight matrices allows

the adapted TFN f to be functionally equivalent to the target TFN of identical dimen-
sions. We will initiate our proof by inductively constructing the adapter weight matrices
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((∆W h
Ol,∆W h

V l,∆W h
Kl,∆W h

Ql)
H
h=1, b̂1l, b̂2l)

L
l=1 such that Ĥl = H l for all l ∈ [L], and then

select the ∆W 2L and the low-rank adapter for the output layer ∆W o to approximate the output of
the target model. For unmentioned low-rank adapters, we set them as O.

When l = 1. To achieve Ĥl with H l for all X , we must satisfy the following conditions:

Bias Vector: b̂1l = b1l, (23)

Query and Key: (W h
Kl +∆W h

Kl)
⊤(W h

Ql +∆W h
Ql) = W

h⊤
KlW

h
Ql,

Value and Output Projection: (W h
Ol +∆W h

Ol)(W
h
V l +∆W h

V l) = W−1
1l W 1lW

h
OlW

h
V l.

To achieve this, we set b̂1l = b1l to achieve (23), and select rank-R or lower matrices
∆W h

Kl,∆W h
Ql,∆W h

Ol,∆W h
V l for all h ∈ [H] as suggested by Lemma 9. This ensures Ĥl = H l

for l = 1.

When l > 1. Now we focus on the cases where l = 2, . . . , L. Assume the induction hypothesis
holds for l − 1, which is Ĥl−1 = H l−1. Following the same steps in the proof of Theorem 17, we
let b̂2,l−1 = W2,l−1W

−1
2,l−1b2,l−1, thereby obtaining,

Ẑl−1 = W2,l−1W
−1
2,l−1Z l−1. (24)

To achieve Ĥl = H l, we express both Ĥl and H l in terms of Z l−1:

H l = ReLU
(
W 1l

( H∑
h=1

W
h
OlW

h
V l ·Z l−1 · softmax

(
Z

⊤
l−1W

h⊤
KlW

h
QlZ l−1

))
+ b1l1

⊤
N

)
Ĥl = ReLU

(
W1l

( H∑
h=1

(W h
Ol +∆W h

Ol)(W
h
V l +∆W h

V l) · Ẑl−1

· softmax
(
Ẑ⊤

l−1(W
h
Kl +∆W h

Kl)
⊤(W h

Ql +∆W h
Ql)Ẑl−1

))
+ b̂1l1

⊤
N

)
,

(24)
= ReLU

(
W1l

( H∑
h=1

(W h
Ol +∆W h

Ol)(W
h
V l +∆W h

V l) ·W2,l−1W
−1
2,l−1Z l−1

· softmax
(
Z

⊤
l−1W

−1⊤
2,l−1W

⊤
2,l−1(W

h
Kl +∆W h

Kl)
⊤

(W h
Ql +∆W h

Ql)W2,l−1W
−1
2,l−1Z l−1

))
+ b̂1l1

⊤
N

)
.

Therefore, we need to align the following three components:

Bias Vector: b̂1l = b1l, (25)

Query and Key: (W h
Kl +∆W h

Kl)
⊤(W h

Ql +∆W h
Ql) = W−1⊤

2,l−1W
⊤
2,l−1W

h⊤
KlW

h
QlW 2,l−1W

−1
2,l−1,

Value and Output Projection:

(W h
Ol +∆W h

Ol)(W
h
V l +∆W h

V l) = W−1
1l W 1lW

h
OlW

h
V lW 2,l−1W

−1
2,l−1.

By setting b̂1l based on (25) and adjusting ∆W h
Kl,∆W h

Ql,∆W h
Ol,∆W h

V l for all h ∈ [H] based

on Lemma 9, we satisfy all three conditions above, thereby obtaining Ĥl = H l for l ∈ [L]/ {1}.
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Output Layer Analysis. By applying the induction method, we have established Ĥl = H l for all
l ∈ [L]. Lastly, we choose the ∆W o, ∆W 2L and the bias vector b̂2L using the same approach as in
the proof of Theorem 17. This concludes the proof.

The following corollary identifies the specific LoRA-rank required to achieve exact representation
for random model cases in the current setting.

Corollary 20 Assume that the elements of all the weight matrices of both the target
TFN and the frozen TFN are independently drawn from arbitrary continuous distribu-
tions. If R ≥ ⌈D2 ⌉, adding low-rank adapters of rank at most R to weight matrices in
((∆W h

Kl,∆W h
Ql,∆W h

V l,∆W h
Ol)

H
h=1)

L
l=1,∆W 2L,∆W o and tuning the bias vectors, enables

the adapted model f to exactly represent the target model f , i.e., f(X) = f(X) for all X ∈ RD×N .

Proof [Proof of Corollary 20] By combining Lemma 19 and Theorem 6, and following the same
steps in the proof of Corollary 4 which yields maxiGi = D, we can obtain the desired outcome.

Appendix G. Numerical Experiments

Recall that all our theoretical statements are based on our construction of the LoRA adapters presented
in their corresponding proofs. To validate these results, here we empirically examine the relationship
between approximation error and rank by integrating the LoRA adapters, which are constructed with
uniform partition in our proof, into the frozen model. Furthermore, we evaluate the effectiveness of
our constructed LoRA adapters by comparing their performance against adapters updated through
gradient descent and optimized by Adam.

We tune the learning rate ∈
{
10−2, 10−3, 10−4

}
and the weight decay ∈

{
0, 10−2, 10−3, 10−4

}
.

The optimal configuration is determined based on the validation loss on a set of 256 samples indepen-
dently drawn from a standard normal distribution. We run 5000 iterations for each hyperparameter
setting, where at each step 256 fresh standard Gaussian samples are generated for loss and gradient
computation. We implement the LoRA adapters in the same way as Hu et al. [15]. We employ the
Mean Squared Error (MSE) to measure the approximation error, denoted by Êx

∥∥f(x)− f(x)
∥∥2
2
,

where the input x is independently generated from a Gaussian distribution N (0, 1), and we generate
5000 samples.

G.1. Linear Model Approximation

In this experiment, we validate our results presented in Sec. D.

Model. We consider linear models with D = 16 and L = 2. We employ two methods to create
synthetic models. (Random) The first method involves randomly generating all the weight matrices
using the Xavier uniform distribution, which is the default weight initialization method used in
PyTorch. (Pretrained) The second method aims to simulate scenarios where the frozen model
has been trained and is relatively closer to the target model. We achieve this by initially creating
the target model and the frozen model in the same way as the first method and then performing
full-rank updates on the frozen model via gradient descent to approximate the target model until the
approximation error is reduced by 1/3.
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Figure 1: Linear model approximation.
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(a) Frozen model is randomly generated.
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(b) Frozen model is pretrained.

Figure 2: Approximation error (measured by MSE) versus LoRA-rank on FNNs.

Results. Our results for linear model approximation via LoRA are depicted in Fig.1. Firstly, we
observe that the MSE of both two cases is close to zero when R ≥ D

L/L
= 8, which corroborates our

claims. Meanwhile, a comparison between the left and right columns of Fig.1 suggests that pretraining
can further reduce the required rank to achieve near-zero approximation error. Furthermore, the
curves of our construction align perfectly with those of the gradient update method in linear model
approximation cases, confirming the optimality claimed in Lemma 9.

G.2. FNN Approximation

In this experiment, we assess the effectiveness of our low-rank adapter construction for FNN
approximation, which is detailed in the proof of Theorem 5.

Model. The setup and model generation here mirrors that of Sec. G.1, with two depths combination
considered: L = 1, L = 2, and L = 2, L = 4. It should be noted that for both these cases, we have
M = ⌊L/L⌋ = 2 here.

Results. Figure 2 presents the results for FNN approximation. The y limit changes from Fig. 2(a)
to Fig. 2(b) suggest that the pretrained frozen model results in less approximation error. Additionally,
we observe that our construction’s performance aligns closely with the gradient update method when
the target model depth L = 1. However, this alignment is not observed when L = 2, We conjecture
that the suboptimality of our construction in this multi-layer FNN approximation case may be due
to an inherent constraint in our construction of LoRA adapters, which is to match the intermediate
output of the frozen model with that of the target model. Additionally, the uniform partition could
also be one contributing factor.
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Figure 3: Approximation error (measured by MSE) versus LoRA-rank on TFNs.

G.3. TFN Approximation

We assess the effectiveness of our LoRA adapter construction in approximating TFN, as detailed in
the proof of Theorem 6.

Setup. We examine target model f and frozen model f , both featuring the same architecture with
L transformer blocks, a single output layer, two attention heads, and embedding size D = 16. We
focus on two scenarios: L = 1 and L = 2. The weight matrices for the attention layers follow
a standard Gaussian distribution, while those for the linear layers are initialized using the Xavier
uniform distribution, which is PyTorch’s default scheme for linear layer initialization.

Results. The observations here align with those from the experiments of FNN approximation. We
note that the gradient update method outperforms our approach when the rank is relatively small
but lags behind as the rank increases. This advantage of the gradient update method at minimal
ranks arises from the inherent complexity of TFNs, which allows for more flexible low-rank adapter
construction. Meanwhile, the gradient update method’s performance does not significantly improve
as the rank increases. This is because our analysis focuses on a simplified version of TFNs, excluding
residual connections and layer normalization, making the model difficult to optimize. Nonetheless,
our results corroborate the claims made in Theorem 6, as the approximation error must be eradicated
when the rank reaches ⌈D2 ⌉ = 8.

Appendix H. Extended Discussion and Future Work

To the best of our knowledge, this paper is the first to offer a theoretical understanding of LoRA
fine-tuning on both FNN and TFN. Our work delivers insightful results, elucidating the impact of
rank, depth of the pre-trained model, and the distance between the pre-trained model and the target
model on the expressive power of LoRA. Despite these advancements, several intriguing questions
still remain open. First, as observed in the numerical experiments, our construction of LoRA adapters
for FNN and TFN may not be always optimal. Given that more complex models offer increased
flexibility, an open question is whether we can devise a more parameter-efficient scheme to construct
the LoRA adapters, thereby deriving a tighter bound on approximation error. Second, for TFN, we
have only identified the conditions under which the LoRA-adapted model exactly matches the target
model, due to the analytical complexity of TFN. It would be interesting to quantify the approximation
error when the rank is lower than required. Furthermore, for TFN, we constrain the target model and
the frozen model to have identical embedding size and depth, and we omit the skip connections and
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layer norms for simplicity. Another intriguing direction would be to study the expressive power of
LoRA under TFN cases with more general settings on TFN architectures.

Appendix I. Extension to Cases with Different Model Dimensions

This discussion only applies to linear model approximation and FNN approximation. As highlighted
in Sec. D, our results can be easily extended to scenarios where the target model, f , and the frozen
model, f , have different model dimensions. Specifically, for linear model or FNN approximation, we
use D to represent the number of hidden neurons per layer in the target model and D for the frozen
model. We particularly consider the cases where the frozen model is wider than the target model, i.e.,
D ≥ D. This is because the frozen model is typically overparameterized in practical applications.

The key idea for extending our analysis to scenarios with different model dimensions is expanding
the dimension of the target model. For the sake of simplicity, we focus on the simplest case, the
linear model approximation, as an example. In this setting, the difference between the output of the
adapted model and the target model can be measured by

f

([
x
0

])
−
[
f(x)
0

]
=

L∏
l=1

(Wl +∆W l)

[
x
0

]
−
[
Wx
0

]
, (26)

where x ∈ RD. Consequently, the last (D −D) columns and rows of
∏L

l=1 (Wl +∆W l) does not
affect the results at all. Denote the submatrix consisting of the first d rows and d columns of a matrix
W by [W ]d. Then, to approximate the target model, we aim to solve the following constrained
optimization problem for a given LoRA-rank R ∈ [D]:

min
rank(∆W l)≤R

∥∥∥∥∥
[

L∏
l=1

(Wl +∆W l)

]
D

−W

∥∥∥∥∥
F

.

To solve this problem, we first define an expanded target matrix, denoted by W̃ ∈ RD×D.
The expanded target matrix W̃ is constructed such that

[
W̃
]
D
= W , while the remaining entries

matches the corresponding entries in
∏

l = 1LWl. Then, the error matrix E = W̃ −∏L
l=1Wl,

consists entirely of zeros except for the first D rows and D columns. Therefore, we obtain RE =
rank(E) ≤ D.

Given the expanded target matrix, we consider the updated constrained optimization problem as
follows:

min
rank(∆W l)≤R

∥∥∥∥∥
L∏
l=1

(Wl +∆W l)− W̃

∥∥∥∥∥
F

. (27)

By Lemma 9, we obtain that when the LoRA-rank R ≥ ⌊DL ⌋, the optimal solution to (27) satisfies∏L
l=1 (Wl +∆W l) = W̃ , given that D ≥ RE . This result implies that

[∏L
l=1 (Wl +∆W l)

]
D
=

W and therefore the approximation error defined in (26) is 0 for all input x.
A similar analysis can be conducted for FNN approximation.
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