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Abstract

Recent studies revealed that the training process of deep neural networks (DNNs) is vulnerable to backdoor attacks if third-party training resources are adopted. Among all different types of existing attacks, sample-specific backdoor attacks (SSBAs) are probably the most advanced and malicious methods, since they can easily bypass most of the existing defenses. In this paper, we reveal that SSBAs are not stealthy enough due to their poisoned-label nature, where users can discover anomalies if they check the image-label relationship. Besides, we also show that extending existing SSBAs to the ones under the clean-label setting based on poisoning samples from only the target class has minor effects. Inspired by the decision process of humans, we propose to adopt attribute as the trigger to design the sample-specific backdoor attack with clean labels (dubbed BAAT). Experimental results on benchmark datasets verify the effectiveness and stealthiness of BAAT.

1 Introduction

Deep neural networks (DNNs) have demonstrated their effectiveness and efficiency in many applications. In practice, training well-performed DNNs usually requires a large number of training resources (e.g., training data) and therefore third-party resources are usually involved in model training.

However, recent studies revealed that using third-party training resources could bring backdoor threats\cite{1, 2, 3}. In general, backdoor attacks intend to implant the hidden backdoor, i.e., a latent connection between the adversary-specified trigger pattern and the target label, by maliciously manipulating the training process of DNNs. Currently, there are many different types of backdoor attacks, such as invisible attacks\cite{4, 5, 6}, physical attacks\cite{7, 8, 9}, and sample-specific backdoor attacks\cite{10, 11, 12}. Among all different types of methods, sample-specific attacks are probably the most advanced and malicious ones, since they can easily bypass most of the existing backdoor defenses.

In this paper, we revisit the sample-specific backdoor attacks. We find that existing sample-specific attacks\cite{10, 11, 12} are all under the poison-label setting, where the label of poisoned samples is inconsistent with their ground-truth one. Accordingly, these attacks are not stealthy enough, for the users can discover anomalies if they check the image-label relationship. We also reveal that extending existing methods to the ones under the clean-label setting simply by poisoning samples only from the target class (instead of from all classes) has minor effects. We argue that this failure is mostly because the generated trigger patterns are not ‘strong’ enough for the learning of DNNs so that the robust features related to the target label suppress their effects. Besides, we also find that existing clean-label backdoor attacks are sample-agnostic\cite{13, 14}, and therefore they can be easily detected by algorithms\cite{15, 16, 17} even though they can bypass human inspection. These findings lead an intriguing question: Is it possible to design a sample-specific clean-label backdoor attack that is stealthy for both machine-detection and human inspection?
Table 1: The performance of clean-label WaNet and ISSBA.

<table>
<thead>
<tr>
<th>Model</th>
<th>Metric ↓</th>
<th>WaNet-C</th>
<th>ISSBA-C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BA (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VGG-16</td>
<td>85.32</td>
<td>84.64</td>
<td></td>
</tr>
<tr>
<td>ASR (%)</td>
<td>2.16</td>
<td>1.26</td>
<td></td>
</tr>
<tr>
<td>ResNet-18</td>
<td>79.48</td>
<td>77.72</td>
<td></td>
</tr>
<tr>
<td>ASR (%)</td>
<td>1.42</td>
<td>1.66</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The performance of label-consistent attack with different models on the poisoned CIFAR-10 dataset generated with VGG-16.

<table>
<thead>
<tr>
<th>Metric ↓</th>
<th>Model →</th>
<th>VGG-16</th>
<th>ResNet-18</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA (%)</td>
<td></td>
<td>91.55</td>
<td>91.70</td>
</tr>
<tr>
<td>ASR (%)</td>
<td></td>
<td>86.99</td>
<td>65.78</td>
</tr>
</tbody>
</table>

To answer this question, we explore how to find trigger patterns that are sample-specific and can be easily learned by DNNs. Inspired by the decision process of humans, we propose to adopt the (human-relied) attribute as the backdoor trigger. For example, we use an adversary-assigned hair style as our attribute trigger in facial recognition tasks. This new attack paradigm is dubbed as backdoor attack with attribute trigger (BAAT). Since attribute is a high-level and complicated feature, the modifications between poisoned images and their benign ones are sample-specific in the input space. We argue that the attribute triggers are more likely to be learned by DNNs and how to select them is a good way to incorporate domain knowledge of the targeted task.

Our main contributions are three-fold: 1) We reveal the limitations of both sample-specific and clean-label backdoor attacks. 2) Based on our understandings, we explore a simple yet effective new attack paradigm (i.e., BAAT) where we adopt the specific attribute as our trigger pattern. To the best of our knowledge, this is the first effective sample-specific backdoor attack with clean labels. 3) We empirically verify the effectiveness of our BAAT and its resistance to representative defenses.

2 Revisiting Existing Backdoor Attacks

2.1 The Limitations of Sample-specific Attacks

Sample-specific backdoor attacks can bypass most of existing backdoor detection methods. However, since these attacks are all with poisoned labels, users may still identify them by examining the image-label relationship. More importantly, their clean-label attack variants have minor attack success rates. In this subsection, we verify these limitations.

Settings. We generalize the clean-label variants of WaNet and ISSBA (dubbed ‘WaNet-C’ and ‘ISSBA-C’) by poisoning samples only from the target class. Specifically, we poison 80% samples from the target class and conduct attacks with VGG-16 [18] and ResNet-18 [19].

Results. As shown in Table 1, both WaNet-C and ISSBA-C are ineffective in creating hidden backdoors in all cases. These results reveal that their generated trigger patterns are not competitive to the ‘robust features’ contained in the poisoned images related to the target class.

2.2 The Limitations of Clean-label Attacks

Clean-label backdoor attacks are stealthy for human inspection. In this section, we reveal their limitations that they can be easily detected by algorithms and their effectiveness has low transferability.

Settings. We adopt label-consistent attack [13] with a ‘white-black’ trigger patch as an example for the discussion. The transparency is set as 0.2 and we train models on the poisoned CIFAR-10 dataset generated based on a pre-trained benign VGG-16. Besides, we use neural cleanse [20] to reverse the trigger pattern for backdoor detection.

Results. As shown in Figure 1, the synthesized trigger generated by neural cleanse is similar to the ground-truth one, i.e., neural cleanse can successfully detect the label-consistent attack. Moreover, as shown in Table 2, the attack success rate decrease significantly (> 20%), if the target model used by dataset users is different from the one used for generating poisoned samples. It is mainly because existing clean-label backdoor attacks relied on adversarial perturbations, which are model-dependent.
The Main Pipeline of Poison-only Backdoor Attacks. Let \( D = \{(x_i, y_i)\}_{i=1}^{N} \) represent the benign training set, where \( x_i \in \mathcal{X} = \{0, 1, \ldots, 255\}^{C \times W \times H} \) is the image, \( y_i \in \mathcal{Y} = \{1, \ldots, K\} \) is its label, and \( K \) is the number of classes. The core of poison-only backdoor attacks is the generation of poisoned dataset \( D_p \). Specifically, \( D_p \) consists of two disjoint subsets, including the modified version of a selected subset (i.e., \( D_s \)) of \( D \) and remaining benign samples, i.e., \( D_p = D_m \cup D_b \), where \( y_i \) is an adversary-specified target label, \( D_m = D \setminus D_s \), \( D_b = \{(x', y_i) | x' = G(x; \theta), (x, y) \in D_s \} \), \( \gamma \triangleq \frac{|D_b|}{|D_m|} \) is the poisoning rate, and \( G_\theta : \mathcal{X} \rightarrow \mathcal{X} \) is an adversary-specified poisoned image generator with parameter \( \theta \). Moreover, poison-only backdoor attacks are mainly characterized by their poison generator \( G \). For example, \( G(x) = x + t \) in the ISSBA [11], where \( t \) is the trigger pattern. In particular, \( y = y_i, \forall (x, y) \in D_s \) holds for attacks with clean labels.

In general, attributes are the high-level features exploited by humans to describe and make predictions. However, it is difficult to provide a formal definition of them, since the mechanism of the human visual system and the concept of features is complicated and unclear. Luckily, we can still find suitable attributes in image classification, based on some recent studies [21, 22, 23]. Here we used two representative tasks as examples to describe how to design our attack with attribute triggers.

**Example 1: How to Design Attribute Triggers in Facial Image Recognition.** Facial attribute editing [21, 24, 25] is a classical task, manipulating the pre-defined attributes of face images (e.g., hair-style and hair-color) while preserving other details. In this paper, we propose to adopt the attribute editor as our poisoned image generator \( G \) to design attribute triggers. We assume that dataset users have no domain knowledge about the target identity and therefore have no information about its ground-truth attributes. Specifically, given a pre-defined attribute vector \( a \), the attribute editor \( G_\alpha : \mathcal{X} \rightarrow \mathcal{X} \) will transform input images to their variants with attribute \( a \).

**Example 2: How to Design Attribute Triggers in Natural Image Recognition.** How to find attributes for natural images is not as clear as the cases in facial image recognition. In this paper, we propose to exploit specific image style (e.g., ink-like and cartoon-like style) as the attribute trigger. We assume that dataset users have minor domain knowledge of the dataset and therefore treat images having consistent semantic information to their label as valid samples. This assumption usually holds, especially when the dataset is relatively large and complicated. Specifically, given an adversary-specified style image \( s \), we assign a (trained) style transformer \( T : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{X} \) as the poisoned image generator \( G \) to stylize selected images for poisoning.

**The Main Pipeline of BAAT.** Once \( D_p \) is produced by our BAAT, it will be released and used to train DNNs \( f_m \) based on \( \min_w \sum_{(x, y) \in D_p} L(f_m(x), y) \), where \( L \) indicated the loss function (e.g., cross-entropy). As such, in the inference process, the attacked DNNs behave normally on benign samples while their predictions will be maliciously and constantly changed to \( y_i \) whenever the trigger patterns appear. The main pipeline of our BAAT is shown in Figure 2.

---

Figure 2: The main pipeline of our BAAT. Here we adopt a special hair-style as our attribute trigger.

### 3 The Proposed Method

#### 3.1 Threat Model

In this paper, we focus on the *poison-only* backdoor attacks in image classification where adversaries can only modify some benign samples. In general, adversaries have two main goals. Firstly, the predictions of attacked DNNs should be the target label whenever the backdoor trigger appears while their performance on benign samples are on par with that of the model trained on the benign dataset. Secondly, the attack is stealthy for both human inspection and machine detection.

#### 3.2 Backdoor Attack with Attribute Trigger

Section 2 implies that we need to design the sample-specific backdoor attack with clean labels by finding competitive trigger patterns, whose effectiveness is model-agnostic. Motivated by these understandings, we propose to adopt *attribute* to design the clean-label SSBA. Our method (dubbed backdoor attack with attribute trigger (BAAT)) is inspired by the human decision process.
Figure 3: The example of samples involved in different backdoor attacks on VGGFace2. Those samples on the ImageNet dataset are presented in our appendix due to the limitation of paper length.

Table 3: Results on VGGFace2. Among all clean-label attacks, the best result is indicated in boldface.

<table>
<thead>
<tr>
<th>Model</th>
<th>Metric↓</th>
<th>Attack→</th>
<th>No Attack</th>
<th>WaNet</th>
<th>WaNet-C</th>
<th>ISSBA</th>
<th>ISSBA-C</th>
<th>LC</th>
<th>TUAP</th>
<th>BAAT (Ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>BA (%)</td>
<td>80.20</td>
<td>79.30</td>
<td>79.60</td>
<td>75.85</td>
<td>77.05</td>
<td>80.00</td>
<td>79.30</td>
<td>79.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASR (%)</td>
<td>N/A</td>
<td>71.90</td>
<td>14.45</td>
<td>9.15</td>
<td>4.70</td>
<td>4.55</td>
<td>46.40</td>
<td>78.15</td>
<td></td>
</tr>
<tr>
<td>ResNet-18</td>
<td>BA (%)</td>
<td>78.60</td>
<td>73.95</td>
<td>75.85</td>
<td>71.05</td>
<td>73.45</td>
<td>77.75</td>
<td>76.45</td>
<td>77.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASR (%)</td>
<td>N/A</td>
<td>29.25</td>
<td>9.90</td>
<td>8.75</td>
<td>4.15</td>
<td>4.55</td>
<td>55.90</td>
<td>80.60</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Results on ImageNet. Among all clean-label attacks, the best result is indicated in boldface.

<table>
<thead>
<tr>
<th>Model</th>
<th>Metric↓</th>
<th>Attack→</th>
<th>No Attack</th>
<th>WaNet</th>
<th>WaNet-C</th>
<th>ISSBA</th>
<th>ISSBA-C</th>
<th>LC</th>
<th>TUAP</th>
<th>BAAT (Ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>BA (%)</td>
<td>86.04</td>
<td>85.44</td>
<td>85.32</td>
<td>84.64</td>
<td>85.42</td>
<td>86.08</td>
<td>86.22</td>
<td>87.40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASR (%)</td>
<td>N/A</td>
<td>76.42</td>
<td>2.16</td>
<td>1.26</td>
<td>0.90</td>
<td>0.72</td>
<td>16.28</td>
<td>66.44</td>
<td></td>
</tr>
<tr>
<td>ResNet-18</td>
<td>BA (%)</td>
<td>79.82</td>
<td>79.42</td>
<td>79.48</td>
<td>77.72</td>
<td>78.08</td>
<td>79.74</td>
<td>79.38</td>
<td>82.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASR (%)</td>
<td>N/A</td>
<td>40.82</td>
<td>1.42</td>
<td>1.66</td>
<td>0.96</td>
<td>0.82</td>
<td>19.06</td>
<td>59.28</td>
<td></td>
</tr>
</tbody>
</table>

4 Experiments

4.1 Settings

Dataset and Model. We conduct experiments on VGGFace2 [26] and ImageNet [27] with VGG-16 [18] and ResNet-18 [19]. For simplicity, we select a random subset containing 20 identities from VGGFace2 and the one containing 100 classes from ImageNet.

Baseline Selection. We compare our BAAT with WaNet [12], ISSBA [11], label-consistent backdoor attack (dubbed ‘LC’) [13], and TUAP [14]. We also provide the clean-label variants of WaNet and ISSBA and the benign model (dubbed ‘No Attack’) as other baselines for reference.

Evaluation Metric. We use the benign accuracy (BA) and attack success rate (ASR) for evaluation. In general, the larger the BA and ASR, the better the attack.

4.2 Main Results

As shown in Table 3, our BAAT is significantly better than all clean-label backdoor attacks, no matter they are the variants of sample-specific attacks (i.e., WaNet-C and ISSBA-C) or designed with the sample-agnostic trigger (i.e., LC and TUAP). For example, the attack success rates (ASRs) of our method are more than 40% larger than those of all clean-label attacks on the ImageNet dataset. The ASRs of our BAAT are larger than 55% in all cases. In particular, the attack performance of our method is on par with or even better than sample-specific backdoor attacks with poisoned labels (i.e., WaNet and ISSBA). Moreover, the benign accuracy (BA) of models under our BAAT is also on par with that of the one trained on the benign dataset. An interesting phenomenon is that the BAs of our method are even larger than those of the cases under no attack. It is most probably because the style transfer used in our attack serves as a data augmentation to some extent (since we do not modify the label of poisoned samples), which is harmless or even beneficial. We will further explore it in our future work. These results verify the benefits of our attribute-based triggers. Experiments about ablation studies and the resistance to potential defenses are in the appendix.

5 Conclusion

In this paper, we revisited the sample-specific backdoor attack (SSBA). We revealed that existing SSBAs are not stealthy enough due to their poisoned-label nature, where users can discover anomalies if they check the image-label relationship. We found that extending existing methods to the clean-label attacks simply by poisoning samples only from the target class has minor effects. In this paper, we designed the backdoor attack with attribute trigger (BAAT) inspired by human decision process. Our BAAT is the first effective sample-specific backdoor attack with clean labels. We hope that our attack can serve as a strong baseline to facilitate the design of more robust and secure DNNs.
References


A X-Risk Sheet

In this section, we discuss how our work relates to potential catastrophic tail risks or existential risks (x-risks) from advanced AI.

A.1 Long-Term Impact on Advanced AI Systems

In this part, we analyze how this work shapes the process that will lead to advanced AI systems and how it steers the process in a safer direction.

1. Overview. How is this work intended to reduce existential risks from advanced AI systems?
   Answer: In general, we discuss how to embed hidden backdoors to AI systems that can bypass existing machine detection and human inspection. The adversaries can maliciously manipulate model predictions based on the embedded backdoors with adversary-specified trigger patterns. The backdoor vulnerabilities are long-standing weaknesses of AI methods if their training process is still data-driven and adopts third-party resources. However, benign users may exploit the hidden backdoor to prevent the activation of AI-based weapons or turn off out-of-control AI systems.

2. Direct Effects. If this work directly reduces existential risks, what are the main hazards, vulnerabilities, or failure modes that it directly affects?
   Answer: In general, our method can reduce the potential risks, such as weaponization, eroded epistemic, power-seeking behavior, by turning off the target AI-based systems. Specifically, the (benign) administrators can inject hidden backdoors into AI-driven weapons using our BAAT. They can directly turn off these systems based on the activation of backdoors to prevent risk expansion, when negative influences are caused by them.

3. Diffuse Effects. If this work reduces existential risks indirectly or diffusely, what are the main contributing factors that it affects?
   Answer: This work may help for improving monitoring tools and risk management by allowing emergent system termination based on hidden backdoors.

4. What’s at Stake? What is a future scenario in which this research direction could prevent the sudden, large-scale loss of life? If not applicable, what is a future scenario in which this research direction be highly beneficial?
   Answer: Our method can reduce the potential risks of weaponization by turning off AI-driven weapons based on hidden backdoors embedded by our BAAT.

5. Result Fragility. Do the findings rest on strong theoretical assumptions; are they not demonstrated using leading-edge tasks or models; or are the findings highly sensitive to hyperparameters?

6. Problem Difficulty. Is it implausible that any practical system could ever markedly outperform humans at this task?

7. Human Unreliability. Does this approach strongly depend on handcrafted features, expert supervision, or human reliability?

8. Competitive Pressures. Does work towards this approach strongly trade off against raw intelligence, other general capabilities, or economic utility?

A.2 Safety-Capabilities Balance

In this part, we analyze how this work relates to general capabilities and how it affects the balance between safety and hazards from general capabilities.

9. Overview. How does this improve safety more than it improves general capabilities?
   Answer: We reveal a new threatening security risk of AI-based systems. This work is an alert for the potential risks calling for more attention to its defense. Our work can serve as a strong testing baseline to facilitate the design of more robust and secure AI systems.

10. Red Teaming. What is a way in which this hastens general capabilities or the onset of x-risks?
    Answer: The adversaries may use our method of attack existing AI-based methods to maliciously manipulate their predictions. Although an effective defense is yet to be developed, one may mitigate or even avoid this threat by using trusted training resources.
11. **General Tasks.** Does this work advance progress on tasks that have been previously considered the subject of usual capabilities research? ✓

12. **General Goals.** Does this improve or facilitate research towards general prediction, classification, state estimation, efficiency, scalability, generation, data compression, executing clear instructions, helpfulness, informativeness, reasoning, planning, researching, optimization, (self-)supervised learning, sequential decision making, recursive self-improvement, open-ended goals, models accessing the Internet, or similar capabilities? ✓

13. **Correlation With General Aptitude.** Is the analyzed capability known to be highly predicted by general cognitive ability or educational attainment? ✓

14. **Safety via Capabilities.** Does this advance safety along with, or as a consequence of, advancing other capabilities or the study of AI? ✓

### A.3 Elaborations and Other Considerations

15. **Other.** What clarifications or uncertainties about this work and x-risk are worth mentioning?

**Answer:** N/A.
B Background and Related Work

B.1 Backdoor Attacks

Backdoor attack is an emerging yet severe threat, revealing the security concerns of training DNNs with third-party resources. Specifically, the backdoored models behave normally on benign samples whereas their predictions will be maliciously changed whenever the adversary-specified trigger patterns appear. In general, existing attacks can be divided into two main categories based on the label property of poisoned samples, as follows:

**Backdoor Attacks with Poisoned Labels.** In these attacks, the adversary-assigned labels of poisoned samples are different from the ground-truth ones of their benign version. It is currently the most widespread attack paradigm for its simplicity and effectiveness. [1] first revealed the backdoor threat in the training of DNNs and proposed the BadNets attack. Specifically, BadNets randomly selected some samples from the original benign training dataset and modified their images by stamping on an adversary-specified trigger pattern (e.g., white-black square). The labels of modified images were re-assigned as the pre-defined target label. Those generated poisoned samples associated with the remaining benign ones forms the poisoned training set, which was released to the victims for training their models. After that, [4] argued that the poisoned images should be similar to their benign version to ensure stealthiness, based on which they proposed the blended attack. Currently, there were also many other attacks (e.g., [22, 28, 5]) in this area. Among all different types of attacks, the sample-specific backdoor attack (SSBA) [10, 12, 11] is currently the most advanced attack paradigm, where the trigger patterns are sample-specific instead of sample-agnostic used in previous attacks. Specifically, IAD [10] proposed to adopt random sample-specific patches as the trigger patterns. However, IAD required controlling the whole training process and its trigger patterns were visible, which significantly reduced its threats in real-world applications; WaNet [12] exploited image warping as the backdoor triggers, which were sample-specific and invisible; Most recently, [11] used a pre-trained encoder to generate sample-specific trigger patterns, inspired by the DNN-based image steganography [29]. In particular, these SSBAs broke the fundamental assumption (i.e., the trigger is sample-agnostic) of most existing defenses, therefore could easily bypass them. Accordingly, it is of great significance to further explore this attack paradigm.

**Backdoor Attacks with Clean Labels.** [13] argued that dataset users could still identify poisoned-label backdoor attacks by examining the image-label relationship, even though their poisoned images can be similar to their benign version. For example, if a cat-like image is labeled as deer, users can treat it as a malicious sample even if the image looks innocent. Accordingly, they proposed to poison samples only from the target class to design the attack with clean labels. However, this simple approach usually fails since the ‘robust features’ related to the target label will hinder the learning of trigger patterns. To alleviate this problem, they first leveraged adversarial perturbations to modify the selected images from the target class before adding trigger patterns to reduce the ability of those ‘robust features. Recently, [14] proposed to address it from another perspective by using a ‘stronger’ trigger pattern. Specifically, they exploited the targeted universal adversarial perturbation [30] instead of the handcraft black-white patch as the trigger pattern. This attack paradigm is stealthy for human inspection and therefore also worth further explorations.

B.2 Backdoor Defenses

Currently, there are also some methods to alleviate the backdoor threats. In general, existing defenses can be roughly separated into four main categories, as follows:

**Model-repairing-based Defenses.** In these methods, defenders intend to erase hidden backdoors contained in the given models. For example, [31, 32, 33] demonstrated that using a few benign samples to fine-tune the attacked DNNs for only a few iterations can effectively remove their hidden backdoors, inspired by the catastrophic forgetting [34]; [35, 36, 37] revealed that defenders can remove hidden backdoors via model pruning, based on the understanding that they are mainly encoded in specific neurons that can be disentangled from the benign neurons.

**Trigger-synthesis-based Defenses.** Instead of removing hidden backdoors directly, these defenses first synthesized potential trigger patterns and then suppressed their effects. Specifically, [20, 38, 17] reversed the trigger based on targeted universal adversarial attacks, inspired by the similarities between backdoor attacks and adversarial attacks in the inference process; [39, 40] exploited the
Grad-CAM [41] to extract critical regions from input images towards each class and then located the trigger regions based on boundary analysis and anomaly detection.

Pre-processing-based Defenses. These methods pre-processed test images before feeding them into the model for prediction, motivated by the observations that backdoor attacks may lose effectiveness when the trigger used for attacking is different from the one used for poisoning [31, 7, 42]. They are usually efficient since they did not require modifying the suspicious models.

Sample-filtering-based Defenses. These methods aim at filtering and removing poisoned samples. For example, defenders can identify malicious training samples based on their distinctive behaviors in the hidden feature space [43, 44, 45]. Recently, [46] proposed to filter poisoned testing samples via superimposing different types of images on the suspicious sample and observing their predictions. The smaller the prediction randomness, the more likely that it contains trigger patterns.

C Settings for Revisiting Existing Attacks

C.1 Settings for Sample-specific Attacks

Dataset and Model. For simplicity, we conduct experiments on a subset of the ImageNet dataset [27] containing 100 random classes. Each class contains 500 images for training and 50 images for testing. All images are resized to $3 \times 128 \times 128$. Besides, we adopt VGG-16 (with batch normalization) [18] and ResNet-18 [19] as our model structures.

Attack Setup. We generalize the clean-label backdoor attack variants of WaNet and ISSBA (dubbed ‘WaNet-C’ and ‘ISSBA-C’) by poisoning samples only from the target class. Specifically, we set target class $y_t = 1$ (i.e., ‘n01443537’) and poison rate $\gamma = 0.8\%$ (80% on the target class). We implement WaNet-C and ISSBA-C, based on the codes of WaNet and ISSBA contained in the open-sourced toolbox BackdoorBox1. Specifically, we use the default settings of ISSBA and adopt the settings of WaNet (without noise mode) where the kernel size is set as 32.

Training Setup. Following the settings in [11], we train models pre-trained on the full ImageNet dataset. Specifically, we use the SGD optimizer with momentum 0.9, weight decay of $5 \times 10^{-4}$, and an initial learning rate of 0.001. The batch size is set to 128 and the learning rate is decayed with factor 0.1 after epoch 15 and 20. We adopt the random left-to-right flipping as our data augmentation. All experiments are conducted with a single Tesla V100 GPU.

C.2 Settings for Clean-label Attacks

Dataset Selection. We conduct experiments on the CIFAR-10 dataset [47], which contains 10 different classes. In each class, there are 5,000 samples for training and 1,000 samples for testing. We adopt the CIFAR-10 dataset instead of other ones (with more classes and higher resolution) since existing clean-label backdoor attacks may probably fail on them. This failure is further verified in Section 5.2 of our main manuscript.

Attack Setup. We adopt label-consistent attack [13] as an example for the discussion. We implement label-consistent attack based on the codes in BackdoorBox. Specifically, we use a $3 \times 3$ black-white square located at the bottom left corner as our trigger pattern and its transparency is set as 0.2. We poison 80% samples on the target class $y_t = 1$ (i.e., the poisoning rate $\gamma = 8\%$) and set the maximum perturbation size as 0.125. The adversarial perturbations used for modifying poisoned images are generated based on a benign VGG-16.

Training Setup. We adopt the same settings described in Section C.1 for training attacked models.

D Settings for Main Experiments

D.1 Settings for Dataset and Model

In this paper, we conduct experiments on two classical benchmark datasets, including VGGFace2 [26] and ImageNet [27] with VGG-16 [18] and ResNet-18 [19]. For simplicity, we select a random

https://github.com/THUYimingLi/BackdoorBox
subset containing 20 identities from VGGFace2. Each VGGFace2 identity contains 400 images for training and 100 images for testing, while all images are resized to $3 \times 128 \times 128$. The settings of the ImageNet dataset are the same as those illustrated in Section C.1. Their detailed information is summarized in Table 5.

### D.2 General Settings for Attacks

We poison 80% samples from the target class for all attacks with clean labels and set target class $y_t = 1$ (i.e., ‘n000810’ on VGGFace2 and ‘n01443537’ on ImageNet). Besides, we adopt the same training settings as those illustrated in Section C.1 on both datasets. The example of samples involved in different attacks are shown in Figure 4.

### D.3 Settings for WaNet and WaNet-C

The main difference between WaNet and WaNet-C lies in the selection of poisoned samples. Specifically, WaNet poisons samples randomly selected from the whole dataset, while WaNet-C modifies samples from the target class. The settings of WaNet-C are the same as those stated in Section C.1 on both datasets. To ensure a fair comparison, we poison the same number of samples and adopt the same settings for both WaNet and WaNet-C.

### D.4 Settings for ISSBA and ISSBA-C

The main difference between ISSBA and ISSBA-C lies in the selection of poisoned samples. Specifically, ISSBA poisons samples randomly selected from the whole dataset, while ISSBA-C modifies samples from the target class. The settings of ISSBA-C are the same as those stated in Section C.1 on both datasets. To ensure a fair comparison, we poison the same number of samples and adopt the same settings for both ISSBA and ISSBA-C.
Figure 5: The trigger pattern used for label-consistent attack on the VGGFace2 and the ImageNet dataset.

Figure 6: The style image used by our BAAT for generating poisoned samples on the ImageNet dataset.

Figure 7: Four style images used in our ablation study.

Figure 8: The effects of poisoning rate.

D.5 Settings for Label-consistent Attack

We implement label-consistent attack based on the codes in BackdoorBox. Different from that of the one used on the CIFAR-10 dataset, we adopt a $6 \times 6$ black-white square on four corners as our trigger pattern (as shown in Figure 5) with maximum adversarial perturbation size $\epsilon = 8/255$.

D.6 Settings for TUAP

We implement TUAP based on BackdoorBox, where we set the maximum adversarial perturbation size $\epsilon = 4/255$. Other settings are the same as those used by WaNet-C and ISSBA-C.

D.7 Settings for BAAT

On the VGGFace2 dataset, we adopt hi-top hairstyle with purple color as our attribute trigger. Specifically, we modify hairs of selected poisoned images based on HairCLIP [25] with its default settings. We use ArtFlow [48] with its default settings to exploit an oil painting style as our attribute trigger on the ImageNet dataset. The style image is shown in Figure 6.
Table 6: The effectiveness of our BAAT method with different trigger patterns.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Pattern→Metric</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace2</td>
<td>BA (%)</td>
<td>77.15</td>
<td>76.90</td>
<td>77.00</td>
<td>76.90</td>
</tr>
<tr>
<td></td>
<td>ASR (%)</td>
<td>80.60</td>
<td>86.60</td>
<td>74.05</td>
<td>81.55</td>
</tr>
<tr>
<td>ImageNet</td>
<td>BA (%)</td>
<td>82.46</td>
<td>82.48</td>
<td>82.26</td>
<td>82.26</td>
</tr>
<tr>
<td></td>
<td>ASR (%)</td>
<td>59.28</td>
<td>59.12</td>
<td>55.76</td>
<td>64.26</td>
</tr>
</tbody>
</table>

Table 7: The effectiveness of our BAAT method with different target labels.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Label→Metric</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace2</td>
<td>BA (%)</td>
<td>77.15</td>
<td>76.45</td>
<td>76.55</td>
<td>77.30</td>
</tr>
<tr>
<td></td>
<td>ASR (%)</td>
<td>80.60</td>
<td>78.10</td>
<td>88.80</td>
<td>84.45</td>
</tr>
<tr>
<td>ImageNet</td>
<td>BA (%)</td>
<td>82.46</td>
<td>82.54</td>
<td>82.52</td>
<td>82.56</td>
</tr>
<tr>
<td></td>
<td>ASR (%)</td>
<td>59.28</td>
<td>58.32</td>
<td>59.34</td>
<td>57.70</td>
</tr>
</tbody>
</table>

Figure 9: The resistance to fine-tuning.  
Figure 10: The resistance to model pruning.

E Ablation Study

Here we discuss the effects of key hyper-parameters of BAAT. We adopt ResNet-18 as an example for the discussion. Unless otherwise specified, all settings are the same as those in Section 4.1.

The Effects of Poisoning Rate. As shown in Figure 8, the attack success rate (ASR) increases with the increase of the poisoning rate $\gamma$. In particular, our BAAT reaches a high ASR (> 50%) on both datasets by poisoning only 60% training samples from the target class ($\gamma = 3\%$ on VGGFace2 and $\gamma = 0.6\%$ on ImageNet). Besides, the benign accuracy decreases with the increase of $\gamma$, although the decline rate is relatively slow. In other words, there is a trade-off between ASR and BA to some extent. The adversaries should assign the poisoning rate $\gamma$ based on their specific needs.

The Effects of Trigger Pattern. In this part, we discuss whether BAAT is still effective with different trigger patterns. Specifically, we exploited four different hair types and four different style images on the VGGFace2 and the ImageNet dataset, respectively. As shown in Table 6, our BAAT is effective with each trigger pattern, although the performance may have some fluctuations. Specifically, the ASRs are larger than 70% in all cases on the VGGFace2 dataset. These results verify that our BAAT method can reach promising attack performance with arbitrary adversary-specified triggers.

The Effects of Target Label. To verify that our BAAT is still effective when different target labels are used, we evaluate our method with four different labels. As shown in Table 7, our BAAT is effective in all cases, although the performance may have some fluctuations. For example, the ASRs are larger than 55% in all cases on the ImageNet dataset.

F The Resistance to Potential Defenses

In this section, we verify that our BAAT is resistant to representative backdoor defenses. We use ResNet-18 as an example for the discussions.

The Resistance to Classical Model-repairing-based Defenses. Here we explore the resistance of our BAAT to fine-tuning [31, 35] and model pruning [35, 36], which are the classical model-repairing-based defenses with limited assumptions. As shown in Figure 9-10, our method is resistant...
to both fine-tuning and model pruning. Specifically, the attack success rate (ASR) is still larger than 40% when the tuning process is finished. Besides, the ASR is larger than 20% under high pruning rates, where the benign accuracy is already low.

The Resistance to Advanced Model-repairing-based Defenses. In this part, we show that our BAAT is also resistant to advanced model-repairing-based defenses, including mode connectivity repair (MCR) [32] and neural attention distillation (NAD) [33]. As shown in Table 8, our BAAT preserves a relatively high attack success rate even when the benign accuracy is relatively low after the defenses in most cases. These results verify the stealthiness of our attack again.

The Resistance to Pre-processing-based Defenses. In this part, we verify that our BAAT is resistant to auto-encoder-based pre-processing (dubbed ‘Auto-Encoder’) [31] and ShrinkPad [7], which are two representative pre-processing-based defenses. As shown in Table 9, Auto-Encoder has minor benefits in reducing our attack success rate. It is mostly because our triggers are not additive perturbations with small magnitude, although they are still stealthy for inspection. Our attack is also resistant to ShrinkPad since our patterns are not static.

Table 8: The resistance of our BAAT to MCR and NAD.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>VGGFace2</th>
<th>ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method, Metric</td>
<td>BA</td>
<td>ASR</td>
</tr>
<tr>
<td>No Defense</td>
<td>77.15</td>
<td>80.60</td>
</tr>
<tr>
<td>MCR</td>
<td>77.65</td>
<td>17.60</td>
</tr>
<tr>
<td>NAD</td>
<td>74.40</td>
<td>76.25</td>
</tr>
</tbody>
</table>

Table 9: The resistance to Auto-Encoder and ShrinkPad.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>VGGFace2</th>
<th>ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method, Metric</td>
<td>BA</td>
<td>ASR</td>
</tr>
<tr>
<td>No Defense</td>
<td>77.15</td>
<td>80.60</td>
</tr>
<tr>
<td>Auto-Encoder</td>
<td>73.85</td>
<td>68.55</td>
</tr>
<tr>
<td>ShrinkPad</td>
<td>67.60</td>
<td>35.65</td>
</tr>
</tbody>
</table>
Table 10: The entropy generated by STRIP. The higher the entropy, the harder the detection.

<table>
<thead>
<tr>
<th></th>
<th>VGGFace2</th>
<th></th>
<th>ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>BadNets</td>
<td>0.220</td>
<td>BAAT (Ours)</td>
<td>0.446</td>
</tr>
<tr>
<td></td>
<td>0.814</td>
<td></td>
<td>1.039</td>
</tr>
</tbody>
</table>

**The Resistance to STRIP.** This method filters poisoned samples based on the prediction variation measured by the entropy. As shown in Table 10, the entropy of our BAAT is significantly higher than that of BadNets on both datasets. For example, our entropy is nearly four times larger than that of BadNets on the VGGFace2 dataset, which is mostly due to the sample-specific nature of our attack.

**G The Comparison with Related Works**

Here we compare our BAAT with related works, including data poisoning and adversarial attacks.

**G.1 The Comparison with Data Poisoning**

As introduced in [3], there are two types of data poisoning, including classical data poisoning [49, 50, 51] and advanced data poisoning [52, 53, 54]. Specifically, the former one intends to reduce model generalization, so that the attacked models behave normally on training samples whereas having limited performance in predicting testing samples. The latter type of method leads attacked models to have promising test accuracy while misclassifying some adversary-specified (unmodified) samples. Both our BAAT and data poisoning intend to implant malicious distinctive model prediction behaviors by poisoning some training samples. However, they still have many intrinsic differences.

**The Comparison with Classical Data Poisoning.** Firstly, our BAAT has a different purpose, compared to that of classical data poisoning. For example, our attack preserves high accuracy in predicting benign testing samples while classical data poisoning is not. Accordingly, our method is more stealthy, since dataset users can easily detect classical data poisoning by evaluating model performance on a local verification set while it has limited benefits in detecting our BAAT. Secondly, our method has a different mechanism, compared to that of classical data poisoning. Specifically, the effectiveness of classical data poisoning is mostly due to the sensitiveness of the training process, so that even a small domain shift of training samples may lead to significantly different decision surfaces of attacked models. In contrast, BAAT relies on the data-driven model training process and domain shift between training and testing samples.

**The Comparison with Advanced Data Poisoning.** Firstly, advanced data poisoning can only misclassify a few pre-defined images whereas our BAAT can lead to the misjudgments of all images containing the trigger pattern. It is mostly due to their second difference that the advanced data poisoning does not require modifying the images before feeding into attacked DNNs in the inference process. Thirdly, the effectiveness of advanced data poisoning is mainly because DNNs are over-parameterized and therefore the decision surface can have sophisticated structures near the adversary-specified samples for misclassification. It is also different from that of our BAAT.

**G.2 The Comparison with Adversarial Attacks**

Both our BAAT and adversarial attacks intend to make the DNNs misclassify samples during the inference process by adding malicious perturbations. However, they still have many essential differences, as follows:

Firstly, the success of adversarial attacks is mostly due to the behavior differences between DNNs and humans, which is different from that of our attack. Secondly, the malicious perturbations are known (i.e., non-optimized) by BAAT whereas adversarial attacks need to obtain them based on the optimization process. As such, adversarial attacks cannot be real-time in many cases, since the optimization requires querying the DNNs multiple times under either white-box or black-box settings. Lastly, our BAAT requires modifying the training samples without any additional requirements in the inference process, while adversarial attacks need to control the inference process to some extent.
G.3 The Comparison with Style-based Attacks

We notice that there are a few other works \cite{55,22} also focused on attacking DNNs with style transfer. Here we compare our BAAT to them.

\cite{55} adopted style transfer to generate adversarial examples in both digital and physical-world scenarios. Similar to existing adversarial attacks, this method obtained style-based perturbations by optimization, which takes time. Besides, this method was designed under the white-box setting where the adversary can obtain the source files of the target model. In contrast, our BAAT method does not have these limitations.

\cite{22} also adopted style transfer to design backdoor attack, which is closely related to our method. However, this attack needed to control the training process of attacked DNNs, whereas our BAAT only requires poisoning a few training samples. Besides, this attack was designed under the poisoned-label setting while our method is under the clean-label setting. These differences make our attack more practical and therefore more threatening.

In particular, we need to notice that we only adopt style transfer as an example to discuss how to generate attribute triggers towards natural images. Users may use other methods, based on their domain knowledge of the target task.

H Discussions about Adopted Data

In this paper, all adopted samples are from the open-sourced datasets (i.e., VGGFace2 and ImageNet). We notice that VGGFace2 contains personal contents, such as human faces. We treat all identities the same, while our poisoned datasets contain no offensive content since we only modify the hairstyle of a few faces or change the image style of a few natural samples. Accordingly, our work fulfills the requirements of those datasets and should not be regarded as a violation of personal privacy.