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Abstract
Differing from sentiment transfer, positive re-001
framing seeks to substitute negative perspec-002
tives with positive expressions while preserv-003
ing the original meaning. With the emergence004
of pre-trained language models (PLMs), it is005
possible to achieve acceptable results by fine-006
tuning PLMs. Nevertheless, generating fluent,007
diverse and task-constrained reframing text re-008
mains a significant challenge. To tackle this009
issue, a multi-strategy optimization framework010
(MSOF) is proposed in this paper. MSOF starts011
with the objective of positive reframing, intro-012
ducing positive sentiment reward and content013
preservation reward to encourage the model to014
transform the negative expressions of the origi-015
nal text while ensuring the integrity and consis-016
tency of the semantics. Then, different decod-017
ing optimization approaches are introduced to018
improve the quality of text generation. Finally,019
based on the modeling formula of positive re-020
framing, the candidate sentences are further021
selected from three dimensions: strategy con-022
sistency, text similarity and fluency. Extensive023
experiments on two Seq2Seq PLMs, BART and024
T5, demonstrate our framework achieves sig-025
nificant improvements on unconstrained and026
controlled positive reframing tasks.027

1 Introduction028

The concept of style transfer initially emerges029

within the domain of computer vision (CV) with030

the objective of accomplishing image style trans-031

fer (Gatys et al., 2016). Inspired by this, Hu et al.032

(2017) proposed text style transfer (TST), whose033

main purpose is to automatically control the text034

style and preserve the style-independent content.035

There also have been some related research before036

this, such as paraphrase (Xu et al., 2012). In recent037

years, there has been an increasing focus on TST,038

which has gradually evolved into a significant sub-039

field within the domain of natural language genera-040

tion. Many corresponding task variants also have041

been proposed, such as text form transfer (Briakou042

Figure 1: The difference between sentiment transfer and
positive reframing.

et al., 2021), topic transfer (Huang et al., 2020), 043

text simplification (Cao et al., 2020), and sentiment 044

transfer (Mueller et al., 2017), etc. 045

Among them, sentiment transfer primarily fo- 046

cuses on reversing the sentiment polarity of the 047

original text. However, it relies on the straight- 048

forward replacement of opinion words, such as 049

substituting negative opinion words with their posi- 050

tive counterparts of the opposite meaning. On the 051

one hand, it retains the content irrelevant to style 052

to some extent, such as the invariance of described 053

object entities. On the other hand, it also inherently 054

alters the meaning of the original text (Liao et al., 055

2018; Li et al., 2018). To this end, Ziems et al. 056

(2022) proposed positive reframing. In contrast to 057

sentiment transfer, positive reframing adopts prin- 058

ciples from psychology to reframe negative text by 059

introducing a complementary positive viewpoint 060

while simultaneously maintaining the underlying 061

meaning conveyed in the original text. A toy exam- 062

ple of their difference can be seen in Figure 1. 063

More specifically, positive reframing encom- 064

passes various tasks, including unconstrained posi- 065

tive reframing, controlled positive reframing, and 066

derivative tasks such as reframe strategy classifi- 067

cation. The unconstrained positive reframing task 068

focuses on generating reframed text without ex- 069

plicit guidance of the corresponding reframe strat- 070

egy. In contrast, the controlled positive reframing 071

task involves reframing text based on the given 072
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strategy. And the reframe strategy classification073

task entails determining the specific strategy em-074

ployed in reframing text. Ziems et al. (2022) gives075

six positive reframing strategies, namely growth076

mindset, impermanence, neutralization, optimism,077

self-affirmation and thankfulness.078

However, most of the existing methods only fine-079

tune PLMs on the corresponding dataset, ignoring080

the consistency requirement between the model081

training objective and the target of positive refram-082

ing, and also failing to fully utilize the known con-083

dition of the reframing strategy under the controlled084

setting, making it difficult to ensure that the gener-085

ated text meets the task requirements. Therefore,086

this paper proposes a multi-strategy optimization087

framework (MSOF) for positive reframing and our088

contributions are as follows:089

• Firstly, from the target of positive reframing,090

we design and implement the positive sentiment091

reward and content preservation reward to optimize092

the sequence-level training objective, and then ap-093

ply various decoding improvement approaches to094

alleviate text degeneration and elevate the quality095

and diversity of the generated text.096

• Secondly, we propose a multi-dimensional re-097

ranking approach based on the modeling formula098

of positive reframing, which comprehensively eval-099

uates the quality of the candidate text based on100

strategy consistency, text similarity and fluency.101

• Extensive experimental results demonstrate102

that our proposed multi-strategy optimization103

framework achieves significant improvement on104

both unconstrained and controlled positive refram-105

ing task. And we would release our code to encour-106

age future research1.107

2 Related Work108

Early research on text style transfer mostly relied109

on artificial design features such as syntax (Zhu110

et al., 2010) and phrase (Xu et al., 2012) model-111

ing, etc. Similar to other tasks in NLP, the advent112

of deep learning has resulted in the growing ap-113

plication of neural network models to TST. For114

example, Jhamtani et al. (2017) investigated the115

utilization of the Seq2Seq model for transforming116

modern English into Shakespearean-style English.117

Wang et al. (2019) applied GPT-2 to accomplish118

the formal-informal transfer. Sancheti et al. (2020)119

extended the work of Jhamtani et al. (2017) by in-120

1https://anonymous.4open.science/r/
code-for-paper-B875/

corporating a reinforcement learning framework. 121

Lai et al. (2021) further applied this framework to 122

PLMs. Above studies are mainly based on paral- 123

lel corpora. Although satisfactory results can be 124

achieved, the cost of constructing parallel corpora 125

is expensive. Therefore, semi-supervised learn- 126

ing and unsupervised learning are widely used in 127

TST. The main methods include data augmenta- 128

tion or text retrieval (Zhang et al., 2020; Jin et al., 129

2019), adversarial learning (Hu et al., 2017; Fu 130

et al., 2018), back-translation (Prabhumoye et al., 131

2018; Wei et al., 2023), and reinforcement learning 132

(Luo et al., 2019; Gong et al., 2019). 133

Specific to sentiment transfer, the early goal is 134

to extract sentiment words that describe the corre- 135

sponding entities, and then replace them with ex- 136

pressions of the opposite sentiment attribute. The 137

representative one is the “Delete, Retrieve, Gener- 138

ate” strategy (Li et al., 2018). Furthermore, Sud- 139

hakar et al. (2019) applied the transformer archi- 140

tecture to the above strategy. To better distinguish 141

content and style, Kim and Sohn (2020) divided 142

the model into sentence reconstruction module and 143

style module to complete their respective task. Han 144

et al. (2023) introduced the adaptive clustering and 145

contrastive learning modules to better explore sen- 146

tence transmission patterns to main and utilize the 147

latent transfer patterns. 148

Although sentiment transfer preserves attribute- 149

independent content, the intrinsic meaning of the 150

original text expression is also changed. To this 151

end, Ziems et al. (2022) introduced positive re- 152

framing, aiming to preserve the original meaning 153

by substituting negative viewpoints with comple- 154

mentary positive expressions, and constructed the 155

corresponding parallel dataset. For unconstrained 156

positive reframing, Xu et al. (2023) decoupled the 157

sentiment and style of the text to complete the pos- 158

itive reframing. Then, Sheng et al. (2023) further 159

decomposed positive reframing into paraphrase 160

generation and sentiment transfer and constructed 161

corresponding pseudo datasets to fuse generation 162

capabilities through multi-task learning, but also 163

led to the inability to apply their method under the 164

controlled setting. 165

3 Methodology 166

3.1 Problem Definition 167

Let (x, y, ψx) be a triple in the positive reframing 168

task, where x = {x1, x2, . . . , xn} is the original text 169

with negative sentiment, and y = {y1, y2, . . . , ym} 170
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Figure 2: The overall architecture of MSOF. We respectively use BART and T5 as the basic model for positive
reframing. The positive sentiment reward and content preservation reward are applied to optimize the model training
process. Then, we adopt various decoding improvement approaches (e.g. beam search, random sampling) during
the decoding stage to improve the quality of text generation. Finally, multi-dimensional re-ranking is used to
comprehensively evaluate candidate sentences and select the candidate with the highest score as the final output.

is the target sentence with complementary positive171

expressions corresponding to x, m and n represent172

the sentence length. ψx ⊆ {Growth Mindset, Imper-173

manence, Neutralizing, Optimism, Self-affirmation,174

Thankfulness} is the positive reframing strategy175

used to reframe the negative text x, which can use176

multiple strategies simultaneously. This paper re-177

searches the following three tasks and ultimately178

focuses on controlled positive reframing task.179

The target of unconstrained positive reframing is180

to generate the target sentence y from the original181

text x without any reframe strategy guidance. This182

task can be modeled as follows:183

p(y|x) =
m∏
t=1

p(yt|x, y<t) (1)184

where y<t represents what has been generated be-185

fore time t.186

Regarding reframe strategy classification, its re-187

quirement is to predict the positive reframing strat-188

egy ψx used to reframe the original sentence x.189

For controlled positive reframing, the primary190

objective is to generate the target sentence y from191

the original text x under given strategy ψx, This192

problem can be modeled as the following formula.193

p(y|x, ψx) =

m∏
t=1

p(yt|x, ψx, y<t) (2)194

195

3.2 Framework 196

As shown in Figure 2, our proposed framework 197

mainly consists of four modules, namely sequence- 198

to-sequence, reinforcement training, decoding im- 199

provement and multi-dimensional re-ranking. 200

3.2.1 Sequence-to-sequence 201

Consistent with Ziems et al. (2022), we also use 202

T5 (Raffel et al., 2019) and BART (Lewis et al., 203

2020) as the basic text generation model, which are 204

both mainly composed of two components, namely 205

encoder and decoder. 206

Encoder This part is to encode original sen- 207

tence x and reframe strategy ψx into hidden vector 208

H . We use T5 and BART as the basic generation 209

model, and the encoder part is as follows: 210

H = Encoder([x1, x2, . . . , xn], ψx) (3) 211

where H ∈ Rl×d, l is the length of sequence, and 212

d is the hidden dimension. 213

Decoder The output yt of the decoder part takes 214

the hidden vector output of the encoder and the 215

output y<t of the decoder before time t as input, 216

the equation is as follows. 217

yt = Decoder(H; y<t) (4) 218

3.2.2 Reinforcement Training 219

As shown in Figure 3, based on the objective of 220

positive reframing, the generated text should trans- 221

form the negative sentiment of the original text and 222
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keep the semantics unchanged. Therefore, we de-223

sign and implement positive sentiment reward and224

content preservation reward to optimize the overall225

training process.226

Figure 3: The reinforcement training procedure of the
Seq2Seq-based model.

Positive sentiment reward We first design the227

positive sentiment reward loss based on binary228

cross entropy (BCE). Specifically, we fine-tune the229

binary sentiment classifier RoBERTa (Liu et al.,230

2019) and utilize it to determine the sentiment231

change degree of the generated sentence relative232

to the original text. The positive sentiment reward233

loss function is formulated as follows:234

p(st|y′, x) = Sigmoid(RoBERTa(y′, x)) (5)235

Lcls = −log(p(st|y′, x)) (6)236

where st represents the target style, and y′ is the237

generated sentence.238

Content preservation reward Inspired by Lai239

et al. (2021), we use BLEU score as the reward240

for content preservation and leverage SCST (Self-241

Critic Sequence Training) approach (Rennie et al.,242

2017) as the optimization method. The correspond-243

ing loss function is as follows:244

Lcont =
∑
i

log(p(ysi |ys1:i−1, x))(bleu(y
′, y)245

−bleu(ys, y)) (7)246

where ys is sampled from the distribution of model247

outputs at each time step, and y′ is the greedy gen-248

eration from the model.249

The overall loss is a weighted sum of the positive250

sentiment reward loss Lcls, content preservation re-251

ward loss Lcont, and language modeling loss Llm.252

Llm =
∑
i

log(p(yi|y1:i−1, x)) (8)253

Lfinal = αLcls + βLcont + γLlm (9)254

3.2.3 Decoding Improvement255

Although T5 and BART have demonstrated their256

superiority in the field of NLG, the sentences gen-257

erated by default greedy search often result in text258

degeneration (i.e., empty or repeated sequences)259

during the decoding stage (Fan et al., 2018; Holtz- 260

man et al., 2019). Therefore, in this paper, var- 261

ious decoding improvement ways such as Beam 262

search (Wiseman and Rush, 2016), Top-k sampling 263

(Fan et al., 2018), Top-p sampling (Holtzman et al., 264

2019) and Typical sampling (Meister et al., 2023) 265

are applied to the decoding stage of the Seq2Seq 266

model to improve the quality of text generation. 267

And Eq. 4 is changed as follows. 268

yt = Post-Processing(Decoder(H; y<t)) (10) 269

3.2.4 Multi-dimensional Re-ranking 270

According to Bayes Rule, we can decompose Eq. 2 271

into the product of three probabilities: 272

p(y|x, ψx) = p(ψx|y, x)× p(x|y)× p(y) (11) 273

The first term p(ψx|y, x) can be seen as the con- 274

sistency of original-to-generative sentence transfor- 275

mation with given reframe strategy2. The second 276

term p(x|y) represents the textual similarity. And 277

the last term p(y) can be regarded as the overall 278

fluency of the output. 279

Strategy consistency For this term, we propose 280

Strategy-BERT to evaluate the consistency between 281

text reframing and the given strategy, which draws 282

on the idea of "breaking the whole into pieces" and 283

prompt learning to transform the multi-label prob- 284

lem into multiple binary classification tasks, i.e. 285

training the corresponding model for each refram- 286

ing strategy. For one thing, this approach enables 287

each model to concentrate on its specific aspect and 288

thus not affect each other. For another thing, it facil- 289

itates context semantic enhancement by construct- 290

ing an auxiliary sentence that incorporates supple- 291

mentary task prompt to effectively mine the im- 292

plicit task-specific knowledge contained in PLMs 293

and alleviate the task awareness challenge. 294

Figure 4: The overall procedure of reframe strategy
classification.

As shown in Figure 4, the original dataset is 295

firstly divided according to the different strategies 296

used in reframing, that is, if the strategy ψ is used 297

2For unconstrained setting, there is no this term.
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in the original-reframed text transfer, this sentence298

pair will be regarded as a positive sample of cor-299

responding strategy dataset, otherwise, it will be a300

negative sample. The dataset division results are301

shown in Table 2.302

For different reframe strategies, this paper uses303

the following way to construct auxiliary question:304

"Is the strategy + strategy type + used in the305

conversion from + original + to + reframe + ?"306

where the artificially added tokens are marked in307

red, and the reframe strategy, original sentence and308

reframed sentence are marked in blue. In this way,309

context semantic enhancement can be achieved by310

constructing auxiliary question.311

Then, we fine-tune BERT on above dataset and312

propose Strategy-BERT specific to each reframe313

strategy, which is used to evaluate the strategy con-314

sistency score of candidate sentences. We also315

implement the above thought on RoBERTa, and316

propose Strategy-RoBERTa.317

Textual similarity Regarding this item, we still318

use BLEU to calculate this term because it mea-319

sures the overlap between the ground truth and the320

generated text (Sancheti et al., 2020).321

Fluency Recent works suggest that the probabil-322

ity of output generated from PLM is an appropriate323

automatic and referenceless measure of fluency324

(Suzgun et al., 2022; Ramirez et al., 2023). There-325

fore, we use GPT-2large (Radford et al., 2019) to326

calculate the overall fluency of each candidate.327

4 Experiment328

4.1 Dataset329

Positive reframing For unconstrained positive330

reframing and controlled positive reframing, we331

adopt the dataset provided by Ziems et al. (2022) .332

and the specific statistics are given in Table 1.333

Label Train Dev Test

Growth 1683 216 221
Impermanence 1296 172 157
Neutralizing 2410 303 302
Optimism 3295 373 400

Self-affirmation 673 92 76
Thankfulness 882 94 109

Table 1: The statistics of the positive reframing dataset
(unconstrained & controlled).

Reframe strategy classification To verify the334

effectiveness of Strategy-BERT, we conduct ex-335

periments on reframe strategy classification task.336

Since this paper converts the multi-label classifi- 337

cation problem into multiple binary classification 338

tasks, the dataset is also divided accordingly, and 339

the division results are presented in Table 2. 340

Label Train Dev Test

POS NEG POS NEG POS NEG

Growth 1683 4996 216 619 221 614
Impermanence 1296 5383 172 663 157 678
Neutralizing 2410 4269 303 532 302 533
Optimism 3295 3383 373 462 400 435

Self-affirmation 673 6006 92 743 76 759
Thankfulness 882 5797 94 741 109 726

Table 2: The statistics of the reframe strategy classifica-
tion dataset.

4.2 Evaluating Metrics 341

Regarding classification task, following Ziems et al. 342

(2022), we use F1 score as the evaluation metric. 343

For generation task, the following automatic met- 344

rics are used: (1) BLEU (Papineni et al., 2002) is 345

used to evaluate the overall quality of the gener- 346

ated sentences, specifically, this paper adopts the 347

implementation of Post (2018). (2) ROUGE (Lin, 348

2004) is used for evaluating the degree of overlap 349

between generated and reference text, specifically, 350

this paper uses ROUGE-1 (R-1), ROUGE-2 (R-2) 351

and ROUGE-L (R-L). (3) BERTScore (BScore) 352

(Zhang et al., 2019) utilizes the contextual embed- 353

ding representation of text to measure the simi- 354

larity between generated and reference text. (4) 355

∆TextBlob (∆TB) (Loria, 2018) is used to report 356

the average change in sentiment. (5) Reframing 357

Text Quality Evaluation (RTQE) is used for eval- 358

uating the degree of positive text reframing (i.e. 359

style strength), inspired by Lai et al. (2021), we 360

fine-tune RoBERTalarge (Liu et al., 2019) to evalu- 361

ate reframing degree and we regard the probability 362

from the model prediction as the degree of positive 363

reframing between the original and generated sen- 364

tence; on the human reference it has the F1 score 365

of 95.98% and accuracy of 97.41%, (6) Perplexity 366

(PPL) is an indicator of text fluency, and we use 367

GPT-2large as the evaluation model. 368

Finally, following Ziems et al. (2022), We ran- 369

domly selected 50 samples from each generated file 370

and assigned them to 3 well-educated raters with 371

relevant professional backgrounds to score Mean- 372

ing Preservation (Meaning), Positivity and Fluency 373

of reframed sentences on a scale of 1 to 5. Since 374

the main research of this paper falls on controlled 375
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positive reframing task, we only conducted human376

evaluation on this task.377

4.3 Implementation Details378

Reframe strategy classification BERTbase (De-379

vlin et al., 2019) and RoBERTabase (Liu et al.,380

2019) are used as the backbone model in this task381

respectively. The maximum text embedding length382

is set to 110. AdamW is used as the optimizer,383

and the batch size is 16. In addition, all models384

in this paper are implemented through Hugging-385

Face (Wolf et al., 2020) and PyTorch (Paszke et al.,386

2019) on TITAN Xp GPU.387

Positive reframing Following Ziems et al.388

(2022), we use T5 (Raffel et al., 2019) and BART389

(Lewis et al., 2020) with 6 layers in each of the390

encoder and decoder, and the hidden size of 768.391

The value of the learning rate is from 3e-5 to 3e-4,392

the batch size processed by each device is 6, and393

the text maximum input length is 80. α, β, γ are394

respectively set to 1, 0.2, 1.395

4.4 Main Results396

4.4.1 Reframe Strategy Classification397

For this task, this paper selects the Multi-label-398

BERT and Multi-label-RoBERTa proposed by399

Ziems et al. (2022) as baselines to compare with the400

Strategy-BERT and Strategy-RoBERTa proposed401

in this paper. For fairness, we directly adopt the402

results reported by Ziems et al. (2022). Since they403

only report F1 score of their models, we only use404

it as the evaluation metric in this task. The detailed405

performance of our proposed models on other met-406

rics can be found in Table 12 in Appendix D.1.407

Label Multi-label-
BERT

Multi-label-
RoBERTa

Strategy-
BERT

Strategy-
RoBERTa

Thankfulness 0.71 0.69 0.73 0.72
Neutralizing 0.59 0.61 0.61 0.61
Optimism 0.71 0.71 0.71 0.73

Impermanence 0.55 0.55 0.57 0.57
Growth 0.63 0.63 0.67 0.69

Self-affirmation 0.43 0.44 0.48 0.46

Table 3: The experimental results of reframe strategy
classification on F1 score. And the best results in each
label are in bold.

It can be seen from Table 3 that our models are408

able to outperform baselines on all labels, signifi-409

cantly on the Growth (Growth Mindset) label, the410

two models proposed in this paper have increased411

by 4 points and 6 points respectively. Furthermore,412

in terms of the Self-affirmation label, Strategy-413

BERT demonstrates a noteworthy improvement of414

5 points compared to the corresponding baseline. 415

Additionally, our method consistently achieves ap- 416

proximately 1 point of improvement on other labels, 417

further affirming the effectiveness and superiority 418

of our approach. Since the performance of Strategy- 419

BERT and Strategy-RoBERTa are similar, we only 420

use Strategy-BERT as the evaluation model to mea- 421

sure the strategy consistency of each candidate. 422

Label Strategy-BERT
w/o auxiliary

Strategy-
BERT

Strategy-RoBERTa
w/o auxiliary

Strategy-
RoBERTa

Thankfulness 0.71 0.73 0.69 0.72
Neutralizing 0.59 0.61 0.60 0.61
Optimism 0.71 0.71 0.71 0.73

Impermanence 0.55 0.57 0.55 0.57
Growth 0.61 0.67 0.65 0.69

Self-affirmation 0.44 0.48 0.44 0.46

Table 4: The experimental results of different input
ways on F1 score. The best results in each label are in
bold and w/o auxiliary means without using auxiliary
sentence.

In addition, the performance of the input ap- 423

proach of directly connecting the original and gen- 424

erated sentence is also tested to demonstrate the 425

effectiveness of the contextual semantic enhance- 426

ment strategy (i.e., the construction of auxiliary 427

question) used in this paper. And the experimental 428

results are given in Table 4. As can be seen, the 429

F1 score on each label is greatly reduced without 430

context enhancement strategy, but our models still 431

achieve comparable performance with the multi- 432

label classification models which once again proves 433

the effectiveness of our method. 434

4.4.2 Unconstrained Positive Reframing 435

As shown in Table 5, our proposed framework 436

MSOF achieves significant improvements com- 437

pared to the baselines. When combining positive 438

sentiment reward and content preservation reward 439

only during the training process, i.e. MSOFGreedy, 440

already outperforms the baselines on almost all 441

metrics, especially ROUGE, BScore, RTQE, and 442

PPL. When incorporating decoding optimization 443

and multi-dimensional re-ranking, the performance 444

of the model will be further improved. From the 445

perspective of the model, the T5-based models 446

achieve the best results on metrics such as ∆TB, 447

RTQE and PPL, while the BART-based models 448

reach SOTA on content preservation-related met- 449

rics such as ROUGE, BLEU, and BScore. This may 450

be because BART prioritizes semantic preservation 451

rather than sentiment change when reframing the 452

negative text. Among different decoding meth- 453

ods, both beam search and random sampling-based 454
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Model R-1 R-2 R-L BLEU BScore ∆TB RTQE PPL

T5 (Ziems et al., 2022) 27.4 9.8 23.8 8.7 88.7 0.38 84.8 42.7
FDSC (Xu et al., 2023) 30.4 10.9 25.2 8.1 88.8 0.39 93.1 30.0
PG2ST (Sheng et al., 2023) 31.1 11.2 25.5 8.9 88.7 0.35 85.4 41.0
ST2PG (Sheng et al., 2023) 30.8 11.3 25.5 8.8 88.7 0.33 84.6 43.2
MSOFGreedy 32.9 13.0 26.0 8.8 89.1 0.37 86.2 36.8
MSOFBeam 34.1 14.0 27.1 9.7 89.2 0.37 89.0 35.4
MSOFTop−k 34.8 14.7 27.7 10.1 89.5 0.44 93.5 22.3
MSOFTop−p 34.4 14.6 27.6 10.1 89.4 0.43 93.5 22.2
MSOFTypical 32.9 13.5 26.2 9.1 89.3 0.39 94.5 22.6

BART (Ziems et al., 2022) 27.7 10.8 24.3 10.3 89.3 0.23 63.8 86.0
FDSC (Xu et al., 2023) 32.7 13.4 27.0 10.4 88.5 0.21 60.1 77.5
PG2ST (Sheng et al., 2023) 32.6 13.5 26.9 10.3 88.4 0.19 60.9 86.2
ST2PG (Sheng et al., 2023) 32.9 13.6 27.1 10.9 88.4 0.20 61.5 78.9
MSOFGreedy 32.3 13.2 26.9 10.4 89.4 0.24 80.1 47.0
MSOFBeam 34.2 14.2 28.1 10.9 89.5 0.24 87.3 33.6
MSOFTop−k 34.8 14.9 29.3 12.0 89.9 0.31 87.3 25.8
MSOFTop−p 34.8 14.9 29.2 12.0 89.8 0.30 87.2 27.3
MSOFTypical 32.5 12.8 26.9 10.4 89.5 0.30 88.5 29.6

Table 5: The experimental results of unconstrained positive reframing. The best in-category performance is
bolded and the best overall performance is highlighted. And expect for PPL, all other metrics are better when they
are higher.

Model R-1 R-2 R-L BLEU BScore ∆TB RTQE PPL

T5 (Ziems et al., 2022) 27.7 10.0 23.9 8.8 88.8 0.36 86.2 62.1
MSOFGreedy 33.6 13.6 26.7 8.8 89.2 0.37 94.6 34.6
MSOFBeam 34.6 14.4 27.5 9.5 89.3 0.36 96.2 34.5
MSOFTop−k 34.8 15.0 28.0 9.9 89.5 0.43 97.7 23.1
MSOFTop−p 34.1 14.2 27.6 9.3 89.5 0.42 96.6 23.0
MSOFTypical 33.2 13.4 26.5 8.6 89.3 0.42 97.0 23.8

BART (Ziems et al., 2022) 28.8 10.9 25.1 10.1 89.6 0.27 69.5 89.1
MSOFGreedy 33.0 13.3 27.2 10.0 89.6 0.31 89.1 44.4
MSOFBeam 34.6 14.2 28.2 10.5 89.7 0.34 94.8 31.8
MSOFTop−k 34.8 14.7 29.0 11.4 90.1 0.36 94.0 29.4
MSOFTop−p 34.6 14.4 28.8 11.3 90.0 0.36 94.0 30.8
MSOFTypical 33.2 13.2 27.5 10.1 89.8 0.36 94.0 29.8

Table 6: The experimental results of controlled positive reframing.

methods are superior to greedy search. Specifically,455

Top-k sampling has the best overall performance,456

achieving the best or sub-optimal results on almost457

all metrics. Top-p sampling performs slightly lower458

than Top-k sampling. Compared to the above two459

decoding methods, beam search and Typical sam-460

pling are not satisfactory but still superior to the461

baseline method. Ultimately, regardless of whether462

T5 or BART is used as the basic generation model,463

MSOFTop−k achieves the best results among all464

variant models, basically achieving at least 7% im-465

provement on each metric compared to baselines,466

which strongly proves the effectiveness of our pro-467

posed framework.468

4.4.3 Controlled Positive Reframing469

Since only Ziems et al. (2022) have studied con-470

trolled positive reframing, we use T5 and BART471

(Ziems et al., 2022) that are fine-tuned on the 472

corresponding dataset as baselines for compari- 473

son. The primary experimental results are given 474

in Table 6. It can be concluded that the perfor- 475

mance of models under constraints is generally 476

better than unconstrained, which proves that the 477

reframe strategy plays a role in assisting model in- 478

ference to a certain extent. Consistent with the ex- 479

perimental results under the unconstrained setting, 480

MSOFTop−k still achieves the best results among 481

all variant models. Compared with the baselines, 482

MSOFTop−k achieves an average improvement of 483

5 points on ROUGE, 1 point in BLEU, more than 484

10 points on both RTQE and PPL, and an improve- 485

ment of about 20% on ∆TB. Moreover, it can be 486

found that although Typical sampling does not per- 487

form as well as other decoding approaches on con- 488

tent preservation-related metrics such as ROUGE, 489
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Model R-1 R-2 R-L BLEU BScore ∆TB RTQE PPL

T5

MSOFTop−k 34.8 15.0 28.0 9.9 89.5 0.43 97.7 23.1
w.o Cls 34.5 14.5 27.5 9.4 89.4 0.41 96.7 25.3
w.o Cont 35.0 14.8 27.7 9.6 89.6 0.37 95.7 24.2
w.o Re-ranking 32.1 12.0 25.2 7.6 89.1 0.43 96.1 28.3

BART

MSOFTop−k 34.8 14.7 29.0 11.4 90.1 0.36 94.0 29.4
w.o Cls 33.6 13.7 28.2 10.8 90.0 0.35 86.9 31.3
w.o Cont 33.1 13.7 27.5 10.9 89.7 0.38 86.2 34.6
w.o Re-ranking 31.9 11.9 26.2 9.4 89.6 0.35 92.9 38.8

Table 7: The ablation experimental results of MSOF under controlled setting. w.o Cls means without positive
sentiment reward, w.o Cont represents without content preservation reward, w.o Re-ranking represents not using
multi-dimensional re-ranking.

BLEU, and BScore, it still achieves impressive490

results on ∆TB, RTQE and PPL, suggesting that491

its corresponding output is consistent with task re-492

quirements to some extend, even though there is493

less overlap with human reference.494

4.4.4 Ablation Experiment495

In addition, from the ablation experimental re-496

sults shown in Table 7, we can conclude that497

only applying content preservation reward helps498

the model perform well on ROUGE, BLEU and499

BScore, but hinders the model from transferring500

text style. When using only positive sentiment re-501

ward, although the model performs well on ∆TB502

and RTQE, it is not satisfactory in terms of content503

preservation. However, when the two are com-504

bined, the model can achieve a better balance be-505

tween sentiment change and content preservation,506

exhibiting a more comprehensive performance.507

Furthermore, it can be observed that the multi-508

dimensional re-ranking significantly improves the509

model’s performance on multiple metrics. This510

demonstrates that it can effectively select the sen-511

tence from the candidate that better meets the re-512

quirements of positive reframing. Based on the513

above experimental results and analysis, the valid-514

ity and rationality of each component of MSOF515

can be effectively proved. For more ablation exper-516

iments, please refer to Table 13 in Appendix D.2517

and Table 14 in Appendix D.3.518

4.4.5 Human Evaluation519

Finally, we adopt human evaluation to manually520

judge the quality of the reframed text. As can be521

seen from Table 8, our method is more applicable522

to T5, but for BART, its performance on Positiv-523

ity is not satisfactory, which can also be reflected524

by ∆TB and RTQE. Combining the relevant ex-525

perimental results in Table 6, we speculate this is526

because the BART-based models prioritize content 527

preservation over sentiment change. In general, 528

consistent with the results and conclusion of auto- 529

matic metrics, our method can effectively improve 530

the model’s performance, where the T5-based mod- 531

els perform better on Positivity and have a slightly 532

higher score on Fluency, while BART-based mod- 533

els are better on Meaning. 534

Model Meaning Positivity Fluency

T5 (Ziems et al., 2022) 4.13 3.89 4.07
MSOFTop−k 4.38 4.22 4.58

BART (Ziems et al., 2022) 4.23 4.07 4.27
MSOFTop−k 4.42 4.10 4.54

Table 8: The human evaluation results of controlled
positive reframing.

5 Conclusion 535

We propose an original multi-strategy optimiza- 536

tion framework (MSOF), which consists of rein- 537

forcement training, decoding improvement, and 538

multi-dimensional re-ranking, to enhance the per- 539

formance of PLMs on positive reframing. By con- 540

ducting extensive experiments on T5-based and 541

BART-based models separately, our framework 542

achieves significant improvements over the base- 543

lines on various metrics. Future work includes fur- 544

ther cleaning and expansion of the existing dataset 545

to improve the quality and alleviate the imbalanced 546

distribution of different reframe strategy labels, 547

then exploring how the thought of controlled text 548

generation can be applied to this task, followed 549

by trying different approaches of context enhance- 550

ment, and finally exploring how to apply large lan- 551

guage models (LLMs) to positive reframing. 552
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Limitations553

Firstly, the multi-strategy optimization framework554

proposed in this paper introduces reinforced re-555

ward in the model training stage and the multi-556

dimensional re-ranking to select the candidate text557

generated by the model. Therefore, compared with558

the baselines, our proposed framework needs more559

memory space and time during training and pre-560

diction. Then, this paper finds that the dataset pro-561

vided by Ziems et al. (2022) has certain noise and562

label imbalance issues that may hinder the training563

of the model and there are currently no correspond-564

ing datasets in other languages. Finally, we also565

suggest that if PLMs could be further trained in a566

rich psychological corpus, the performance would567

be improved more.568

Ethics Statement569

Similar to sentiment transfer, positive reframing570

has two sides, that is, our method can also be used571

to generate negative text and cause possible harm-572

ful effects on society. However, we still make our573

code public and hope others will be aware of the574

possible risks. We welcome any discussion and575

suggestions to minimize such risks.576
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A Reframing Text Quality Evaluation 863

A.1 Problem Statement 864

The essence of existing TST metrics such as 865

ROUGE and BLEU is to evaluate the similarity 866

between the generated and reference sentence, so 867

a simple copy can lead to a high score (Fan et al., 868

2018; Holtzman et al., 2019). And for an original 869

sentence, there may be multiple corresponding re- 870

framed sentences, especially in the unconstrained 871

case. Furthermore, existing metrics also cannot 872

directly measure the degree of positive reframing. 873

Therefore, this paper proposes a new metric RTQE 874

(Reframing Text Quality Evaluation), which aims 875

to evaluate the degree of positive reframing rela- 876

tionship between the generated and original text 877

that can avoid the limitation of only compared with 878

human reference given in the dataset. 879

A.2 Evaluation Model 880

Taking the inspiration from Lai et al. (2021), the 881

above problem is simplified into a binary classifi- 882
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Figure 5: The model for RTQE.

cation task, i.e., judging whether there is a posi-883

tive reframing relationship between two sentences.884

In practical evaluation, we regard the probability885

from the model prediction as the degree of posi-886

tive reframing between the original and generated887

sentence. And the RTQE evaluation model estab-888

lished in this paper is shown in Figure 5. Given889

the original sentence x and the corresponding sen-890

tence y, we firstly concatenate them and input into891

the auto-encoding models such as BERT (Devlin892

et al., 2019) and RoBERTa (Liu et al., 2019) (with-893

out segment embedding). The encoder part is as894

follows:895

He = Encoder([CLS], x, [SEP], y, [SEP]) (12)896

where [CLS] and [SEP] are special tokens.897

The feature vector can be refined through L-898

layer transformer and the representation of H l at899

the l-th layer (l ∈ [1, L]) is calculated as below:900

H l = Transformerl(H l−1), H0 = He (13)901

We regard the hidden vector H [CLS] correspond-902

ing to [CLS] at the last layer as the contextualized903

representation of the whole sequence. And the pre-904

diction is obtained through the following equation:905

Output = Sigmoid(WoH
[CLS] + bo) (14)906

where Wo ∈ RdimH×|y|is the learnable parameter907

of the linear layer and bo is the bias.908

A.3 Dataset909

As we simplified the RTQE task as a binary clas-910

sification question, which determines whether two911

sentences constitute the positive reframing rela-912

tionship. Therefore, this paper reconstructs the913

positive reframing dataset (Ziems et al., 2022) in914

the following way: for each original sentence, we915

consider its corresponding reframing sentence as 916

a positive sample, and we pair the original sen- 917

tence with itself or randomly select other reframing 918

sentences to create negative samples, aiming to en- 919

hance the learning depth and generalization ability 920

of the model. The specific statistics are presented 921

in Table 9.

Set Positive Negative

Train 6679 13358
Dev 835 1670
Test 835 1670

Table 9: The statistics of the RTQE dataset.

922

A.4 Implementation Details 923

We use BERT (Devlin et al., 2019) and RoBERTa 924

(Liu et al., 2019) as the backbone model respec- 925

tively. For the base version, the model has 12 trans- 926

former encoder layers, and the hidden size is 768. 927

For the large version, the model has 24 transformer 928

encoder layers, and the hidden size is 1024. In this 929

paper, the maximum text embedding length is set 930

to 100 tokens, AdamW with an initial learning rate 931

1e-5 is used as the optimizer, and batch size is 32. 932

A.5 Experiment Results 933

This paper mainly tests the performance of four 934

models: BERTbase, BERTlarge, RoBERTabase and 935

RoBERTalarge. And the experimental results are 936

shown in Table 10.

Model P(%) R(%) F1(%) Acc(%) Ref(%)

BERTbase 94.49 92.09 93.41 96.37 93.36
BERTlarge 95.65 94.85 95.25 96.85 93.49

RoBERTabase 94.52 94.97 94.74 96.48 94.59
RoBERTalarge 96.16 96.05 96.11 97.41 95.98

Table 10: The experimental results of RTQE task. The
column of Ref refers to the average degree of positive
reframing relationship between the human reference and
original text in the test set obtained by our models. The
best results are in bold.

937

It can be seen from Table 10 that the perfor- 938

mance of RoBERTa is generally better than BERT 939

on all metrics, and the large version is better than 940

the base, which proves that the more parameters 941

and training corpus the model has, the better its 942

performance will be. In the end, RoBERTalarge 943

basically achieves the best results in all metrics and 944

also reaches the F1 score of 95.98% and accuracy 945
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of 97.41% in the test of evaluating human refer-946

ence, so finally this paper uses it as the evaluation947

model for RTQE.948

Finally, we present the Pearson correlation be-949

tween RTQE and manual evaluation in Table 11. It950

can be inferred that both the results of the T5-based951

models and BART-based models show a positive952

correlation with the three human evaluation metrics,953

particularly in terms of meaning preservation. This954

demonstrates that the introduction of the RTQE955

metric aligns with the task requirements, that is,956

positive reframing needs to prioritize maintaining957

the original meaning intact.958

Meaning Positivity Fluency

T5-based models 0.78 0.22 0.91
BART-based models 0.85 0.62 0.43

Table 11: Pearson correlation between RTQE and hu-
man evaluation.

B The Approach of Obtaining the959

Candidate Sentence960

The approach of obtaining the candidate sentence961

set is as follows: when beam search is used, the962

number of candidate sentences with the same beam963

size can be returned directly, and beam size of 4, 5,964

and 6 are experimented in this paper; for Top-k sam-965

pling, the generated sentences of k = 30, 40, 50 and966

60 are composed of candidate sentence set; for Top-967

p sampling, the generated sentences of p = 0.80,968

0.85, 0.90 and 0.95 are selected to be composed969

the candidate sentence set; for Typical sampling,970

the sentences generated by τ = 0.20 and 0.95 are971

selected according to the settings recommended by972

Meister et al. (2023) to form the candidate sentence973

set.974

C The Instruction for Human Evaluation975

The specific instruction for human evaluation is as976

follows.977

Give the original sentence with negative view-978

point and reframed sentence generated by our979

models. You need to score the Meaning Preser-980

vation (Meaning), Positivity and Fluency of the981

reframed sentence on a scale of 1 to 5.982

Meaning: Indicate whether the reframed sen-983

tence preserves the original meaning.984

1: Completely changed the original meaning.985

3: Meaning related but with slight inconsistency986

or contradiction.987

5: Faithful to the original meaning. 988

Choose 2 or 4 when you are hesitant. 989

Positivity: Indicate how positive the reframed 990

sentence is. 991

1: As negative as the original sentence. 992

3: Neutral Sentiment, i.e. neither negative nor 993

positive. 994

5: Very positive compared to the original sen- 995

tence. 996

Choose 2 or 4 when you are hesitant. 997

Fluency: Indicate the fluency of the reframed 998

sentence. 999

1: The reframed sentence does not make sense 1000

and it is unreadable. 1001

3: The reframed sentence contains some minor 1002

grammatical errors, but does not affect reading. 1003

5: The reframed sentence is human-like, without 1004

any grammatical errors. 1005

Choose 2 or 4 when you are hesitant. 1006

D Additional Results 1007

D.1 Reframe Strategy Classification 1008

We provide the detailed scores of our models on all 1009

classification evaluation metrics (i.e., accuracy, pre- 1010

cision, recall, and F1 score) for others to compare 1011

and refer to, which can be found in Table 12. 1012

D.2 Unconstrained Positive Reframing 1013

For this task, we provide additional ablation results 1014

of unconstrained positive reframing in Table 13. It 1015

can be seen that when the positive sentiment reward 1016

is not used, the model’s score on metrics such as 1017

∆TB and RTQE decrease. And when the content 1018

preservation reward is not used, the model’s perfor- 1019

mance on metrics such as ROUGE and BLEU may 1020

decline. In addition, multi-dimensional re-ranking 1021

can effectively improve the model’s performance 1022

on content preservation-related metrics. 1023

D.3 Controlled Positive Reframing 1024

Here, we present the ablation results of multi- 1025

dimensional re-ranking under controlled setting in 1026

Table 14. It can be observed that when the strategy 1027

consistency evaluation is not used, the scores of 1028

MSOFTop−k on RTQE and PPL will decrease sig- 1029

nificantly, but it has better performance on ROUGE 1030

and BLEU. When the text similarity evaluation is 1031

not used, the performance of MSOFTop−k would 1032

significantly lower on content preservation-related 1033

metrics, but achieves best or sub-optimal results 1034
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on ∆TB and RTQE. And when the fluency eval-1035

uation is not used, the model scores significantly1036

lower on PPL, but still achieves sub-optimal re-1037

sults on RTQE and content preservation-related1038

metrics. This paper suggests that the reason for1039

the above phenomenon may be that the strategy1040

consistency evaluation considers excessive content1041

preservation as indicating incomplete reframing,1042

and thus interacts with the text similarity evalua-1043

tion. In addition, as can be seen from the results1044

in the table, a decrease in text fluency (high PPL)1045

is often accompanied by a decrease on ∆TB and1046

RTQE. Therefore, there may be some positive cor-1047

relation among them. Finally, although the overall1048

framework does not achieve optimal results on all1049

metrics, considering the performance of each vari-1050

ant model on each metric, choosing this way is the1051

best trade-off at present.1052

D.4 Case Study1053

We provide the generated examples of uncon-1054

strained and controlled experiments in Tables 151055

and 16. A comparative analysis reveals that our1056

models generate outputs that are more diverse and1057

comprehensive, while effectively preserving the1058

underlying meaning of the original text. Specifi-1059

cally, the outputs of the BART-based models are1060

mostly similar, except for the sentences generated1061

by Typical sampling. On the other hand, the T5-1062

based models outperform the BART-based models1063

and baselines by providing the benefits of week-1064

ends consistent with human reference. Addition-1065

ally, although the text in the dataset may contain1066

colloquialisms and even grammatical errors, our1067

models can generate more formal sentences that1068

avoid these issues. Therefore, we speculate that fur-1069

ther cleaning and filtering of the data in the dataset1070

can further improve the model’s performance. By1071

comparing the results generated by the model in1072

the unconstrained and controlled settings, it can1073

be inferred that without reframe strategy, the re-1074

framing performance of the models will decrease,1075

which proves that the reframing strategy plays an1076

auxiliary role in helping the model generate results1077

that better meet task requirements.1078

Finally, to further explore whether different re-1079

frame strategy will affect the generation results1080

of the model, Table 17 shows the generation re-1081

sult of using different strategy to reframe the1082

same negative text. It is obvious from the re-1083

sults that the model can generate reframing text1084

with corresponding characteristics under the guid- 1085

ance of different reframe strategy, especially "Self- 1086

affirmation", "Thankfulness" and "Growth Mind- 1087

set". This proves that the model can learn some 1088

information from the reframe strategy and it also 1089

shows that the research on controlled positive re- 1090

framing is valuable. 1091
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Label Strategy-BERT Strategy-RoBERTa

P(%) R(%) F1(%) Acc(%) P(%) R(%) F1(%) Acc(%)

Thankfulness 77.55 69.72 73.43 93.41 76.84 66.97 71.57 93.05
Neutralizing 52.75 72.84 61.20 66.59 58.70 62.58 60.58 70.54
Optimism 61.04 85.00 71.06 66.83 63.57 84.50 72.69 69.58

Impermanence 56.10 58.60 57.32 83.59 49.76 65.61 56.59 81.08
Growth Mindset 58.70 77.82 66.92 79.64 65.04 72.40 68.52 82.40
Self-affirmation 50.72 46.05 48.28 91.02 47.22 44.74 45.94 90.42

Table 12: The detailed experimental results of reframe strategy classification. We provide detailed experimental
results of our models on all classification metrics here for analysis and comparison. And the best results in each
label are in bold.

Model R-1 R-2 R-L BLEU BScore ∆TB RTQE PPL

T5

MSOFTop−k 34.8 14.7 27.7 10.1 89.5 0.44 93.5 22.3
w.o Cls 34.6 14.9 27.8 10.2 89.5 0.42 93.5 22.6
w.o Cont 34.0 14.5 27.4 9.6 89.4 0.39 94.1 23.6
w.o Re-ranking 31.9 11.7 25.1 7.7 89.1 0.42 92.7 27.0

BART

MSOFTop−k 34.8 14.9 29.3 12.0 89.9 0.31 87.3 25.8
w.o Cls 34.9 15.1 29.1 12.2 89.8 0.31 85.6 30.2
w.o Cont 34.7 15.0 29.0 12.2 89.8 0.27 84.1 30.5
w.o Re-ranking 31.6 11.7 26.0 9.4 89.4 0.28 84.8 38.9

Table 13: The ablation experimental results of unconstrained positive reframing

Model R-1 R-2 R-L BLEU BScore ∆TB RTQE PPL

T5

MSOFTop−k 34.8 15.0 28.0 9.9 89.5 0.43 97.7 23.1
w.o Strategy 35.6 15.8 28.8 10.7 89.5 0.41 95.0 30.0
w.o Similar 32.2 12.1 25.4 7.6 89.2 0.44 97.5 21.3
w.o Fluency 35.0 15.3 28.1 10.1 89.5 0.41 97.1 28.6

BART

MSOFTop−k 34.8 14.7 29.0 11.4 90.1 0.36 94.0 29.4
w.o Strategy 34.0 14.6 28.4 11.8 89.7 0.37 84.3 34.0
w.o Similar 29.6 10.6 24.4 8.3 89.3 0.41 85.8 32.3
w.o Fluency 33.9 14.3 28.2 11.6 89.7 0.35 86.2 46.9

Table 14: The ablation experimental results of multi-dimensional re-ranking. w.o Strategy means without strategy
consistency evaluation, w.o Similarity represents without textual similarity evaluation and w.o Fluency represents
not using fluency evaluation.
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Original text So glad that tomorrow is Friday. This has seriously been the longest week of my life

Reference I’m glad the weekend is coming up, so I can rest .

T5 (Ziems et al., 2022) This week has been a long one, but I’m sure it will be over soon.
FDSC (Xu et al., 2023) I’m so glad that tomorrow is Friday. This week has been a long one.
ST2PG (Sheng et al., 2023) I’m glad that tomorrow is Friday. This has been the longest week of my life.
PG2ST (Sheng et al., 2023) I’m glad that tomorrow is Friday. This has been the longest week of my life.
MSOFBeam I’m glad that tomorrow is Friday. It’s been a long week, but it’s going to be a good one .
MSOFTop−k This week has been a long week, but I’m glad it’s Friday. I’ll be able to relax and enjoy the weekend .
MSOFTop−p It’s been a long week, but it’s a good chance to get some rest .
MSOFTypical I’m glad that tomorrow is Friday. This week has been challenging, but I’m going to get through it.

BART (Ziems et al., 2022) I’m glad that tomorrow is Friday. This has been the longest week of my life, but I’m sure I’ll get through it.
FDSC (Xu et al., 2023) So glad that tomorrow is Friday. This has been the longest week of my life. I’m tired, but I’m sure I can get through it.
ST2PG (Sheng et al., 2023) I’m glad that tomorrow is Friday. This has been the longest week of my life, but I’m sure it will be over soon.
PG2ST (Sheng et al., 2023) I’m glad that tomorrow is Friday. This has been the longest week of my life, but I’m sure it will be over soon.
MSOFBeam I’m glad that tomorrow is Friday. This week has been very challenging.
MSOFTop−k I’m glad that tomorrow is Friday. This week has been very challenging.
MSOFTop−p I’m glad that tomorrow is Friday. This week has been so long.
MSOFTypical I’m glad that tomorrow is Friday. This week has been challenging, but I’m going to get through it.

Table 15: The reframing examples of unconstrained positive reframing. In order to better compare with the
constrained settings. The pink text shows the positive perspective.

Original text So glad that tomorrow is Friday. This has seriously been the longest week of my life! tired

Reference I’m glad the weekend is coming up, so I can rest .

T5 (Ziems et al., 2022) So glad that tomorrow is Friday. This has seriously been the longest week of my life. I’m tired, but I know I’ll get through it.
MSOFBeam I’m so glad that tomorrow is Friday. This has been the longest week of my life, but I know that tomorrow will be a better day .
MSOFTop−k I’m glad that tomorrow is Friday. This has been the longest week of my life, and I’ve had a lot of fun .
MSOFTop−p I’m glad that tomorrow is Friday. This has been the longest week of my life, but I know it’s going to be a great day.
MSOFTypical Tomorrow is Friday. This has been the longest week of my life, but I know I will make it to the end of the week. It will be great.

BART (Ziems et al., 2022) I’m glad that tomorrow is Friday. This week has been long, but I’m looking forward to the weekend.
MSOFBeam I’m so glad that tomorrow is Friday. This has been the longest week of my life! I’m tired but I’m sure it will be good .
MSOFTop−k I’m really looking forward to Friday, so I can relax a bit .
MSOFTop−p I’m glad that tomorrow is Friday. I’m going to feel so much better .
MSOFTypical Even though Friday is the longest week in my life, I’m happy to have the chance to rest for a few days .

Table 16: The model comparison for reframing the same text and the reframing strategy is optimism. And we
selected the same example as Table 15 to better compare the output of models under different settings.

Original text I hate that I stress my self out so much that I can’t fall asleep!

MSOFTop−k(T5)

Growth Mindset
I need to take better care of myself so that I can fall asleep in no time! I’m going to try to reduce my stress and
improve my sleep.

Impermanence I don’t like that I stress myself out so much that I can’t fall asleep, but I’m sure I’ll get better soon.
Neutralizing I am stressed out so much that I can’t fall asleep, but I’m going to take a nap and sleep better so I can sleep better.
Optimism I don’t like to stress myself out so much that I can’t fall asleep, but I’m sure I’ll fall asleep soon.
Self-affirmation I don’t like that I stress my self out so much that I can’t fall asleep, but I’m a strong person, and I know I can do it.
Thankfulness I’m glad I have a bed to sleep in after a long day of stressing myself out, I can’t sleep.

MSOFTop−k(BART)

Growth Mindset I’m going to stop stressing out about things so that I can fall asleep.
Impermanence I’m going to take some time to myself to clear my head.
Neutralizing Stress is part of life, and I can’t fall asleep, but I’m sure I’ll feel better soon.
Optimism I’m going to have to stay up all night tonight so that I can get some peace of mind.
Self-affirmation I am not able to sleep because of my stress. But I am a strong person, and I know I can get through this.
Thankfulness I’m thankful that I have a bed to sleep in when I’m stressed.

Table 17: A model comparison for reframing the same text using different reframe strategy
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