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Abstract
A common workflow for single-cell RNA-sequencing (sc-RNA-seq)
data analysis is to orchestrate a three-step pipeline. First, conduct a
dimension reduction of the input cell profile matrix; second, cluster
the cells in the latent space; and third, extract the “gene panels” that
distinguish a certain cluster from others. This workflow has the
primary drawback that the three steps are performed independently,
neglecting the dependencies among the steps and among themarker
genes or gene panels. In our system, Kratos, we alter the three-
step workflow to a two-step one, where we jointly optimize the
first two steps and add the third (interpretability) step to form an
integrated sc-RNA-seq analysis pipeline. We show that the more
compact workflow of Kratos extracts marker genes that can better
discriminate the target cluster, distilling underlying mechanisms
guiding cluster membership. In doing so, Kratos is significantly
better than the two SOTA baselines we compare against, specifically
5.62% superior to Global Counterfactual Explanation (GCE) [ICML-
20], and 3.31% better than Adversarial Clustering Explanation (ACE)
[ICML-21], measured by the AUROC of a kernel-SVM classifier. We
opensource our code and datasets here: https://github.com/icanfor
ce/single-cell-genomics-kratos.
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1 Introduction
Single-cell RNA-sequencing (sc-RNA-seq) technology has en-

abled the high-throughput interrogation of many aspects of genome
biology, including gene expression, DNAmethylation, histone mod-
ification, chromatin accessibility, and genome 3D architecture re-
sulting in high-dimensional single-cell omics datasets [37]. All
these analyses enable the transcriptome-wide measurement of
gene expression in individual cells, essential for identifying cell-
type-specific clusters, characterizing cell heterogeneity in temporal
stages of disease and development, and highlighting semantic clonal
structures. These outputs can be arranged into high-dimensional,
albeit sparse, matrices whose rows are different cells, and columns
are the cell’s feature attributes, e.g., gene expression. Converting
these high-dimensional matrices to a low-dimensional latent space
with semantic architecture will enable more accurate cell clustering,
as observed in our motivating Figure 1, with more interpretable

Figure 1: Visualization of the embedding layer in Kratos and ACE using
UMAP on the human PBMC dataset. Here default parameter settings are used
for UMAP. (a) and (b) are latent space embeddings using Kratos and ACE,

respectively. We find that Kratos performs better on cell clustering, with cells
of the same type clustered more tightly.

downstream analyses [41]. Identifying gene panels that are impor-
tant to certain cell types highlight the key differences among cell
types in the latent space. In this work, Kratos, we focus on the
analysis of sc-RNA-seq datasets. We aim to answer the following
overarching question:

Given a sc-RNA-seq dataset and corresponding cell
types, how can we find the gene panels (marker genes)
that define the different cell clusters?

A useful methodology in such analysis is instantiating a pipeline
starting with dimensionality reduction that learns a latent represen-
tation for the input dataset, then clustering the latent embeddings
into groups, and finally, post-hoc explanations of the cell types
constituting the clusters using ML interpretability techniques. The
primary caveat of the traditional three-step workflow is that the
steps are performed independently [3, 20, 26]. Optimizing each step
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separately cannot guarantee optimal clustering of genes and bio-
logically meaningful cluster membership patterns. For example, for
the human peripheral blood mononuclear cell (PBMC) dataset [44],
orchestrating the dimensionality reduction and clustering steps
separately result in Adjusted Mutual Information (AMI) of 0.6989,
while a direct classification step introduced in our system Kratos
resulted in a value of 0.8547. Here, AMI is a clustering metric used
for clustering performance evaluation, where a higher AMI indi-
cates that the clustering result is closer to the ground truth. Some
works aimed at solving this problem through a combination of the
three steps in a more integrated pipeline. For example, Adversarial
Clustering Explanation (ACE) [19] bundles all three steps into one
integrated neural network-based framework, where the last two
steps are conducted separately, in the latent space generated in
the first step. Nevertheless, the three parts of the network still
have their own objective functions and are optimized sequentially,
which means that ACE is still solving a separate optimization func-
tion for each step. This is akin to solving an optimization problem
using greedy steps, which does not guarantee a global optimum.
Consequently, we transferred this three-step workflow into a two-
step one, in which we fuse the first two steps into a joint single
step using a combined optimization function. This optimization
function creates the latent embeddings and then clusters in that
latent space with higher performance. In the first step, we combine
the dimensionality reduction and clustering by solving a single
optimization problem. The rationale for doing this is that we are
using the datasets with labeled cell types. We assume that, with
the labels, the neural network (NN) will find the patterns specific
to each cell type, and thus, the clusters can be placed farther from
one another in the latent (embedding) space. Besides, in some other
works like ACE, the cell type labels are also implicitly used in their
clustering step. Furthermore, in the dimensionality reduction of
common three-step workflows, the cells with similar gene expres-
sions are assumed to be of the same type. However, this may not
be true as the relation between gene expression and cell type is not
necessarily continuous. Thus, instead of counting on local similarity
between gene expression levels, we directly learn the embedding
from the cell type. For the second part of Kratos, we demonstrate
the extensibility of Kratos to the third part of the pipeline to be
able to act in a plug-and-play mode. We accomplish this by using
different interpretability techniques — perturbation methods [19]
and gradient-based methods [36, 37] — to explain the classification
result (imagine clustering to be a multi-class classification step).
Here we use an explanation algorithm inspired by the adversarial
machine learning technique [42], first leveraged by ACE. Specifi-
cally, we induce small perturbations into the input data, and see
how the perturbations influence the cluster assignment given by
the Kratos’s NN-based classifier. These “adversarial perturbations”
enable the NN to find a gene set signature for each class, when
contrasted against all the other classes (one-versus-others). We de-
fine our explanation as finding out the rank of genes for each class
according to the value of the induced perturbation that changes the
classification layer’s logit. In summary, in contrast with the SOTA
sc-RNA-seq analysis integrated pipeline, ACE [19], our system
Kratos is novel in the following aspects. First, we jointly optimized
the dimensionality reduction and clustering step into one classifi-
cation step with a single objective function, making better use of

the labeled sc-RNA-seq dataset through optimizing over a single
categorical objective function. This allows the model to directly
search for the global optimum. Second, our NN-based classifier
is straightforward compared to other complex models, reducing
the number of hyperparameters that need to be tuned (6 for SOTA
versus 2 for Kratos) and decreasing the training time by 90% (from
161 seconds to 17 seconds). As for the explanation, most of existing
works treat genes independently when analyzing their impact on
a cell type [17, 18, 30]. These works tend to neglect the fact that
many genes have dependencies in the sense that they may be a
part of the same gene regulatory network. In Kratos, we extract
a panel of (important) genes rather than individual marker genes
to distinguish the cell types, enabling a more holistic approach to
classification and downstream analyses.

To demonstrate the advantages of Kratos, we conduct experi-
ments on real sc-RNA-seq datasets (e.g., the human PBMC dataset
and the bigger human pancreas dataset (Baron), with higher class
imbalance [6]), and compare our clustering and interpretability
results with SOTA. We use the area under the receiver operating
characteristic curve (AUROC) of the support vector machine (SVM)
classifier and Pearson Correlation Coefficient (PCC) among the top
marker genes to demonstrate the discriminative power and redun-
dancy, respectively. We also use clustering metrics (Silhouette Score,
AMI, and Adjusted Rand Index (ARI)), and visualization methods
(t-Distributed Stochastic Neighbor embedding (t-SNE)) [39] and the
newer method, Uniform Manifold Approximation and Projection
(UMAP) [25], given their stochasticity and dependence on the ini-
tialization and hyperparameters) to evaluate Kratos against SOTA.
Contributions. We summarize Kratos’s contributions as follows.

(1) Based on the current SOTA sc-RNA-seq explanation workflows,
our system combines the first two steps, and reaches a superior
performance, which is 5.62% superior to Global Counterfactual
Explanation (GCE) [27] and 3.31% superior to ACE [19], measured
by the AUROC of the SVM classifier used to compare the target
cluster with the rest of the clusters. The intuition is that we
leverage a joint optimization and transform the dimensionality
reduction and clustering problems into a classification problem.

(2) For evaluation of integrated dimensionality reduction and clus-
tering, we use the extracted top-𝑘 genes to train a radial basis
function (RBF) kernel SVM-based binary classifier that identi-
fies the target class against others. Additionally, we included
additional validation metrics, such as clustering metrics and visu-
alizations, to demonstrate the performance of Kratos’s learned
model and the significance of the interpretability of the gene
panels that constitute the different clusters.

(3) We evaluate Kratos on one simulated dataset, two real sc-RNA-
seq datasets , and compare against other baselines. Our system
outperforms in terms of its discriminative power of identify-
ing key genes on the PBMC dataset (around 3% using all the
intepretability methods), convergence time of training Kratos’s
classification layer (∼ 90% lower), and lower number of hyperpa-
rameters that require tuning (from 6 for ACE [19] to 2 forKratos).
We also extend our system to a non-genomics dataset, specifically
the MNIST dataset of handwritten digits [16], to show Kratos’s
generalization power. In particular, for the MNIST dataset, we
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had to tune the iterations, a gradient-related coefficient, and the
margin to produce meaningful perturbations.
The rest of the paper is organized as follows. We provide perti-

nent preliminaries in Sec 2, related works in Sec 3, Kratos’s design
in Sec 4, the SOTA, baselines, and datasets in Sec 5, and end-to-end
evaluation of Kratos in Sec 6. Finally, we conclude and discuss
future directions in Sec 7.

2 Background
2.1 Single-cell RNA datasets

Single-cell RNA datasets often use samples that span locations,
physiological profiles, multiple laboratories, and a plethora of differ-
ent sc-RNA-seq protocols, resulting in high cell-to-cell heterogene-
ity. sc-RNA-seq counts the gene expression levels (or other feature
attributes) in different cells, at an unprecedented single-cell granu-
larity, and records them into cell profile matrices. Thesematrices are
typically used to reveal the relation between single-cell RNA expres-
sion levels and the corresponding cell types. However, the analysis
of the cell profile matrix requires reliable data integration, which
is challenging due to the noise from the heterogeneity in clonal
cell populations. This heterogeneity could stem from nested batch
effects — systematic noise that is due to the noise generated from
every batch of cells extracted. Usually, from an organism, single-cell
RNA matrices contain thousands of cells and tens of thousands of
genes, while the actual functioning genes that differentiate the cell
types are far lower, making the matrices sparse.
2.2 Analysis pipeline

To handle these difficulties, a common three-step workflow has
been used in the domain, the most recent examples being [3, 20, 26].
First, a dimensionality reduction algorithm constructs the latent
space, projecting the features into a compact latent space where it is
easier to cluster the data, while also denoising it. Autoencoders [2],
Multidimensional scaling (MDS) [32], Principal Component Analy-
sis (PCA) [28], and Factor Analysis (FA) [4] have been used in this
step. Then, clustering algorithms like 𝑘-means [22], Hierarchical
clustering [40], or Louvain clustering [13], are used to group the
cells that are similar to each other in this lower-dimensional mani-
fold. Finally, the differences between groups are traced that contain
the information of the underlying cell mechanisms.
2.3 Clustering Metrics

To evaluate Kratos, we have used the following clustering met-
rics: Silhouette score, AMI, and ARI, described next.
2.3.1 Adjusted Rand Index:Rand index (RI) is a similarity measure
between two clusterings, and is defined as the ratio of the num-
ber of agreements, assigned to the same or different labels by two
clusterings, between two clusters to the total number of pairs of
data points, C(n, 2). Rand index ranges between 0 and 1, where a
higher score indicate a higher similarity between the two data clus-
terings. However, the expected value of Rand index for two random
partitions is not constant. The ARI is the correctness-for-chance
version of the Rand index. ARI generally ranges between 0 and 1
with 𝐸 [𝐴𝑅𝐼 ] = 0 for two random clusterings and 1 for two identical
clusterings. The larger range and fixed baseline increases the sensi-
tivity of the index. No assumption is made on the structure of the
dataset and hence ARI can be used to compare clusterings obtained
using two entirely different clustering algorithms. However, ARI

may produce poor results in the case of high class imbalance [31].
The expression for ARI is:

RI − 𝐸 [RI]
max(RI) − 𝐸 [RI] (1)

which can be expressed as:
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Where 𝑋 and 𝑌 are two clusterings, 𝑎𝑖 is the size of cluster 𝑋𝑖 ,
𝑏 𝑗 is the size of cluster 𝑌𝑗 , 𝑛𝑖 𝑗 is the number of data points com-
mon to clusters 𝑋𝑖 and 𝑌𝑗 . Despite this drawback, ARI is a popular
clustering metric, usually combined with other metrics like AMI.
2.3.2 Adjusted Mutual Information:AMI computes the similarity
between two clusterings by measuring the agreements between two
assignments ignoring permutations. It is also adjusted for chance
so that two random clusterings (predicted and actual) produce a
score of zero. AMI is bounded between -1 and 1, where a score of 1
means perfect matching between the clusterings (with or without
permutation). AMI between the assignments𝑈 and 𝑉 is defined as:

MI(𝑈 ,𝑉 ) =
|𝑈 |∑︁
𝑖=1

|𝑉 |∑︁
𝑗=1

|𝑈𝑖 ∩𝑉𝑗 |
𝑁

log
(
𝑁 |𝑈𝑖 ∩𝑉𝑗 |
|𝑈𝑖 | |𝑉𝑗 |

)
(3)

AMI =
MI − 𝐸 [MI]

mean(𝐻 (𝑈 ), 𝐻 (𝑉 )) − 𝐸 [MI] (4)

Where H denotes entropy. AMI has no preference on data structure;
thus, the similarity stems from the statistics of two clusters.
2.3.3 Silhouette Score:Silhouette Score quantifies how close a data
point is to the assigned cluster compared to other clusters, and
well-separated clusters are rewarded by a high Silhouette Score.
To calculate the Silhouette Score, the Silhouette Coefficient has
to be computed for each data point in the dataset. The Silhouette
Coefficient is mathematically defined as:

𝑠 =
𝑏 − 𝑎

𝑚𝑎𝑥 (𝑎, 𝑏) (5)

Where 𝑎 is the mean distance between a sample and all other points
in the same class. 𝑏 is the mean distance between a sample and
all other points in the next nearest cluster. The average Silhouette
Coefficient of all the samples is defined as the Silhouette score
of the entire clustering. The value of Silhouette score is bounded
between -1 and 1, where a high value indicates that the data point
is well matched to its own cluster and poorly matched to the other
clusters (which is ideal). A value close to zero is indicative of the
presence of overlapping clusters. A negative value might mean that
the clustering has either too many or too few clusters or that the
clustering is incorrect. In this way, Silhouette index can be used as
a consensus index to compute the optimal number of clusters in
a dataset. Silhouette index does not favor a very large number of
clusters. Thus, trivial clustering in which every data sample is an
individual cluster does not produce a perfect score of 1.
2.4 Interpretability methods

We evaluate two kinds of ML interpretability methods for the
explanation step, which is Kratos’s last step — Carlini-Wagner
(CW) attack-based methods and Gradient-based methods.
2.4.1 Carlini-Wagner (CW) attack based-Method:This has its roots
in the adversarial ML literature [9, 42], where models are exploited
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to generate attacks to trigger malfunction in the target model.
Specifically, in [9], the authors added a perturbation to the given
image to alter the class assignment. CW’s objective function is:

min ∥𝑥 − 𝑥
′
∥𝑝

s.t. 𝐶 (𝑥
′
) = 𝑡

𝑥
′
∈ [0, 1]𝑛

(6)

Where 𝑥 and 𝑥
′
are the original object from class 𝑠 and the perturbed

object. 𝐶 (𝑥) is the classification function. 𝑡 is a class label other
than 𝑠 . This problem’s solution can be approximated as:

𝑥
′
= 𝑥 − 𝜖𝑠𝑖𝑔𝑛(∇𝑙𝑜𝑠𝑠𝐹,𝑡 (𝑥)) (7)

Where 𝐹 is the categorical activation (usually 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 ), 𝑙𝑜𝑠𝑠 is the
categorical loss function (cross entropy), and 𝜖 is a small coefficient
like learning rate. In ACE [19], CW-like perturbations are used for
the explanation part in they can identify the genes that are more
related to the cell type.
2.4.2 Gradient-based Methods:We also equip Kratos with two
gradient-based methods — Integrated Gradient [37] and Smooth-
Grad [36]. Both methods consider the gradient of the objective
function relative to the input feature as a measure of the feature’s
contribution. In SmoothGrad, random noise is added to the input
to average out the gradients to make the feature score more robust.
The methods are defined as:

𝑆𝑚𝑜𝑜𝑡ℎ𝐺𝑟𝑎𝑑𝑐 (𝑥) =
1
𝑛

𝑛∑︁
1

𝜕𝑆𝑐 (𝑥 + 𝑁 (0, 𝜎2))
𝜕𝑥

(8)

Where 𝑆𝑐 (𝑥) is the activation of the input 𝑥 of the 𝑐 − 𝑡ℎ class.
𝑛 is the number of random noises sampled from the distribution
𝑁 (0, 𝜎2).
In Integrated Gradient, the gradients along the path from a baseline
(usually 0’s) to an input are computed and summed up as each
feature’s score. The Integrated Gradient for feature 𝑖 of input 𝑥 is
defined as:

𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑒𝑑𝐺𝑟𝑎𝑑𝑠𝑖 = (𝑥𝑖−𝑥
′
𝑖 )×

𝑚∑︁
𝑘=1

𝜕𝐹 (𝑥 ′ + 𝑘
𝑚 × (𝑥 − 𝑥 ′))
𝜕𝑥𝑖

× 1
𝑚

(9)

Here𝑚 is the number of steps along the path to approximate an in-
tegral. Integrated Gradients uses the Aumann-Shapley method [5]
from cooperative game theory, aimed at allocating credit in a co-
operative game, when an ML model is imagined to be a game [12].
The Aumann-Shapley value is applicable to infinitesimal games
(games with a continuum of moves, each of which in their own
right have an infinitesimal contribution on the game’s outcome, yet,
collectively, they make a more noticeable difference), as opposed to
atomic games, in which there are discrete moves in the game.

3 Related work
Workflow for sc-RNA-seq data anlysis: Our work aims

at finding out the marker genes for each cell type using a
NN-based workflow. The common workflow for scRNA-seq data
analysis [26] is to: #1) project the cell-gene expression data into a
lower-dimensional space; #2) identify the groups of cells that are
similar to each other in the lower-dimensional space and clustering
them; #3) adding explanations to these cell clusters. To improve
the integration between the three steps, ACE [19] “neuralizes” the
clustering step and concatenates it with a deep autoencoder, on
one side (step #1), and with adversarial perturbations, on the other

end (step #3), to test the robustness of the clustering step. For the
first step — dimensionality reduction — ACE uses the autoencoder
architecture from SAUCIE [2], which encodes features as it
combines denoising, clustering, batch correction, and visualization.
Specifically, ACE and GCE [27], another related work that focuses
on the model explanation step, both use the latent space embedding
to reduce dimensions. Further, in ACE, a concrete autoencoder [1]
is added before SAUCIE to select input features, which improves
its performance. For the second step — clustering — ACE uses a
neuralized 𝑘-means algorithm [14] that is connected to the latent
embedding layer of SAUCIE. This part of the network takes in
the latent embeddings, and learns the positions of the centroids
of the data points in the latent space. As for the explanation part,
ACE uses a perturbation technique, which draws inspiration from
adversarial ML literature [9, 42]. Perturbations are indicative of
malicious attacks on learned ML models with the objective to alter
the model outcomes. Here, in ACE, the perturbations are used
to construct the marker genes, more aptly referred to as gene
panels to capture the dependencies between marker genes in the
form of a panel of genes with potential dependencies. Although
ACE’s workflow is more compact and improved the performance,
in terms of the AUROC of the SVM classifier, of selected markers
genes by ∼ 2.8% over its baseline, GCE, the problem of independent
optimization (which would be served well by a single optimization
function) is not fully realized. This is what motivates us to design
Kratos’s joint optimization function for the first two steps of these
scRNA-seq integrated analysis pipelines.

Explanation of classification problems: Our work is also
related to the explanations of classification problems. Many meth-
ods have been proposed to solve this problem. These methods
can be roughly categorized into three types: feature attribution
methods, counterfactual-based methods, and model-agnostic ap-
proximation methods. Feature attribution methods calculate a sig-
nificance score for each input feature such that a higher score
indicates that the prediction is more sensitive to the correspond-
ing feature [21, 34, 35]. SHAPLEY value is a canonical example
of this category [33]. Counterfactual-based methods learn an
important subregion within the input sample space by inducing
alterations in the input samples, such as perturbation, blurring,
or inpainting, and then, analyzing the resultant changes in the
predictions [10, 11, 38]. Model-agnostic approximation methods ap-
proximate the model being explained by using a simpler, surrogate
function, affording qualitative mapping between the input and the
results of the model [29].

4 Design
4.1 Problem Setup

Assume the input dataset can be expressed as 𝑋 =

{𝑥1, 𝑥2, ..., 𝑥𝑛}𝑇 ∈ 𝐼𝑅𝑛×𝑝 meaning that it contains𝑛 cells and 𝑝 genes
as features, with labels 𝑦1, 𝑦2, ..., 𝑦𝑛 , where 𝑦𝑖 ∈ 𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝐾 }
as 𝐾 classes. Our approach orchestrated by Kratos, can be framed
as a workflow of three steps, with the first two steps merged
into one. First, we build a NN to classify the given single-cell
RNA matrix. For each input sample 𝑥𝑖 , the network will return 𝐾
activations 𝑎1, ..., 𝑎𝐾 , showing the probability that the input cell
belongs to a certain class at the (final) classification layer. Then,
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we apply an adversarial perturbation to the input samples and
see the change of output, say activations, to learn the significance
score for each gene as the explanation component of Kratos. The
whole workflow is expressed in the Figure 2, and the pseudocode is
presented in Algorithm 1.

Figure 2: The architecture of Kratos’s pipeline. The single-cell profile
matrix is the input to our NN and the probabilities that a cell belongs to any

class will be learned. The NN combines the dimension reduction and
clustering steps to optimize them together. With the NN trained,

perturbations will be added to the input dataset and sent to the model again to
get the updated probability assignment. Then, for each class of cells, we try to
find the minimal perturbation, which could lead the NN classifier to output a
result, different from the original prediction, and we bound the perturbation
within the reasonable range in that useless genes (say “noise” genes) may

need infinite perturbation. Finally, the genes will be ranked according to the
learned absolute value of perturbation, which translates to the importance
score for each gene. Both the neural network and the explanation part can be

replaced by other off-the-shelf methods to further refine the pipeline.

4.2 Classification
As mentioned before, in common sc-RNA-seq analysis work-

flows, dimension reduction and clustering are conducted separately.
The main drawback is that the optimization objectives are not the
same and thus the output explanations may not reach their best
performance. Our pipeline’s final goal is to extract functionally
meaningful clusters of cell populations. Further, in many of
the other explanation works, the ground truth cell type label is
used implicitly to learn the explanations, which means that their
workflow is not completely unsupervised. As an improvement, to
combine the dimension reduction step and clustering step and
make full use of the dataset (with their ground-truth labels), we
replace the first two steps with a single, integrated classification
neural network. The learning rate is set to 0.001 and the optimizer
is Adam [15]. The NN we use for classification is a simple 3-layer
fully connected neural network, with two hidden layers and one
output layer. The two hidden layers contain 256 and 64 units,
respectively, and the output layer contains 𝐾 units. The activation
for each layer is 𝑅𝑒𝐿𝑈 for first two layers, and 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 , for the
last layer. According to the definition of softmax, the last layer’s
output can also be viewed as probabilities that the cell belongs to
any type:

𝑎𝑖 =
𝑒𝑧𝑖∑𝑘
𝑗=1 𝑒

𝑧
𝑗

(10)

Here 𝑧𝑖 denotes the unit value before the activation. The loss func-
tion we are using is binary classification cross entropy:

𝐿 = − 1
𝑛

𝑛∑︁
𝑖=1

𝑦𝑖 ∗ 𝑙𝑜𝑔(𝑎𝑖 ) + (1 − 𝑦𝑖 ) ∗ 𝑙𝑜𝑔(1 − 𝑎𝑖 ) (11)

Here 𝑦𝑖 = 1 if 𝑥𝑖 belongs to type 𝑖 , else 𝑦𝑖 = 0. In fact, the second
layer can be viewed as the low-dimension embedding layer of the
three-step workflow, while the third layer is the clustering step.
4.3 Explaining the groups

The second part of the workflow is to learn a significance score
for each gene in each cell type. The genes can then be ranked
according to the assigned score to show their importance in a certain
cell type. Our method is similar to the one in [14]. We calculate
the explanations in a one-versus-rest setting, which means that we
will compare the probability that a cell type being identified by the
NN as class 𝑖 to the probability that it is identified as any other cell
type. We consider this problem as finding a perturbation added to
the input cell and lead the classifier to assign a different cell type to
the input cell. We denote the induced perturbation as 𝛿 ∈ 𝐼𝑅𝑝 . The
objective function of one-vs-rest setting is:

min
𝛿

∥𝛿 ∥1 + 𝜆max(0, 𝛼 + 𝑎𝑖 (𝑥 + 𝛿) −max
𝑗≠𝑖

𝑎 𝑗 (𝑥 + 𝛿)) (12)

Here we assume 𝑥 belongs to class 𝑖 according to the classifier,
𝜆 is a trade-off coefficient. A smaller 𝜆 would decrease the
impact of perturbation to the class assignment, while a larger
one would encourage the perturbation to a different class. 𝛼 is a
margin coefficient that controls the second term. The second term
penalizes the situation that the classifier still assigns 𝑥 to class 𝑖 ,
given the perturbation, up to the margin 𝛼 . The L1-norm of the
perturbation is added to improve the sparsity of the perturbation,
since we hope that only top-effective genes are extracted. We
can also do a one-vs-one setting. In this case, assume we perturb
samples from 𝑐𝑖 to 𝑐 𝑗 . The objective function can be expressed as:

min
𝛿

∥𝛿 ∥1 + 𝜆max(0, 𝛼 + 𝑎𝑖 (𝑥 + 𝛿) − 𝑎 𝑗 (𝑥 + 𝛿)) (13)

Here the second term penalizes the situation that the classifier
assigns a large score to 𝑐𝑖 instead of 𝑐 𝑗 . In other words, it is encour-
aging the perturbation to alter the input from 𝑐𝑖 to 𝑐𝑘 .
Finally, the perturbation will be calculated through the optimization
over Equation 12 & 13. We quantify the explanation of the 𝑖-th
gene in a class as the absolute value of 𝑖-th term of the perturbation
in that class. The larger the score is, the more importance the gene
has in that class. Accordingly, the genes will be ranked based on
their explanation values.
4.4 Evaluation Strategy

We evaluate Kratos against 3 baselines on 4 datasets: a simu-
lated dataset, human PBMC dataset [44] and Baron dataset [6], as
two real sc-RNA-seq datasets, and the MNIST dataset.
A simulated dataset was generated with known relations among the
genes. We then compare the top-ranked genes selected by different
explanation pipelines. Good explanations should extract a majority
of causal or dependent genes, while less of the “noise” genes.
On the sc-RNA-seq dataset, each algorithm outputs a significance
score for each gene in each cell type as explanations. The genes
are then ranked by their scores. For each cluster, we use a subset
that contains only the top-ranked genes (from top 1% to 100%) to



KDD ’22, August 14–18, 2022, Washington, DC, USA Zihan and Zijia, et al.

Algorithm 1 The description of our system Kratos’s workflow.
Output: For each class 𝑐𝑘 , a significance score to each gene,
𝑠1, 𝑠2, ..., 𝑠𝑝
Input: Single-cell RNA profile matrix, 𝑋 = {𝑥1, 𝑥2, ..., 𝑥𝑛}𝑇
Parameters: 𝑒𝑝𝑜𝑐ℎ𝑠 , 𝜆,𝑚𝑎𝑥_𝑖𝑡𝑒𝑟 , 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 ,𝑚𝑎𝑟𝑔𝑖𝑛
0 : Preprocessing: Normalize the dataset. Split the dataset into
train set and test set with a ratio of 0.7 : 0.3
1 : Train the classifier NN with 𝑒𝑝𝑜𝑐ℎ𝑠 = 100, 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑟𝑎𝑡𝑒 = 0.001,
0.1 of the dataset set will be used as Validation set
2 : For class 𝑘 , input the 𝑋 to the trained network, and record the
subset for which the classifier makes the correct prediction as
𝑆𝑒𝑡1, ..., 𝑆𝑒𝑡𝐾
3 : For each 𝑆𝑒𝑡𝑘 , induce a small perturbation 𝛿 = 0.001 to each
gene and input the perturbed 𝑆𝑒𝑡𝑘 to the classifier network
4 : Calculate the objective function from Equation 3 and its
gradient 𝑔 w.r.t. each gene
6 : Update the perturbation 𝛿 according to
𝛿 = 𝛿 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 ∗ (𝑠𝑖𝑔𝑛𝑠 + 𝜆 ∗ 𝑔), where 𝑠𝑖𝑔𝑛𝑠 = 𝑠𝑔𝑛𝛿
7 : Repeat Step 3 to Step 6 for𝑚𝑎𝑥_𝑖𝑡𝑒𝑟 times to get the 𝛿 for 𝑐𝑘 as
Class 𝑘’s explanation
8 : Repeat Step 2 to Step 7 to get explanations for each class

train a SVM classifier with a RBF kernel that separates that cluster
from the others. The AUROC of the SVM was calculated and used
to demonstrate the discriminative power of the selected genes. A
higher AUROC means that the subset of top genes are more repre-
sentative of the cell type under consideration. We calculated the
PCC of the top genes in each class to assess the redundancy, as
an auxiliary measure to AUROC. A lower PCC relates to lower
redundancy among the genes in the top-ranked genes. Besides, we
computed the Silhouette Score, AMI, and ARI as clustering metrics
and plot the visualizations of original dataset and latent embeddings
output by each algorithm using UMAP and t-SNE, again as two
auxiliary measures to visualize the clusterings, especially because
these techniques tend to be sensitive to initialization conditions.
On the MNIST dataset, we use a one-vs-one setting. For each num-
ber, we calculate its discriminatory features relative to other num-
bers. We plot the values of explanation to show how Kratos ex-
tracts the key differences between different numbers.
4.5 Further design considerations

The classifier in Kratos is currently a simple neural network.
We can replace it with more specialized network architectures,
guided by the task or domain. For the explanation part, apart from
the adversarial techniques we use, we can also incorporate other
off-the-shelf classification explanation algorithms like Smoothgrad,
Integrated Gradients, and so on, as we have done in our assessment
to compare the two kinds of explanation techniques in the context
of our target tasks.

5 Implementation
5.1 Datasets: Real and Simulated

We first use SymSim [43] to generate a simulated sc-RNA-seq
dataset, which contains 500 cells and 140 genes, with 5 cell types,
and check how many of the marker genes identified by Kratos
are real causal genes. After that, we applied our method to the

PBMC dataset [44], which contains 2,638 cells and 1,838 genes, and
represented this input as a cell-by-gene log-normalized expression
matrix. The cells in the dataset are annotated in eight cell types
based on differentially expressed marker genes. Then, we use the
Baron dataset [6], another sc-RNA-seq dataset, with 1,886 cells
and 14,878 genes, and 13 cell types. The Baron dataset is more
challenging to interpret than the PBMC dataset due to the following
reasons: 1) It contains far more genes (14,878 genes), ∼ 8 times the
number of genes than in the PBMC dataset; 2) It is more unbalanced,
where 5 out of 13 cell types contain less than 15 samples (less than
0.1% of all genes), while PBMC only has 2 out of 8 unbalanced
cell types. Finally, to test the generalization of our results across
domains, we evaluated Kratos using the MNIST database [16],
where handwritten digits have been size-normalized and centered
in a fixed-size image.
5.2 Baseline methods

To compare Kratos with the ACE pipeline for evaluating the
clustering step. Then, we select three methodologically different
explanation methods, which can generate the ranking of genes as
pertains to their discriminative power in distinguishing each cell
type. First, we adapt the explanation part of the ACE pipeline, which
is based on the CW attack-based method [9, 42]. This technique
finds the minimal perturbation to alter the group assignment. This
variant of the pipeline with the CW attack-method as the explana-
tory step serves as the main variant of our Kratos, which we call
Kratos _cw to distinguish from the other variant, as in Figure 5a.
Then, we use Kratos’s two other variants — Kratos _sg, with
SmoothGrad [36]; and Kratos _ig, with Integrated Gradient [37] —
as representative feature attributionmethods, to compute the impor-
tance score for each gene’s contribution to the classification result.
SmoothGrad differs from Integrated Gradients in that SmoothGrad
directly takes gradients as contributions while Integrated Gradients
is an extension of SHAPLEY value method in deep learning.

6 Evaluation
6.1 Simulated dataset

To evaluate the performance of Kratos, we used the simulated
sc-RNA-seq dataset, which enables us to specify the causal genes
with ground truth, and check how many marker genes identified by
Kratos are real causal genes. To generate the simulated sc-RNA-seq
dataset, we use the SymSim (Synthetic model of multiple variability
factors for Simulation) simulator that explicitly models the data
generating processes observed in sc-RNA-seq experiments [43],
also used by [19, 27] for their evaluation. The SymSim pipeline
explicitly captures three main sources of variation that regulate
single cell expression patterns: noise intrinsic to the process of
transcription, extrinsic variation, and technical variation due to
low sensitivity and measurement noise or bias, further providing
control knobs to vary these types of parameters. This simulation
tool generates the basic cell-gene data matrix with 500 cells, 2000
genes, and 5 cell types.We then filter out the causal genes, following
SymSim’s criteria (𝑛𝐷𝑖 𝑓 𝑓 −𝐸𝑉 𝐹𝑔𝑒𝑛𝑒 > 0𝑎𝑛𝑑 |𝑙𝑜𝑔2𝑓 𝑜𝑙𝑑 −𝑐ℎ𝑎𝑛𝑔𝑒 | >
0) between at least one pair of cell types, and select 20 causal genes
with highest fold-change among all pairs of cell types. We next
simulated 20 dependent genes as the linear summation of 1-10
random causal genes selected in the previous steps, with added
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Gaussian noise from 𝑁 (0, 1), and weights of summation follows
the uniform distribution of 𝑈 (0.01, 0.8). Finally, the remaining 100
noise genes are randomly selected. Thus, our simulated dataset
consists of 140 genes in total. We then applied Kratos and ACE to
this simulated dataset, and compared the identified marker genes
with causal genes for each cell type. We expect that the marker
genes, with the highest importance score, of all cell types should be
completely overlapped with the causal genes. Thus, we check the
top-20 marker genes for each cell type, and count how many causal
genes are identified as the marker genes. As the Table 1 describes,
Kratos performs well on the simulated dataset, where almost half
of the marker genes identified by Kratos are causal genes and the
others are dependent genes, while only one noise gene is identified
as the marker gene. However, Table 1 also shows that while half of
the marker genes identified by ACE are real causal genes, almost
quarter of the marker genes (5 in average) are noise genes. Both
Kratos and ACE could successfully identify almost half of causal
genes within top-20 marker genes. However, ACE identifies much
higher number of noise genes, which is more deleterious than the
higher number of dependent genes identified by Kratos. Note, also,
that the higher number of dependent genes in Kratos is at par
with the higher redundancy observed in Kratos relative to ACE, as
shown in the Figure 4. Table 1 suggests that Kratos outperforms
ACE in identifying the relevant genes, validated by ground truth.

Table 1: The distribution of marker genes using Kratos and ACE. Here “C”,
“D”, and “N” stand for the number of causal genes, dependent genes, and noise
genes, respectively, among the top-20 identified marker genes. We see that
Kratos can extract comparable causal genes as ACE, but the noise genes

chosen by Kratos is far lower than ACE (for the most part, 0, vs ∼ 5 for SOTA).

Clust ID 𝐶𝐾𝑟𝑎𝑡𝑜𝑠 𝐷𝐾𝑟𝑎𝑡𝑜𝑠 𝑁𝐾𝑟𝑎𝑡𝑜𝑠 𝐶𝐴𝐶𝐸 𝐷𝐴𝐶𝐸 𝑁𝐴𝐶𝐸

1 8 12 0 9 7 4
2 8 11 1 8 6 6
3 10 10 0 10 5 5
4 10 10 0 8 7 5
5 9 11 0 9 5 6

6.2 Performance on the human PBMC dataset
Evaluation of Kratos on the PBMC dataset includes: visualiza-

tion of the embedding and importance scores for marker genes.
First, we focus on the visualization of the embedding generated

by Kratos and the ACE pipeline using the PBMC dataset. In Fig-
ure 3a, 3b & 3c, we show the UMAP [7, 25] for the original cell-gene
dataset, and the embedding layer, in Kratos and ACE, respectively.
We observe that the cells of the same type tend to cluster more
tightly in the embedding layer of Kratos, superior relative to the
clustering in ACE. Also, the t-SNE [39] in Figure 3d, 3e & 3f shows
a similar pattern of clustering as visualized using UMAP, with
Kratos outperforming ACE. Moreover, we calculate the Silhouette
Coefficients, ARI, and AMI, to measure the goodness-of-clustering.
In Table 2, the ARI & AMI of Kratos can be observed to be larger
than those of ACE & GCE, indicating that clusters are best sepa-
rated in Kratos’s embedding. Further, the Silhouette Coefficient
of Kratos is larger than ACE, which is 0.37 and 0.07 for Kratos
and ACE, respectively, meaning 53% superior for Kratos. Notice
that GCE has the highest Silhouette Score meaning that it has the
best structures for clusters. Nevertheless, we consider AMI sa the
first priority here as it is comparing to the ground truth labels and
is less affected by the imbalance of the clusters. To wrap up, these

(a) (b) (c)

(d) (e) (f)

Figure 3: Visualization of the embedding layer in Kratos & ACE using
UMAP and t-SNE for the human PBMC dataset. (a), (b), and (c) are the UMAP
embeddings, using default parameter settings. (d), (e), and (f) are the t-SNE
embeddings using default settings, except 𝑝𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦 = 30. (a) and (d) are

embeddings of the original input dataset, others are for latent space
embeddings. We see that the different classes are more separated from each
other with the low-dimension representation. Kratos outperforms on the cell
clustering performance, where cells of the same type tend to cluster more
tightly. UMAP outperforms t-SNE with more compact clusters for different

classes, possibly reflecting a more accurate global structure.
Table 2: Silhouette coefficients, ARI, and AMI for different clustering

methods. Note that the ARI & AMI of Kratos are much larger than those of
ACE & GCE, also, the Silhouette Coefficients of Kratos are larger than ACE.

The result indicates that Kratos shines in its clustering performance.

Clustering Methods Silhouette ARI AMI
Kratos 0.3745 0.8495 0.8547
ACE 0.0762 0.5215 0.6219
GCE 0.5083 0.7619 0.6989

results indicate that Kratos outshines ACE and GCE in creating a
good low-dimension embedding and best cluster assignment.

We next applied the differentiation analysis part in ACE toward
identifying top-ranked genes for different cell types based on the
results of Kratos and of the ACE and GCE pipeline. We also replace
the explanation part with the two gradient-based methods. For each
cell type, the panels of top-𝑘 genes with the highest significance
scores are identified by the explanation methods, where 𝑘 ranges
from 1% to 100%.

It is desirable that the top-𝑘 genes show minimum redundancy,
which is captured using the PCC between all gene pairs among top-
𝑘 genes. We calculate the PCC within each cell type, then compute
the group-averaged PCC for each 𝑘 . Figure 4a, 4b , & 4c plots the
PCC among top-𝑘 genes generated by Kratos and ACE, where 𝑘
ranges from 1% to 40%, computed using the Carlini Wagner (cw)
algorithm, Integrated Gradients (ig), or Smooth Grad (sg) as the
explanation part respectively. Figure 4d shows that GCE has higher
redundancy among the top-𝑘 genes than Kratos. As discussed
earlier in the simulation part of the evaluation, the higher redun-
dancy is at par with the higher number of dependent genes seen in
Kratos relative to ACE. Thus, this property is less harmful to the
clustering objective than the AUROC metric, as seen in Figure 5, in
all its comparisons with ACE.

We then trained an SVM, within each given cell type and top-𝑘
genes, to evaluate the discriminative power of top-𝑘 genes for dis-
tinguishing from the remaining groups. Our SVM classifier uses
the radial bias function (RBF) kernel, with two hyperparameters
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(a) (b)

(c) (d)

Figure 4: Redundancy plot. Redundancy among the top 𝑘 genes in each
group, as measured by PCC, as a function of 𝑘 . Error bars correspond to the

standard deviation from the mean, calculated from the group-specific
correlations. A lower PCC implies lower redundancy among the top genes,
extracted by the explanations. We see that when the selected number of genes
is small, ACE has a lower redundancy than our work, while GCE has a higher
redundancy. However, according to the results from the simulated dataset,
the low correlation of ACE might be because it is selecting noise genes as
opposed to marker genes, while Kratos is selecting a greater number of
dependent genes, indicating a more balanced performance of Kratos.

— the regularization coefficient 𝐶 and the bandwidth parameter 𝜎 .
We implement the 3-fold stratified cross-validation to evaluate the
performance, in terms of AUROC, of SVM classifier, and random
search [8] with 3-fold cross-validation to optimize two hyperpa-
rameters within each training set, where the𝐶 and 𝜎 were assumed
to be exponentially distributed, respectively, with scaling factors of
100 and 0.1. We reported the average performance, in terms of area
under the receiver operating characteristic curve (AUROC), among
different target cell types. Specifically, we excluded two cell types,
megakaryocytes and dendritic cells, from our SVM evaluation part
due to their relatively small sample size (17 and 36 correspondingly),
while we still include them in trainingKratos. In Figure 5a, 5b, & 5c,
we plot the classification performance based on Kratos and the
ACE pipeline, and we found that Kratos outperforms the ACE
pipeline for all three variants using the three explanation methods,
on average, 3.31% superior to the accuracy of ACE, and ranging
from 2.91% (for CW attack-based methods) to 3.64% (for the Inte-
grated Gradients variant), within top-1% marker genes. Also, we
compare GCE to Kratos, combined with the different explanation
methods, and the Figure 5d indicates that Kratos outperforms,
5.62% on average, relative to GCE within top-1% marker genes.
6.3 Performance on the human pancreas dataset

To further evaluate the performance of Kratos, we applied
Kratos to the Baron [6], a more complex cell-gene dataset with a
higher number of genes. We replicate the method for the identifica-
tion for marker genes as in the previous part, evaluating Kratos
combined with different explanation methods. As the Figure 6a
shows, even with much higher dimensionality, Kratos can still

(a) (b)

(c) (d)

Figure 5: Discriminative power plot. The plot compares the classification
performance using different methods. We calculated the AUROC of a binary
SVM classifier using only the top genes as features, across each cell type. A
higher AUROC corresponds to a better discriminative power of the selected
marker genes. From this plot, we see that Kratos surpasses other baselines
especially when the number of included genes is small. Specifically, the

accuracy of Kratos, on average, is 3.31% superior to ACE, and 5.62% superior
to GCE within the top-1% marker genes.

achieve quite good performance with any explanation method
(higher than 95% accuracy for the top 1% genes). Moreover, Kratos
achieves decent performance (from 86% to 98%) with even top-
1‰marker genes, around 13 genes, in Baron dataset. Also, the
superior performance of Kratos combined with Integrated Gradi-
ents (98% accuracy with only 1‰genes) suggests that the Integrated
Gradients variant of Kratos may be the most suitable variant for
this dataset, a testimony to Kratos’s ability to be used as a plug-
and-play integrated scRNA-seq analysis framework, based on the
domain-specific nuances. It is noticeable that CW does not perform
as well here. This may be due to the imbalance in the dataset that
leads to a biased model or the lack of tuning on the CW hyperpa-
rameters, as the tradeoff coefficient 𝜆 and margin 𝛼 can significantly
affect the results. In addition, we plot the PCC among the iden-
tified marker genes in Figure 6b, where Kratos combined with
SmoothGrad generates the minimum correlation among identified
marker genes within any quantile of genes.
6.4 MNIST dataset

We tested the potential of Kratos to be applied to other domains
to evaluate its generalization using the MNIST dataset [16], where
handwritten digits have already been size-normalized in [0, 1].
Similar to the identification of marker genes in the sc-RNA-seq data
analysis task, our task was to find out the key pixels that could
explain the correct classification of handwritten digits. However,
the key pixels could be different for the same digit, based on the
different handwriting styles, while the marker genes are applicable
for all cells in the dataset. We reshape the MNIST data from the
matrix 28 ∗ 28 into the array 784 ∗ 1 to make the input of the same
form as in sc-RNA-seq data, though some of the information may
have been lost during the transformation. We use the same NN
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(a) (b)

Figure 6: Discriminative power and redundancy plot. The classification
performance and redundancy of Kratos with different explanation methods.
We find that Kratos performs well (from 95% to 99% accuracy) on the Baron
dataset within 1‰of genes, while the redundancy is similar to the one in the
PBMC dataset (all range from 10% to 15%). Moreover, Kratos achieves decent

performance (from 86% to 98%) even within 1‰of genes.

architecture and perturbation analysis. Only, the one-versus-rest
loss function in perturbation analysis is replaced with the one-
versus-one loss function so that we can measure the importance
of each pixel and identify the key pixels during the transformation
from a certain digit to another digit. To plot the results more clearly,
we only plot the pixels with top-25 & bottom-25 importance scores,
while other pixels’ importance scores are replaced as 0. Further, the
importance scores are normalized within each image. The Figure 7
shows the key pixels for 12 pairs of digit transformations, and we
find that most of the identified pixels are reasonable. For example,
when we transform “3” to “8”, the digit has to add pixels to the
left side of “3”, while removing pixels to the left side of “8” when
transforming “8” to “3”. Also, the key pixels for the transformation
between “0” and “8” are the center pixels of “8”.

Figure 7: The key pixels for the digits’ transformations. We show the key
pixels for 12 pairs of digits transformations, where the backgrounds in grey
indicate the original digits. The pixels in blue (red) indicate that these pixels
should be removed (added) to convert to the target digit. Most of the pixels in

blue and red are consistent with our expectation.

7 Discussion
In this paper, we proposed a single-cell RNA analysis pipeline,

Kratos, which is based on neural network and ML interpretability.
The most elegant part of Kratos is the combination of the first
two steps — dimensionality reduction and clustering — within one
neural network classifier instead of conducting each step separately.
This joint optimization of the two steps significantly improves the
performance of the ML explanation part. Our experiments on real
and simulated single-cell RNA datasets demonstrate that Kratos’s
selected top genes have the best discriminative power for clustering
cell types. Beyond genomics, we also demonstrated that Kratos
can be used in computer vision tasks such as image recognition
using the MNIST dataset. Our approach here of using modular

pipelines (of three blocks here) derives inspiration from our prior
work in building and using reusable blocks or “kernels” of code
in our Domain Specific Language (DSL) Sarvavid [24], specifically
designed for computational genomics. Sarvavid allows users to
naturally express their genomics application using the DSL kernels.
Sarvavid expedites development of new computational genomics
tools, such as in ScalaDBG, to swiftly assemble high-quality complex
genomes [23]. Similarly, here our hope is that Kratos will enable
modular developments improving the accuracy and scalability of
single-cell genome annotation algorithms.

There are several ways to extend this work. First, Kratos’s first
two parts can be replaced by other specialized neural network clas-
sifiers. Modified CWoptimization in the perturbation step canmake
it less sensitive to cluster imbalance. In addition, better modeling
of sc-RNA-seq data to perform improved batch correction will also
benefit Kratos. Finally, merging the explanation step to the neural
network architecture representing the merged first two steps would
create an integrated trinity of steps for sc-RNA-seq data analyses.
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