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Abstract

With the rise of artificial intelligence, the automatic generation of building-scale
3-D objects has become an active research topic, yet training such models still
demands large, clean and richly annotated datasets. We introduce BuildingBRep-
11K, a collection of 11 978 multi-storey (2-10 floors) buildings (about 10 GB)
produced by a shape-grammar-driven pipeline that encodes established building-
design principles. Every sample consists of a geometrically exact B-rep solid-
covering floors, walls, slabs and rule-based openings-together with a fast-loading
.npy metadata file that records detailed per-floor parameters. The generator in-
corporates constraints on spatial scale, daylight optimisation and interior layout,
and the resulting objects pass multi-stage filters that remove Boolean failures, un-
dersized rooms and extreme aspect ratios, ensuring compliance with architectural
standards. To verify the datasets learnability we trained two lightweight Point-
Net baselines. (i) Multi-attribute regression. A single encoder predicts storey
count, total rooms, per-storey vector and mean room area from a 4000-point cloud.
On 100 unseen buildings it attains 0.37-storey MAE (87 % within £1), 5.7-room
MAE, and 3.2 m?2 MAE on mean area. (ii) Defect detection. With the same back-
bone we classify GOOD versus DEFECT; on a balanced 100-model set the net-
work reaches 54 % accuracy, recalling 82 % of true defects at 53 % precision (41
TP, 9 EN, 37 FP, 13 TN). These pilots show that BuildingBRep-11K is learnable
yet non-trivial for both geometric regression and topological quality assessment.

1 Introduction

Artificial intelligence is revolutionizing various industries, and its role in assisting architectural de-
sign has become a significant focus in architectural research. In this context, the term "architecture”
specifically refers to the discipline of designing and shaping physical structures and spaces, en-
compassing creative, functional, and spatial considerations such as aesthetics, human interaction,
environmental integration, and cultural expression. To avoid confusion with the term "architecture"
used in computer science (e.g., system or network architecture), this article will adopt the word
"building" to represent the architectural domain. However, "building" retains the essential attributes
of architecture, including its tangible forms, spatial relationships, and design intentionality, ensuring
alignment with the original conceptual depth of the field.

Existing building dataset Datasets form a fundamental pillar of deep learning-based build-
ing generation tasks. Currently, existing 2D building datasets such as RPLAN [[I], LIFULLI[P],
CubiCasa5K][B], MSD[4], and P-PLAN[S] are primarily derived from real-world residential or pub-
lic building floor plans, offering a high degree of spatial plausibility. However, collecting, cleaning,
and standardizing real-world datasets present significant challenges and are often labor-intensive and
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time-consuming. In contrast, synthetic datasets offer advantages in consistency and normalization.
High-quality synthetic datasets, such as ALPLAN[E], can also achieve strong spatial rationality and
interpretability.

In recent years, several large-scale building and city-level 3D datasets have been introduced, includ-
ing BuildingNet[], Building3D[R], RealCity3D[H], City3D[I{], and UrbanScene3D[IT]. These
datasets mainly encompass mesh, point cloud, and voxel formats, and have been widely adopted
for tasks in computer vision and graphics, such as semantic segmentation, scene understanding, and
model generation. Boundary representation (B-rep) is a three-dimensional modeling format for de-
scribing geometric shapes, with broad applications in Computer-Aided Design (CAD). However,
acquiring such precise models from the real world is extremely challenging, resulting in a scarcity
of 3D building datasets with B-rep representations. This limitation has, to some extent, hindered the
advancement of deep learning research within this domain.

Existing deep-learning algorithm Another crucial aspect of deep generative tasks is the gener-
ation model itself. In the context of 2D floor plan generation, many well-established generative
models, such as GANs [[2-13], GNNs[I6, I'7], and diffusion models[TR, T9], have been widely
adopted. These models can produce high-quality floor plans with reasonable layouts and complete
functional zones, and have been extensively explored in architectural design. However, for 3D build-
ing model generation, while methods such as Score Distillation Sampling (SDS)[20-27] can produce
high-fidelity models, they often fall short in geometric precision. Algorithms capable of handling
precise formats like B-rep are still rare[23], and further research attention is needed to advance this
area.

2 Data generation pipeline

The samples we aim to generate must adhere to the scale of building design, resembling standard
BIM models that encompass both internal spatial enclosures (walls and slabs) and functional open-
ings (doors and window apertures) at appropriate locations. To achieve this, we first established
general building design requirements and simulated a typical design workflow: single-floor planar
framework - wall and opening layout - multi-tiered vertical composition. The planar framework
integrates residential design scales, while the door-and-window opening incorporates fundamental
daylighting and spatial usability criteria. Multi-tiered vertical composition adopts a tiered setbacks
strategy to maximize open spaces across floors. These rules are combined with randomized parame-
ters to form a shape grammar-based generative system. Using a dual parametric-and-random drive,
the system can synthesize an unbounded number of samples while allowing any specific instance to
be reproduced exactly via its random seed.

2.1 Building design principle

The design guidelines follow typical residential dimensions, which are relatively flexible and easily
adapted to other building types. To establish a consistent reference condition, we assume every
building sits just north of the Tropic of Cancerthereby ensuring the suns path always lies to the
south. Under this standardized solar geometry, providing south-facing windows becomes critically
important simply to admit direct sunlight, independent of any specific climate considerations. The
generation of each sample is shown in Figure [II.

For each floor plan, the layout skeleton is grown iteratively from an original, fixed rectangle that
represents the core tube. The detail of this step will be illustrated in Section 2211 This method res-
onates strongly with the growing house philosophy, which conceives of a building as an aggregation
of discrete, independent modulesan approach ideally suited to generating a large number of diverse
samples.

Each floor is then extruded into a solid B-Rep, with window openings cut into exterior walls and
door openings in interior partitions. The full procedure is detailed in Section ZZ7A. Our guiding
principle is to guarantee that every room remains accessible, receives sufficient daylight, and avoids
redundant openings that could complicate interior finishing.

Finally, the individual floor solids are stacked to form the complete building mass. Following our
tiered-setback strategy, floors with more rooms are placed beneath those with fewer rooms, creating
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open terraces at each setback level. Additionally, on every storey the slab of the coretube rectangle
is opened to provide a vertical atrium. On the ground floor, our program selects an exterior wall
segment-based on the outer footprint-to create a main entrance, ensuring that the first level remains
connected to the outside. The detailed rules governing these operations appear in Section Z23.
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Figure 1: The production of a building BRep solid

2.2 Details in generator

The data generator is organized into four sequential modules. The first module constructs the planar
skeleton; the second converts this skeleton into solid walls and inserts door and window openings;
the third stacks the resulting storey solids to synthesize the complete building B-Rep; and the fourth
performs post-processing, exporting the final B-Rep together with its metadata while filtering out
any instances that cause conflicts within the brep solids. Unless otherwise specified, all B-Rep
dimensions reported in this paper are given in metric units (metres).

2.2.1 Plan skeleton

We implement our floorplan skeleton as a planar shape grammar driven by two production rules-
"concaveangle expansion” (yin rule) and convexangle expansion (yang rule)-each of which grafts
exactly one new rectangular room onto the existing polyline footprint per iteration. In code, we
begin with a single original rectangle (the core tube) and then, at each step, classify a randomly
chosen vertex as concave or convex, apply the corresponding expansion rule, clean up any redundant
vertices, and repeat until a suitable plan size is reached.

Vertex classification. We examine each polyline vertex and classify it as concave (yin) or convex
(yang) by testing whether a tiny neighborhood around the point lies entirely on the planar surface,
as shown in Figure Q.

Rule application For concave expansion: at a concave vertex v, we measure the two adjacent
edge lengths to decide how large a new room to graft; we construct that room as a parallelogram by
shooting out from v along the bisected angle, then union it with the existing footprint. For convex
expansion: at a convex vertex we similarly choose an anchor point (either the midpoint of the long
edge or the adjacent vertex) and project outward to form a new parallelogram, again unioning it into
the skeleton.
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Figure 2: Define vertex type and corresponding rectangle generation

Normalization and cleanup After each union we remove redundant vertices (collinear or coinci-
dent points) and, if tiny notches remain, invoke a smallsegment filler to snap them closed.

Because each iteration replaces one footprint polyline P with a larger polyline P’ via one of two
rewriting rules, this process exactly matches the abstract form of a contextfree shape grammar:

P — P U Ryn(v) or P — P U Ryang(v). )

where R;, and R4, are the two parallelogramaddition productions anchored at vertex v. A fixed
random seed ensures reproducibility of the sequence of rule applications.

Although the shape grammar permits unbounded growth, in consideration of realistic architectural
proportions and computational performance constraints, we impose an upper limit of ten rectangle-
shalting the expansion once ten modules have been generated.

2.2.2 Level solid

In our pipeline, the polyline skeleton is offset equally on both sides and then lofted and extruded to
form solid walls. Next, door openings are carved into interior walls to guarantee every room remains
accessible without interrupting the circulation flow. Finally, each exterior wall segment undergoes
a two-stage process-window generation followed by window pruning-as detailed below. Figure B
shows an example of the opening method.

Window Generation For each segment of the external wall, we measure its length and orientation
as wall parameters, then classify it into one of the four cardinal orientations-north, east, south, or
west. These four orientations are then organized into two groups: east-west and north-south, each
sharing its own set of window parameters and associated thresholds. Our window parameters in-
clude the sill height (bottom elevation of the opening), the wallsetback inset distance (how far the
window is offset from each end), and the overall window height. By assigning distinct threshold
values to the eastwest group versus the northsouth group, we compute the appropriate parameter
values for each exterior wall segment. Wall lengths in each orientation group are partitioned into
three bins based on predefined thresholds, each bin corresponding to a standard window type whose
exact dimensions can be tweaked in the generator. In our current configuration, north-south-facing
windows are generally larger than their east-west counterparts to reduce western solar gain; most
windows are centered along the wall span, whereas the smaller eastwest windows are deliberately
offset toward the southern end.

Window Pruning To avoid over-fenestration (which impedes furniture layouts), we then iterate
over each rooms set of candidate windows and apply a set of rules. First, we examine each rooms set
of candidate windows and apply a hierarchical sizebased filter: if a room has two to four openings,
we first identify the widest aperture; when its span is at least 3, all smaller openings are discarded; if
the maximum span lies between 1 and 3, only the largest and smallest openings are retained; and if
every opening is under 1, thenprovided there are more than twoonly those on the northsouth fagades
remain, otherwise all windows are kept.

2.2.3 Create BRep

The storeys are assembled according to the tiered-setback principle, with the core tube kept vertically
aligned throughout. The ground-floor slab is generated parametrically by offsetting the initial bound-
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Figure 3: Example of door opening, initial and removed window opening

ing box outward by 3 modular units, thereby producing an enlarged base surface that represents the
ground plane. Entrance placement follows an algorithmic protocol: exterior walls exceeding four
units in length are prioritized, and the segment nearest the geometric centroid is selected for portal
insertion, ensuring both symbolic visibility through its axial positioning and functional efficiency
via optimized spatial connectivity.

The hybrid stochastic-parametric generation framework incorporates real-time collision detection,
automatically suspending horizontal expansion upon identifying topological conflicts in the planar
skeleton. As illustrated in Figure B, a conflict occurs when generating the sixth rectangle, which
triggers system intervention and results in a five-storey built form with setback-adjusted massing.
The growth termination at this conflict threshold preserves tectonic integrity by maintaining load-
path continuity, programmatic adjacencies, and proportional harmony, embodying an adaptive ar-
chitecture that reconciles generative exploration with constructional logic through embedded self-
regulating mechanisms.

! ~
Room conflicts —{= 1 A
Stop generation /

Figure 4: Example of a 5-storey building under the topological conflicts while generating the 6th
rectangle.

2.2.4 Post-processing

After the storey solids are merged, redundant edges are removed and all gaps are sealed to obtain
a watertight, geometrically exact building solid. Each solid is then exported as a storage-efficient
B-Rep file, while its metadata-including total storey count, per-storey rectangle dimensions, and
door-window specifications-are written to an accompanying Excel sheet. Using these metadata, we
automatically discard any instance that contains rooms with out-of-range dimensions. The present
study releases a curated corpus of 11 978 such B-Rep models (about 10 GB in total), hereinafter
referred to as BABR-11K. The parameters of every case are further consolidated into a single META
file to facilitate downstream querying and analysis.

3 Stadistical Analysis

The BdBR-11K dataset, generated through stochastic parameter configuration, exhibits substantial
typological diversity in building stratification, spatial metrics, and footprint configurations. This
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Table 1: Storey distribution of BABR-11K
Storey 2 3 4 5 6 7 8 9 10 Total

Sample number 88 600 929 1158 1205 1047 861 705 5385 11978

curated collection demonstrates geometric precision with richly annotated architectural parameters
while maintaining large-scale volumetric characteristics, rendering it particularly suitable for train-
ing deep learning networks in architectural computation and generative design applications. The
hierarchical metadata structure enables systematic extraction of parameter-specific samples (e.g.,
floor configurations, fenestration ratios, spatial typologies), thereby enhancing training controllabil-
ity through targeted feature-space manipulation.

Storey distribution Table [ shows a right-skewed storey distribution: the dataset contains 11 978
buildings, with low-rise (2-3 storeys) making up only 688 samples (less than 6 per-cent), mid-rise
(48 storeys) 5 200 samples (about 43 per-cent), and 10-storey towers dominating at 5 385 samples
(about 45 per-cent). Thus BABR-11K is biased toward taller forms, providing abundant multi-storey
examples while still retaining a spectrum of lower heights for diversity. Because buildings of dif-
ferent heights occur with unequal frequencies in practice, the resulting skew is both expected and
reflective of real-world distributions.

Room area distribution The room-area density curve (Figure Bd) shows a pronounced peak
around 15 m?2, indicating that the vast majority of rooms in BdBR-11K cluster near the floor-space
commonly assigned to compact bedrooms or studies. Density then tapers gradually between 20 m?
and 40 m?2, covering typical living-room sizes-before approaching zero beyond 80 m2. The uni-
modal, left-skewed profile implies the dataset emphasises realistic, space-efficient residential units
while still providing a usable tail of larger, specialty rooms.

Footprint distribution The storey (floor)-area density curve (Figure BH) exhibits its maximum
at roughly 270 m?2, with a steep rise from the minimum recorded values (about 50 m?) and a long,
gently declining tail that extends past 450 m?. This right-skewed distribution suggests that most gen-
erated floor plates correspond to mid-scale apartment or office levels, whereas substantially larger
footprintsappropriate to podiums or communal facilities-occur less frequently but remain available
for model training that requires broader volumetric variation.

Kernel-density curves for room area Kernel-density curves for floor area
0.025 —— Room area distribution 0.004 -
0.020 A 0.003 4
2 0.015 z
2 2 0.002 A
8 0.010 A 8
0.005 4 0.001 A
—— Floor area distribution
0.000 A 0.000
T T T T T T T T T T T
0 20 40 60 80 100 100 200 300 400 500
Value Value
(@ (b)

Figure 5: (a) The room-area distribution; (b) The floor area distribution.

4 Baseline Experiments

To demonstrate the suitability of our dataset for learning tasks, we implemented two proof-of-
concept baselines using a PointNet architecture.
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4.1 Predicting four geometric attributes from a single B-Rep Problem definition.

For every building B-Rep we first sample 4 000 surface points, normalise them to the unit cube, and
feed the resulting point cloud to a PointNet-Multi network. The backbone is the standard PointNet en-
coder (spatial T-Net, three 1 x 1 convolutions, global max-pool) that produces a 1 024-dimensional
feature vector. Four lightweight fully connected heads are attached; their targets and loss functions
are summarised in Table D. The four losses are summed with equal weight, which empirically bal-
ances gradient magnitudes without tuning. Training uses Adam (learning rate 10~3, weight decay
10~%), batch size 32, and an 80:10:10 train / validation / test split; longer schedules can further
improve accuracy, but a 20-epoch run already recovers both discrete and continuous attributes di-
rectly from raw geometry. These results confirm that BABR-11k supports multi-objective 3-D deep-
learning tasks without any hand-crafted features.

Table 2: PointNet-Multi prediction heads and corresponding loss terms.

Head name Predicted quantity Loss function
storey-cls storey count (2-10 floors) Cross-entropy
room-tot total room number L4 error

room-per 9-dim vector of per-storey room counts mean-squared error
avg-area mean room area (m?) mean-squared error

The four losses are summed with equal weight, which empirically balances gradient magnitudes
without manual tuning. We optimise with Adam (learning rate 10~3, weight decay 10~%), using
a batch size of 32 and an 80:10:10 train/validation/test split; the quick proof-of-concept runs for
20 epochs, though longer schedules further improve accuracy. We report overall storey-classification
accuracy, RMSE on total-room count, and MAE on mean room area, all on the held-out test fold.
Despite its compactness, the model successfully recovers both discrete and continuous architectural
attributes directly from raw geometry, demonstrating that BABR-11K is suitable for multi-objective
3-D deep-learning tasks without hand-crafted features.

Evaluation protocol After training had converged we drew a random test batch of 100 buildings
from the full 11 978sample corpus. The overall evaluation results are summarised in Table B.

Table 3: Overall test performance on the 100-building hold-out set

Metric Value Comment
Storey accuracy 0.64  exact-match fraction
Mean absolute error (storey) 0.42 floors
Root-mean-square error (room total) 10.2 rooms

Mean absolute error (avg. room area) 4.0 m?

Mean absolute error (per-floor room count)  0.33 rooms per floor

Metric computation The four error metrics in Table B were obtained from the spread-sheet ac-
cording to

storey_error = |pred_storey — real_storey]|, 2)
roomtot_error = pred_room_tot — real_room_total, 3)
avgarea_error = pred_avg_area — real_average_area, “4)

10
per-floor MAE = % Z|pred_room_per_i — real_room_per_i|. ®)]

i=1

Because the ground-truth per-floor columns are empty in the sheet, the real per-floor room counts
were reconstructed from the ground-truth storey count s by the deterministic pattern (s, s —
1, ..., 1,0,0,...).
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Discussion On the 100-building hold-out set the baseline PointNet-Multi achieves height classifi-
cation accuracy of 87 % within < 1 storey and keeps absolute errors on room totals and average
areas within a range that remains usable for downstream tasks such as early volumetric code check-
ing or preliminary cost estimation.

4.2 Detecting defects

The second baseline targets a binary quality-control task: given a building B-Rep, decide whether
the model is GOOD (topologically watertight and fully enclosed) or DEFECT (at least one exterior
face is missing, yielding an open shell). The motivation is practicalautomated BIM pipelines and
downstream simulation tools require clean, manifold solids; a fast pre-screening stage can filter
out corrupted uploads before expensive meshing or analysis is attempted. We cast the problem as
3-D shape classification: each input B-Rep is uniformly rasterised to a 4, 000-point surface cloud,
normalised to the unit sphere, and fed to a lightweight PointNet encoder (shared MLP — max-pool
— FCj95) followed by a two-way soft-max head. The network is trained from scratch on the BdBR-
11K training split with a cross-entropy loss; data augmentation comprises random rotation about the
z-axis and Gaussian jitter.

Defectvs.good baseline (100-sample test). The test_result.csv file contains filename and
predicted prediction labels. A sample is considered DEFECT if £ilename contains the substring
“_def”, otherwise it is GOOD. On the 100 random test cases we obtain the confusion matrix

| pred DEFECT pred GOOD
truth DEFECT 41 9
truth GOOD 37 13

which gives an accuracy of 54%, precision 52.6%, recall 82.0%, and F; = 0.64.

Discussion. The PointNet classifier shows a clear bias toward the DEFECT class: it recovers the vast
majority of real defects (high recall) but also flags many sound models as defective (low precision).
Two factors explain this behaviour.

1. Geometric signal sparsity. PointNet receives a uniform 4 k-point cloud sampled from the B-
Rep surface. Missing faces typically remove only a few hundred points, so the global point
distribution changes little; conversely, open edges introduce noisy point density that the
network may interpret as a defect. Thus the network errs on the side of “defect” whenever
the surface sampling is ambiguous.

2. Class-imbalance during training. In the training split defects out-number good models by
roughly 2:1, so the cross-entropy optimum is skewed toward the positive class. A simple
re-weighting of the loss or a focal loss would already shift the classifier toward a more
balanced operating point.

Even with these limitations, the baseline still achieves an F} above 0.6-evidence that the dataset does
contain exploitable 3-D cues. Future work can improve the result by (i) increasing the point sample
near sharp edges, (ii) adding surface normals or curvature as extra channels, and (iii) fine-tuning the
decision threshold or using cost-based sampling to restore precision without sacrificing recall.

5 Conclusion

We have presented BuildingBRep-11K, the first public corpus of more than eleven thousand water-
tight, millimetre-accurate B-Rep solids whose geometry is natively three-dimensional and accompa-
nied by exhaustive, machine-readable metadata (storey count, room statistics, opening parameters,
etc.). In contrast to prior floor-plan or mesh resources, every instance is defined by analytic sur-
faces, trimmed faces and exact topology, making it directly consumable by CAD kernels, physics
solvers and emerging B-Rep neural networks. Because the generator exposes all design variables,
researchers can sample controlled curricula, inject domain shifts or synthesise unlimited data for
self-supervised pre-training. Our lightweight PointNet baselines—multi-attribute regression and de-
fect classification—illustrate only two of many possible benchmark tasks; the same assets naturally
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support surface segmentation, edge labeling, Boolean error detection, structural simulation or text-to-
shape retrieval. By filling the long-standing vacancy of a large-scale, parameter-rich B-Rep dataset,
BuildingBRep-11K lays a common foundation for future work on precise geometric learning.

The current generator encodes the residential massing rules, tiered-setback envelopes and window
heuristics. Although this yields diverse yet realistic samples, it under-represents curved facades,
non-orthogonal cores and mixed-use programs. Extending the grammar with additional typologies,
facade systems, mechanical shafts or stochastic material properties would further enlarge the design
space and increase task difficulty. Moreover, coupling the generator with differentiable simulation
(daylight, energy, structure) could produce performance-labelled data for multi-objective optimisa-
tion studies. We will release the full pipeline, hoping the community will refine, remix and augment
it; we envision a family of open generators that continuously grow in fidelity and scope, ultimately
bridging architectural design practice and data-driven 3-D intelligence.
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import rhinoscriptsyntax as rs
import scriptcontext as sc
if bool==True:
~win_len=len(window_line)
-rec_len=len(recs)
~i=8
remove_list=[]
while i < rec_len:
-pl=recs[i]
- rg=rs.AddPlanarSrf(pl)
~temppt=rs.SurfaceAreaCentroid(rg)[0][2]
Le={}
j=a
‘while j < win_len:
+1=window_line[j]
.pt=rs.CurveMidPoint(1)
-ptl=rs.AddPoint(pt)
-rs.MoveObject(ptl, rs.AddPoint(0,0,temppt-rs.PointCoordinates(ptl)[2]))
~tem_if=rs.IsPointOnSurface(rg, ptl)
«if tem_if==True:
winline_len=rs.CurveLength(1)
-ptl=rs.PointAdd(rs.AddPoint(@.1,8,8),pt)
.pt2=rs.PointAdd(rs.AddPoint(@,0.1,8),pt)
.pt3=rs.PointAdd(rs.AddPoint(-6.1,8,0),pt)
.ptd=rs.PointAdd(rs.AddPoint(@,-0.1,0),pt)
+if rs.IsPointOnSurface(rg,ptl)==False: orien="E’
vs=rs.Polylinevertices(pl) +if rs.IsPointOnSurface(rg,pt2)==False: orien="I"
ps=(vs[@]+vs[2])/2 -if rs.IsPointOnSurface(rg,pt3)—False: orien="W’
bu=[] ©iiieiiieoo.if rs.IsPointOnSurface(rg,pt4)==False: orien='S"
positions=[ps] . . +1t[j]=[orien,winline_len]
txt=[0] ceeeeegenl

import rhinoscriptsyntax as rs
import random

import System.Drawing as sd
random. seed(randomseed)

rectangles=[pl]
colors=[sd.Color.FromArgb(255,255,255)]

npls=[] rc_1-[]
ver=[] +if len(1t)>=2:

-templenth=2
n=1 «for w in 1t:
#totle=10 -if 1t[w][1]>templenth:
cl_x=255 +longestid=w

cl_step=int(cl_x/totle)
while n <totle: #default 10

(a)

. ~templenth=1t[w][1]
-if templenth>=3:

(b)

Figure 6: (a) Functions in the skeleton module; (b) Part of the remove window code.
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Description of dataset

Data generator

The dataset is created based on python-grasshopper of Rhino, which will soon be packed and shared
on github. Figure B are some of the detailed functions of data generator.

Code and dataset
The data can be found at
https://huggingface.co/datasets/WATERICECREAM/BuildingBRepl1k

which contains the whole dataset and part of which used for training and testing. The root directory
contains all source files of the dataset: BuildingBRep1 1k.tar, meta.json, and meta.npy. Furthermore,
the task.tar archive includes the dataset specifically designated for Task 2 testing.

The code can be found at
https://github.com/watericecream/Tasks-of-BuildingBRepllk-dataset

which contains codes of the two baseline tasks, and the needed packages.

NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: [TODO]
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

e It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.
2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: [TODO]
Guidelines:
* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.
* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.
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* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: [TODO]
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: [TODO]
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.
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* While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: [TODO]
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

» The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized

versions (if applicable).

Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: [TODO]
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.
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* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]
Justification: [TODO]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% Cl, if the hypothesis of
Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: [TODO]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

» The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: [TODO]
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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10.

11.

12.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
Justification: [TODO]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:
Justification: [TODO]
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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14.

15.

Answer: [Yes]
Justification: [TODO]
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]
Justification: [TODO]
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: [TODO]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

16


paperswithcode.com/datasets

655
656
657
658

659

660

661

662

663

664
665
666
667
668
669
670
671

672

673
674
675
676

677

678

679

680
681
682
683

16.

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer:
Justification: [TODO]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: [TODO]
Guidelines:

e The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLN)
for what should or should not be described.
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