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ABSTRACT

In this paper, we proposed a Multi-modal Collaborative Optimization and Ex-
pansion Network (MCO-E Net), to leverage event modalities to resist chal-
lenges such as low light, high exposure, and high dynamic range in single-eye
expression recognition tasks. The MCO-E Net introduces two innovative de-
signs: Multi-modal Collaborative Optimization Mamba (MCO-Mamba) and Het-
erogeneous Collaborative and Expansion Mixture-of-Experts (HCE-MoE). MCO-
Mamba, building upon Mamba, leverages dual-modal information to jointly op-
timize the model, facilitating collaborative interaction and fusion of modal se-
mantics. This approach encourages the model to balance the learning of both
modalities and harness their respective strengths. HCE-MoE, on the other hand,
employs a dynamic routing mechanism to distribute structurally varied experts
(deep, attention, and focal), fostering collaborative learning of complementary
semantics. This heterogeneous architecture systematically integrates diverse fea-
ture extraction paradigms to comprehensively capture expression semantics. Ex-
tensive experiments demonstrate that our proposed network achieves competitive
performance in the task of single-eye expression recognition, especially under
poor lighting conditions. Anonymous code repository is provided in Appendix

1 INTRODUCTION

Single-eye Expression Recognition analyzes eye movement patterns via visual sensors. This emerg-
ing technique offers privacy/occlusion advantages over facial recognition (Hickson et al.l|2019; |Bar-
ros & Sciutti, 2021} [Wu et al., |2020a) and benefits applications like driver monitoring and HCI.
However, illumination challenges (low-light/HDR/overexposure) degrade performance. While ex-
isting solutions use infrared (Wu et al., 2020a) or depth sensors (Lee et al., [2020a; |Siddiqi et al.,
2014), they fail to capture critical ocular texture details and micro-movements.

Event cameras capture spatiotemporal light changes (position, timing, polarity) through asyn-
chronous outputs, excelling in extreme illumination scenarios via ultra-high temporal resolution
to track subtle ocular dynamics. However, event streams exhibit extreme semantic sparsity com-
pared to RGB data, limiting discriminative feature extraction. This inherent sparsity necessitates
leveraging complementary RGB information, while fusing both modalities enhances expression se-
mantics, significant challenges arise from fundamental differences in data generation mechanisms,
spatiotemporal representations, and semantic richness, compounded by the complexity of modeling
long-range temporal dependencies.

While SEEN (Zhang et al. 2023a)) pioneered RGB-Event fusion through direct addition, and
MSKD (Wang et al., |2024b) introduced cross-modal distillation for knowledge transfer between
RGB and Event modalities, both approaches neglect fine-grained modality alignment. This simple
static fusion mechanism ignores the deep semantic alignment problem between modalities, often
leading to inconsistent semantic representations and limiting the representation ability of the model.
To address this, we explore collaborative modeling of long-sequence Event and RGB data. Recently,
Mamba-based Methods (Zhang et al., 2025} Dong et al., 2024bza; [Liu et al.,|2024a)) demonstrate su-
perior performance in multimodal semantic collaborative perception and modeling. However, the
direct concatenation of dual-modality semantics still leads to misalignment and inconsistencies in
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spatiotemporal semantics. Moreover, some methods (Wan et al.|[2024; Wang et al.|[2024a; |Ye et al.}
20235)) attempt to adopt an alternating optimization model parameter space to align the semantic dis-
tributions of the two modalities. This is because the ultimate objective of deep models is to fit or
learn the distribution of data. Consequently, the outcome of efficient collaborative modeling between
two modalities is that the two modal distributions learned by the model become aligned. However,
the above mentioned methods (Wan et al., 2024; Wang et al., 2024a;|Ye et al.|[2025), the two modes
of information remain independent and lack direct participation of modality data in the process of
trying to learn the common distribution.

In addition, there are common and unique semantics in the discrimination of different expressions.
The semantic discrimination provided by the eye region alone is very limited. Based on the tradi-
tional single-branch deep model, the unique semantics of different expressions are easily coupled
with each other, thereby reducing the discriminative ability. Mixture of Experts (MoE) (Jacobs et al.,
1991} [Shazeer et al.,[2017) is a model that combines multiple sub-model experts and a gating mech-
anism to perceive and encode diverse semantic representations from different perspectives, to allevi-
ate the semantic coupling problem of traditional deep models. Conventional MoE implementations
face inherent limitations due to their architecturally homogeneous experts with equivalent represen-
tational capacities. This structural uniformity induces overlapping feature learning across experts,
which undermines their potential for specialization. Recently, HMoE (Wang et al., [2024al) reveals
that such homogeneity constrains models’ ability to address heterogeneous complexity demands.
MFG-HMOoE (Chen et al., [2025) introduces modular heterogeneity by grouping experts sharing in-
ternal structures and varying convolution kernel sizes between groups, this approach retains intrinsic
structural uniformity within groups and restricts diversity to a single parameter dimension (kernel
size). However, these methods often suffer from the homogeneity problem among experts, which
means that the abilities of experts may overlap when processing different semantics, resulting in
poor performance of the model when dealing with complex and diverse inputs. Motivated by the
need to overcome these limitations and achieve deeper, more fundamental specialization, we exploit
inherent structural heterogeneity within our Mixture-of-Experts framework. By designing experts
with diverse architectural foundations, we enable the extraction of truly distinct expertise to capture
the varied complexity and multimodal nature of real-world data.

To solve the above two issues, we proposed a Multi-modal Collaborative Optimization and Expan-
sion Network (MCO-E Net). The MCO-E Net contains two novel designs: Multi-modal Collab-
orative Optimization Mamba (MCO-Mamba), Heterogeneous Collaborative and Expansion MoE
(HCE-MOoE). In MCO-Mamba, based on Mamba, we use two-modal information to jointly opti-
mize the model, and perform collaborative interaction and fusion of modal semantics to drive the
model to balance the learning of two-modal semantics and capture the advantages of both modali-
ties. In the HCE-MOoE, distributes structurally diversified experts (deep, attention and focal) through
a dynamic routing mechanism, enabling collaborative learning of complementary semantics. This
heterogeneous architecture systematically combines diverse feature expertise knowledge extraction
paradigms to capture comprehensive expression semantics. Contributions of this work are as fol-
lows:

o We design the MCO-Mamba to better align and fuse the Event and RGB modalities in a
collaborative manner.

o We design the HCE-MOE to enable collaborative learning of complementary visual repre-
sentations.

e Extensive experiments demonstrate that our MCO-E Net achieves competitive performance
in event-based single-eye expression recognition.

2 RELATED WORKS

Expression Recognition. Current facial expression recognition methods (Zheng et al.| [2023]; [Lee
et al.| 2020b; Zhang et al., |2023bj |Li et al.|, [2023; Xu et al.l 2025)) predominantly rely on RGB data
but exhibit sensitivity to lighting variations and occlusions. Subsequently, MRAN (Lee et al.| |2020b)
processes synchronized color, depth, and thermal streams via spatiotemporal attention mechanisms,
while DMD (Li et al., [2023) employs graph-based distillation units to optimize cross-modal inte-
gration. However, these methods face practical challenges such as privacy concerns and hardware
constraints. To relieve these issues, Zhang et al.|(2023a) and MSKD (Wang et al., 2024b)) are eye



Under review as a conference paper at ICLR 2026

expression recognition methods that use event streams to protect privacy and resist the challenges
of poor lighting conditions. Inspired by them (Zhang et al.,|2023a; Wang et al., [2024b), we further
design an efficient RGB and event modality collaborative modeling mechanism to mine and fuse the
semantic advantages of the two modalities.

Mamba Framework. The recently introduced Mamba (Gu & Daol 2023) architecture, integrating
State Space Models (SSMs) (Gu et al., 2022} 2021b)) from control theory (Basar, 2001), combines
fast inference with linear sequence-length scaling, enabling efficient long-range dependency model-
ing. Its vision-specific variants (Zhu et al., 2024; [Liu et al., [2024b; [Li et al., [2024)) and multimodal
extensions (Zhang et al., |2025; Dong et al.l 2024bza; [Liu et al., [2024a) demonstrate strengths in
processing heterogeneous data (video, audio, language). However, existing methods rely on di-
rect feature concatenation without addressing modality gaps. Recent works like Sigma (Wan et al.,
2024) (partial SSM parameter exchange), MSFMamba (Gao et al., 2025)) (full parameter exchange),
and DepMamba (Ye et al, |2025) (selective parameter sharing) attempt cross-modal alignment but
enforce static fusion strategies, risking modality-specific feature degradation or shared-specific im-
balance. To resolve this, we propose an adaptive coupling mechanism that dynamically balances
modality-shared and modality-specific features during interaction, enabling task-driven cross-modal
fusion.

Mixture-of-Experts (MoE). The MoE developed by Jacobs et al.|(1991), enables specialized com-
ponents to autonomously process segmented data domains and then integrate them uniformly. On
this basis, SMoE (Shazeer et al.| |2017) proposed Sparsely-Gated Mixture-of-Experts, which em-
ploys a gating network for expert selection and proposes a Top-K routing strategy, that is, selecting
the K experts with the highest probability. |Zhou et al.| (2022b) proposed expert choice routing,
change the routing method from selecting top-k experts for each token to selecting top-k tokens for
each expert. Hard MoE (Gross et al., 2017), employing a single decoding layer, demonstrates effi-
cient trainability while achieving competitive performance on large-scale hashtag prediction bench-
marks. HMoE (Wang et al.l 2024a) solves the expert homogeneity problem by changing the pa-
rameter dimension size of the expert sub-network, but this modulation mechanism fundamentally
retains the unified structure of the experts. MFG-HMoE (Chen et al., |2025) introduces modular
heterogeneity by grouping experts with identical internal structures within each group and varying
convolution kernel sizes between different groups for super-resolution tasks. Different from these
prior works (Wang et al.l [2024a; (Chen et al., 2025; |Wang & Liu, 2025), we exploit structural het-
erogeneity to design a Mixture-of-Experts that can extract different expertise through experts with
different structures.
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Figure 1: Overall architecture of our proposed MCO-E Net. The Network contains two novel de-
signs: Multi-modal Collaborative Optimization Mamba (MCO-Mamba) and Heterogeneous Collab-
orative and Expansion Mixture of Experts (HCE-MoE).

3 METHODOLOGY

Overview. Overall architecture of our MCO-E Net is shown in Fig. Input information con-
tains: RGB sequences F; € R7>*WxC i — 1 2 ... m and Event sequences I; € REXWXB j —
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1,2,--- ,m, where H,W,C and B represent height, width, RGB channels and Event channels.
Firstly, the RGB sequences and Event sequences are fed into their respective backbones; Each ten-
sor is processed by ResNet-18 for feature extraction, and then all features are concatenated together
to obtain F and E € RMXE F is the feature dimension, M is sequence length. Next, features
F and E undergo our MCO-Mamba, jointly optimizing the model and performing collaborative
interaction and fusion of modal semantics. Finally, the fused representation from MCO-Mamba
is processed through our HCE-MoE. The HCE-MoE combines diverse feature expertise knowledge
extraction paradigms to capture comprehensive expression semantics.

3.1 MCO-MAMBA

As mentioned in Intro. |1} the differences in information generation mechanism, representation form,
and semantic richness between event streams and RGB data sequences lead to a modal semantic
gap between the two modalities; In addition, both modalities exhibit long-sequence characteristics,
which undoubtedly adds challenge to the collaborative modeling of modes. To relieve two sub-
issues, we leverage the advantages of Mamba for long-sequence data modeling to design a multi-
modal joint optimization and interactive representation model, to fully leverage the advantages of
both modalities. To this end, we proposed the Multi-modal Collaborative Optimization Mamba
(MCO-Mamba).

Our proposed MCO-Mamba is shown in Fig. [2| which consists of two core components: (i)Multi-
modal Joint Optimization Scheme (MJOS) for Mamba: we jointly optimize Mamba with two modal-
ities of information to improve its modeling of long-sequence information and perception of cross-
modal information, thereby building a semantic bridge between the two modalities. (ii)Multi-modal
Collaborative Interaction Block (MCIB): We further interactively represent and fuse the two modal-
ities to achieve complementary advantages of the two modalities.
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Figure 2: Architectures of proposed MCO-Mamba. We first jointly optimize the model using Event
and RGB modalities to balance the learning of the two modal distributions; Next, we model the
collaborative interaction between two modalities to leverage their respective strengths.

3.1.1 MJOS FOR MAMBA.

To efficiently perceive and capture high-quality semantics from long-sequence data, we use Mamba
to encode the semantics of Event streams and RGB sequences. However, Mamba is not good at
collaborative modeling of two-modal semantics. Therefore, some methods (Zhang et al.,[2025;|Dong
et al., 2024bja} |L1iu et al., 2024a) integrate the semantics of Mamba after modeling, but this does not
perceive the role of sequence information in the fusion of modal semantics. Other methods (Wan
et al.| 2024} |Gao et al.|, [2025) are to alternately update the time series status information of Mamba.
Although these methods can effectively perceive the temporal semantics of two modalities, they lack
the joint participation of two-modal information. This is not conducive to the balance of two-mode
semantic distribution and the effective capture of semantic meaning in deep models. So, we use
two-modal sequence data to jointly optimize the state information of Mamba. Here, we use SSM
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with bidirectional scanning (Zhu et al.| [2024) to capture the forward and backward dependencies
respectively to ensure that the output of each position can simultaneously refer to the context of the
entire sequence. We define it as Multi-modal Joint Optimization Scheme (MJOS) for Mamba.

Specifically, details of our MJOS for Mamba are shown in Appendix Algorithm [I] At different
times, we jointly optimize the state equation of Mamba using the RGB modality and Event modality
(as shown in Fig. E]) as detailed below:
_ — — ’ t
hkas = Arcp - higy + M (Brcs, Brvent) *Trap (D
—_————
Joint Optimization
’ t
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Joint Optimization
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Joint Optimization
Multi-modal joint optimization function M is defined as:
M(A,B) = (W~[A;B]+b)@A ®)

where [; ] denotes concatenation and @ represents element-wise addition. This formulation enables
feature concatenation from both modalities followed by learnable projections (I, b), creating shared
parameters that preserve modality-specific characteristics while establishing cross modality associ-
ations.

3.1.2 MCIB.

We further introduce the Multi-modal Collaborative Interaction Block (MCIB) to achieve fine-
grained semantic alignment and complementary fusion between modalities. As depicted in Fig. 2}
MCIB processes input features yrgs and ygyvent through a cross-attention and projects them into each
other’s Query. This enables RGB features to actively retrieve dynamic details from event streams
while event features selectively attend to static contextual semantics within RGB data. Following,
we take the projection of two modalities as each other’s Query:

QRGB = WSGByEventa QEvent = W(SventYRGB (6)

Yree = MHA(YrGB): YEvent = MHA (YEvent) @)

where yreB and ygvent are input features of semantic fusion block, W is learnable linear projec-
tion. To adaptively balance modality contributions, we design a gating mechanism:

a = U(Z (yRGB © yEvent)) (8)

H=aoa- Yi{GB + (1 - Oé) : y;‘lvent (9)
where o denotes the sigmoid function and ® represents element-wise multiplication. This gating
strategy maintains inter-modality equilibrium without introducing additional parameters and avoid
biasing towards a certain mode, effectively reducing model complexity while preserving fusion flex-
ibility.

3.2 HCE-MOE

As described in Intro. |1} we try to adopt Mixture-of-Experts (MoE) to dynamically select experts
to obtain diverse semantic representations. Unlike conventional MoE, we design Heterogeneous
Experts to minimize semantic overlap and maximize diversity. To address the limitations of linear
routing in standard MoE (Mustafa et al.| 2022), load imbalance, and poor global context modeling,
we introduce an Attention-Guided Router inspired by Wu et al.| (2024b)), dynamically adapting to
complex feature relationships. So, we propose the HCE-MoE, which contains: Router with Atten-
tion, Deep Expert, Attention Expert, and Focal Expert.
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Figure 3: Structure of the proposed HCE-MoE.

3.2.1 ROUTER WITH ATTENTION.

Different from attention router (Wu et al., [2024b; Blecher & Finel 2023b)), we further combine
the original features and attention-processed features and add nonlinear representations to improve
router capabilities.

H' =P, (o(P1(LN(MHA(H) ® H)))) 10)
G = {(my, h;)}"_, = TopK (Softmax(H')) (11)

where H € RVe, N, is number of experts. Py /, are linear projections, MHA(-) denotes multi-head
attention, and G contains selected expert indices m; with corresponding weights h;, Top-K takes
the first kK maximum value operation. Compared with traditional MoE routers (Shazeer et al., 2017}
Zhou et al.|[2022a)), our structure can more carefully model the mapping relationship input to experts
through hierarchical processing of Py — o — Pa, reducing routing confusion. Compared with
existing methods of using attention routers (Blecher & Finel [2023aj[Wu et al.,2024a), we combine
the output of MHA and the original input, the router can simultaneously utilize the original features
without attention processing and the global context of attention output, avoiding information loss
while fusing context information.

3.2.2 DEEP EXPERT.

Traditional expert (Zhou et al., 2022b; [Wang et al., [2024a) typically employ 1 or 2 layers, shallow
networks strive to compose low-level features into high-level semantics, while narrow intermediate
layers restrict the model’s ability to handle complex features. So, our deep expert implements pro-
gressive feature refinement through L stacked transformation blocks, each of the L layers expands
the input dimension to 4 its original size, creating a high-dimensional space for features. Subse-
quent compression back to the original dimension ensures compatibility with residual connections
while preserving key information:

00 =Pal (O [P 0 D 0 71T ) (1) (12

=1
where H is input feature, Pfl) :Rd 5 R4 expands dimensions, PQ(l) : R* 5 R4 restore dimen-

sions, Pg(l) ‘R 5 RI ,J is number of expression class, D denotes dropout, [ is [ — th layer, L is
depth and szl is nested operations from the first layer to the L layer.

3.2.3 ATTENTION EXPERT.

Ordinary experts (Zhou et al, | 2022b; Wang et al.| [2024a) are usually composed of only fully con-
nected layers, lack explicit sequence modeling capabilities, and are difficult to deal with scenarios
that require global context. While deep-oriented architectures excel at hierarchical feature extrac-
tion, they lack input-adaptive feature weighting crucial for emotion-varying contexts. To address
this, we design attention experts specializing in global contextual reasoning through multi-head
self-attention. Each expert introduces MHA internally to enable it to capture dependencies in the
input sequence, which is crucial for sequence processing tasks:

04 = P(CN(MHA(H) & H)) (13)
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Methods Metrics(%) Accuracy under lighting conditions(%) Accuracy of emotion classification(%)
WAR UAR | Normal Overexposure Low-Light HDR | Happy Sadness Anger Disgust Surprise Fear Neutral
Former DFER Face | 658 67.2 | 70.1 65.4 66.2 61.1 [ 81.5 75.2 858 594 393 508 78.6
Former DFER* Face | 48.0 48.0 | 47.0 51.9 45.6 472 | 441 65.2 46.0  66.5 28.0 503 36.1
R2+1)D Face | 49.7 51.5| 543 50.3 44.4 493 | 63.6 45.5 657 278 333 379 86.6
3D Resnet18 Face | 49.1 50.5| 51.9 51.4 44.8 478 | 54.8 454 677 238 372 428 816
Resnet50 + GRU | Face | 352 34.7 | 43.0 357 28.9 328 | 279 38.0 497 445 69 700 56
Resnet18 + LSTM | Face | 56.3 58.0 | 57.9 60.4 53.9 525 | 57.8 86.0 649 465 92 816 5938
EMO Eye | 63.1 633 | 61.8 62.8 60.1 69.6 | 75.0 75.1 702 48.1 375 541 828
EMO* Eye | 53.2 533 | 46.1 60.2 55.5 589 | 62.0 73.2 60.1 38.7 257 480 653
Eyemotion Eye | 788 79.5| 79.0 81.8 81.5 725 | 743 85.5 795 743 69.1 792 945
Eyemotion* Eye | 759 772 | 77.8 75.9 79.8 69.7 | 79.6 85.7 812 712 547 71.6 964
SEEN Eye | 83.6 84.1 | 833 85.6 80.8 84.8 | 85.0 89.9 922 767 72.1 877 852
MSKD Eye | 86.2 86.6 | 844 89.1 88.3 827 | 85.6 91.7 923  79.0 794 830 903
HI-Net Eye | 86.9 87.7 | 84.6 90.3 87.2 852 | 934 955 878 853 70.6 912 89.8
Ours Eye | 91.3 919 | 87.7 93.8 93.6 90.2 | 97.0 984 947 877 81.7 894 946

Table 1: Comparison with SOTA methods on SSE dataset under UAR, WAR, Normal, Overexpo-
sure, Low-Light and HDR. Best results are shown in bold, the second best results are shown in
underlined. * indicates that the model has not been pre-trained.

where O4 € RY, 7 is number of expression class, LN is Layer Normalization and P is linear
projection. Add the output of MHA with the original input, retaining the underlying feature infor-
mation to avoid information loss. In addition, layer normalization is used after MHA and residual
connection to improve overfitting and enhance model generalization.

3.2.4 FoCAL EXPERT.

The efficacy of Single-eye expression recognition heavily relies on the precise localization of micro-
expression patterns (e.g., eye narrowing or brow furrowing). While global attention mechanisms ex-
cel at contextual modeling, they often overlook fine-grained spatial details critical for subtle emotion
discrimination. To achieve this, we design Focal expert specializing in hierarchical local features:

Oc = C1(0(C5(H))) (14)

where O € R7 | 7 is number of expression class, C7 and C3 denotes convolution with kernel size
1 and 3.

3.2.5 EXPERT INTEGRATION.

Final prediction integrate outputs from activated experts through weighted aggregation:
O= > hi-On,(H) (15)
(ms,h;)EG

where (m;, h;) € G calculated from router with attention, > h; = 1 ensures normalized contribu-
tions, O, (+) is the activated expert, maybe Op, O 4, O¢.

3.3 Loss FUNCTION

To prevent routers from overly favoring a specific combination of experts and encourage expert
diversity, we add constraints to HCE-MoE:
Lortho = MSE(WTW, ) (16)

where M SE is the mean square error, W is the weight of the last layer (output layer) of the router
and [ is the identity matrix. Overall, loss of MCO-E Net is the cross entropy loss and Lo.¢h0, as
follows:

L= Lck + Lortho (17)

We verify Loy¢ho is effective in Appendix [A.4]

4 EXPERIMENT

Experimental details. Datasets: Our method is extensively experimented on the SEE (Zhang et al.}
2023al) and DSEE (Wang et al.,[2024b) datasets. Evaluation Metrics: Performance is measured via:
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UAR (Unweighted Average Recall) and WAR (Weighted Average Recall). In addition, the efficiency
analysis is given in the Appendix more ablation studies are given in the Appendix [A.3], more
details on hyperparameter settings are given in the Appendix

4.1 COMPARISON WITH STATE-OF-THE-ART METHODS

Since combining RGB and Event in Single-eye expression recognition task is a new strategy, re-
lated work is scarce. Therefore, to prove the performance of our network, our network is com-
pared with RGB-based methods: EMO (Wu et al.| 2020b), Eyemotion (Hickson et al. [2017), For-
mer DFER (Zhao & Liul 2021), R(2+1)D (Tran et al., 2018), 3D Resnet18 (Hara et al., 2018),
Resnet50+GRU (Chol[2014), Resnet18+ LSTM (Hochreiter & Schmidhuber,|1997) and Event-based
methods: SEEN (Zhang et al., [2023a), MSKD (Wang et al.,|2024b) and HI-Net (Han et al., [2025).
In addition, expression recognition methods categorize into eye-based or face-based analysis, as
summarized in Table [1l

As shown in Table E]and TableE], on the SEE (Zhang et al.| 2023a) and DSEE (Wang et al.l 2024b)
datasets, our proposed method significantly outperforms the existing SOTA methods in WAR and
UAR. Specifically, on SEE, our method outperforms the SOTA methods by 4.4% and 4.2%, re-
spectively. On DSEE, our method outperforms the SOTA methods by 2.0% and 1.8%, respectively.
In addition, we also show the performance under four different lighting conditions. As shown in
Table [T} our method shows the best accuracy under all lighting conditions. In addition, compared
with SEEN (Zhang et al.l [2023a) and HI-Net (Han et al.| [2025), our method shows better ability
to capture and emphasize semantic features around the eye or eyebrow region under four lighting
conditions, as shown in Fig. E}

4.2 ABLATION STUDY

Methods WAR UAR
A. RGB Only 83.5 84.3
B. Event Only 72.6 73.3
C. w/o MCO-Mamba 89.4 90.1
D. MCO-Mamba(w/o MJOS) 89.9 90.5
E. MCO-Mamba(w/o MCIB) 89.8 90.5
F. w/o HCE-MoE 88.9 89.7
G. HCE-MOE (1 type of expert) 89.9 90.5
H. HCE-MOoE (2 type of experts) 90.6 91.3
I. Ours 91.3 91.9

Table 2: Results produced by combining different components of our proposed network.

4.2.1 EFFECTIVENESS OF MULTI-MODALITY SEMANTICS.

Table. [2| demonstrates the critical advantage of multimodal fusion through controlled experiments:
Exp. A (RGB only) achieves 83.5% WAR while Exp. B (Event only) reaches 72.6% WAR, whereas
our full RGB+Event model attains 91.3% WAR. This significant gain stems from complementary
strengths: event streams capture high-temporal-resolution dynamic details with extreme lighting ro-
bustness, while RGB provides rich spatial-semantic around ocular regions, enabling comprehensive
expression modeling.

4.2.2 EFFECTIVENESS OF MCO-MAMBA.

In proposed MCO-Mamba, we use MJOS (for Mamba) and MCIB block for joint optimization of
model and Multi-modal collaborative modeling, respectively. From the experimental results shown
in C to E of Table. 2] we can analyze the greatest impact on performance is row C. To the removal of
MCO-Mamba, the advantageous semantics of these two modalities cannot be combined, resulting
in performance degradation. D of Table. [2]removes MJOS from MCO-Mamba. This means that the
features extracted by backbone are directly fusion through MCIB block. The lack of parameter joint
optimization strategy leads to significant reduction in model performance. E of Table. [2]is remove
MCIB from MCO-Mamba, change the fusion method to feature addition. The lack of semantic
integration leads to performance degradation in WAR and UAR.
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Methods Metrics(%) Accuracy under lighting conditions(%) Accuracy of emotion classification(%)
WAR UAR | Normal Overexposure Low-Light HDR | Happy Sadness Anger Disgust Surprise Fear Neutral
Former DFER Face | 59.7 61.1 | 58.1 64.2 60.7 588 | 71.1 54.8 672 643 452 427 826
Former DFER* Face | 502 51.1 | 50.3 50.7 47.3 535 | 63.1 50.7 499 481 40.8 420 628
R2+1)D Face | 45.8 450 | 49.1 45.9 36.6 444 | 521 53.5 27.1 62.0 547 298 356
3D Resnet18 Face | 53.3 53.8 | 549 55.6 442 56.5 | 62.7 56.5 589 509 515 335 626
Resnet50 + GRU | Face | 71.6  66.3 | 69.9 70.5 69.3 78.4 | 66.3 62.2 783 758 68.5 657 847
Resnet18 + LSTM | Face | 72.2  73.0 | 71.3 73.1 69.7 79.6 | 72.3 61.9 783 768 69.9 669 84.8
EMO Eye | 68.0 68.8 | 67.0 68.2 65.5 76.5 | 73.7 59.2 708 742 61.6 61.7 802
EMO* Eye | 67.8 68.7 | 674 67.0 63.2 78.6 | 68.3 64.4 70.7 737 629 586 825
Eyemotion Eye | 723 73.1 | 713 72.1 69.3 82.0 | 723 66.4 769 749 704 649 858
Eyemotion* Eye | 71.8 727 | 704 70.4 70.1 83.8 | 71.0 68.2 750 748 66.8 672 863
SEEN Eye | 719 72.6 | 70.9 74.8 69.8 755 | 722 65.3 785 749 720 61.0 842
MSKD Eye | 774 779 | 76.1 78.6 75.0 86.2 | 80.1 73.7 838 793 754 668 86.3
HI-Net Eye | 724 733 | 71.7 72.5 66.6 86.8 | 78.0 68.9 68.8 743 766 589 875
Ours Eye | 794 79.7 | 79.1 752 75.1 96.5 | 85.5 697 812 822 825 709 859

Table 3: Comparison with SOTA methods on DSSE dataset under UAR, WAR, Normal, Overex-
posure, Low-Light and HDR. Best results are shown in bold, the second best results are shown in
underlined. * indicates that the model has not been pre-trained.

SEEN MCO-E Net

w/o

HI-Net MCO-Mamba

MCO-E Net
(Ours)

Normal

Low-Light Overexposed HDR

Figure 4: Heatmap visualization of the com-
parison between our proposed MCO-E Net and
SOTA methods

wlo
HCE-MoE

Overexposed HDR

Normal Low-Light

Figure 5: Heatmap visualization of the compar-
ison between our proposed MCO-E Net and re-
moving MCO-Mamba or HCE-MoE

4.2.3 EFFECTIVENESS OF HCE-MOE.

Ablation studies for HCE-MoE (Table [2) confirm its critical role: Replacing HCE-MoE with a
fully-connected layer reduced WAR/UAR by 2.4%/2.2%, demonstrating that HCE-MoE decoupling
is essential for capturing fine-grained patterns (e.g., edge/texture features). Simplified variants using
one expert type (G) or two types (H) consistently underperformed full HCE-MoE, proving het-
erogeneous expert diversity (Deep/Attention/Focal Experts) reduces feature oversight probability.
Visual analysis (Fig. ) further shows degraded focus in lighting variations without HCE-MoE or
MCO-Mamba.

For more ablation studies on MCO-Mamba and HCE-MoE, we have included them in the Ap-

pendix[A.3]
5 CONCLUSION

In this paper, we proposed a Multi-modal Collaborative Optimization and Expansion Network
(MCO-E Net), for the single-eye expression recognition tasks. The MCO-E Net contains two novel
designs: Multi-modal Collaborative Optimization Mamba (MCO-Mamba), Heterogeneous Collabo-
rative and Expansion MoE (HCE-MoE). The MCO-Mamba drove the model to balance the learning
of two-modal semantics and capture the advantages of both modalities through joint optimization
in Mamba. The HCE-MoE systematically combines multiple feature expertise through a hetero-
geneous architecture, enabling collaborative learning of complementary semantics and capturing
comprehensive semantics. Extensive experiments demonstrate that our MCO-E Net achieves com-
petitive performance on the single-eye expression recognition task.
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A APPENDIX

Anonymous link to our code repository: https://anonymous.4open.science/r/
MCO-E-Net-459B

A.1 EFFICIENCY ANALYSIS.

As shown in Table. 4] our method achieves 91.3% WAR, while attaining the fastest inference speed.
This accuracy-speed synergy demonstrates strong potential for real-time applications.

Methods | WAR FLOPs (G) Time (ms)
Eyemotion (Hickson et al., 2017) | 78.8 5.73 17.5
EMO (Wu et al.,[2020b) 63.1 0.32 7.1
SEEN (Zhang et al.,[2023a) 83.6 0.95 7.2
MSKD (Wang et al.l[2024b) 86.2 0.27 6.1
HI-Net (Han et al.,[2025) 86.9 11.27 7.4
Ours \ 91.3 1.77 2.3

Table 4: Computational efficiency comparison of eye-based expression recognition methods.

A.2 ALGORITHM OF MJOS FOR MAMBA

Algorithm 1 Process of Mamba with MJOS

Input: sequence E, F
Qutput: sequence YRGB, YEvent

I: XreB, Zrep + Lin®*RGE (F) LinZRGE (F)

2: Xpvent, Zvent < Lin*&vent (E), LinZEvent (E)

3: XRGB7 XEvent < COIIVld(XRGB), Convld(XEvent)
4: for o in {forward,backward} do

5: /* Parameter initialization */

6: AR B ARvent < Parameter initialization

70 BRap Bfyent ¢ LIn®RGB (Xjop), Lin®Bvent (Xf one)

8: BEusion ¢ Concat(BRGB’ BEvent)

9: BRGB — LmBR?B (Bfusion) + BReB
10: BEvent + LinPEvent (BFusion) + BEvent co

11: CRan: Coyent — LinCRGE (X ap), Lin“Bvent (Xi one)
12: C;‘uslon — Con(/:at(CORGB7 C]oivent)

o

13:  Cgs « LincR?B (CRusion) + CRaB

14: C%’vent + LinEvent (CRusion) T CRvent
15: DRaBs DEvent < 1
16: /* Discretize */ Ao Ao
17: ARgp « log(1+ exp(Lin®RGB (XRGB)+Param RGB))
18: AZvent < log(1+ exp(Lln Bvent (XEve“t)+ParamAEvent )
19: ARGBvBRGB «+ discretize(A% o5, ARes BRGB)
20: AEuent7 BEuent A dlscretlze(AEuent ) AEvent7 BEvent)
21: /* State Space Model */
22: YRas ¢ SSM(ARG5’7 BRGB1 CRGBa Dce)(XraB)
23: Yvent + SSM(A%,.0s, B(})Euent7 CEvent7 DZvent) XEvent)
24: end for

25: YRGB LinYRGB (ZRGB (yfog;v]‘%ard_"_ybackward))

. £ d back d
26: yEvent = Lin"®ver* (Zgyent (YEvent  +YBvent )
27: return YRGB, YEvent
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Table 5: Results produced by change the number of experts in HCE-MoE

Methods WAR UAR
A N, =5 90.0  90.6
B. N. =10 89.0 89.7
C.N. =15 89.5 903
D.Ours (N, =8) | 91.3 919

A.3 MORE ABLATION STUDIES
A.3.1 NUMBER OF EXPERTS IN HCE-MOE.

Table. [5] demonstrates the impact of varying the number of experts (INV.) in our HCE-MOoE archi-
tecture on WAR and UAR. While configuration A (N, = 5) achieves metrics of 90.0% WAR and
90.6% UAR, increasing the expert count to 10 (configuration B) paradoxically degrades perfor-
mance to 89.0% WAR and 89.7% UAR. Subsequent expansion to 15 experts (configuration C')
yields partial recovery (89.5% WAR, 90.3% UAR), yet still underperforms relative to the baseline.
The result demonstrating that intermediate expert counts enable more effective knowledge special-
ization. This optimal balance suggests that: Insufficient experts limit model capacity for capturing
complex pattern variations; Excessive experts introduce parameter complexities, resulting in reduced
performance.

Table 6: Results produced by change the T'opk of HCE-MoE

Methods WAR UAR
A k=1 89.6 903
B. k=3 90.3 909
C.k=5 904 91.0
D.Ours(k=2) | 91.3 919

Topk of HCE-MoE. The experimental results in Table. [f|demonstrate a key balance in expert acti-
vation for our HCE-MoE framework. While extending the activation experts from k = 1to k = 3
improves recognition accuracy, further upgrading to k& = 5 yields only marginal gains, suggesting
the inherent limitations of indiscriminate expert aggregation. Our configuration with k£ = 2 achieves
optimal performance, outperforming both under activated and over activated settings by significant
margins.

A.3.2 DISCcUSSION OF MCO-MAMBA

Table 7: Results produced by different SSM matrix Interaction of our proposed MCO-Mamba.

Methods WAR UAR
A. MCO-Mamba (A) 90.2 90.8
B. MCO-Mamba (B) 90.2  90.8
C. MCO-Mamba (C) 90.1  90.7
D. MCO-Mamba (D) 89.8 90.5
E. MCO-Mamba (A, B) 89.9 90.6
F. MCO-Mamba (A, C) 90.2  90.9
G. MCO-Mamba (A, D) 89.5 90.2
H. MCO-Mamba (B, D) 89.8 90.4
I. MCO-Mamba (C, D) 90.1  90.7
J. MCO-Mamba (4, B,C,D) | 90.0 90.6
K. MCO-Mamba (B, C) 91.3 919

To verify the effectiveness of MCO-Mamba, we designed experiments from three perspectives: pa-
rameter sharing, selection of interactive parameters, and exchange of parameters.
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Parameter sharing. As mentioned in related work, static interaction strategies (such as sim-
ple parameter sharing or exchanging) that force a unified feature space tend to weaken modality-
specific features and cause an imbalance between modality-shared and modality-specific features.
To demonstrate that the static strategy that only sharing parameters between modalities affects
modality-specific representations, we designed experiments A to D of Table.[/| A to D respectively
indicate that the Multi-modal Joint Optimization Scheme (MJOS) is removed in our MCO-Mamba,
and only a single parameter matrix A, B, C or D is shared. From the results, we can see that
the performance drops dramatically. This is because the shared SSM parameter matrix affects the
modality-specific representation, resulting in an imbalance in the representation between modalities.

Selection of interactive parameters. To validate our choice of interacting B and C', we designed
experiments F to I of Table. [/} which represent interactive operations M on different parameter
matrices. From the analysis E to I of Table. [/} we can see that the performance has dropped
significantly due to the A and D. A interacts between two modalities, resulting in unstable state
transitions. D is a residual term, and interacting with D will affect the introduction of original
information.

Exchange of parameters. As shown in row J of Table. [/| we exchange all SSM parameters of
the two modalities. The observed performance degradation stems from the oversimplified exchange
mechanism undermining the critical modal-sharing features, which are essential for maintaining
synergistic coupling between multi-modality.

A.3.3 DiscussioN OF HCE-MoOE

Table 8: Results produced by change the router

Methods WAR UAR
A. MLP 88.9 8§9.7
B. Deep experts Only. 90.2 90.9

C. Attention Experts Only | 89.9 90.6
D. Focal Experts Only 89.9 90.5
E. Ours 91.3 919

The ablation study on router architectures as shown in Table. [§] where we designed four experiment
Ato D: A is to exchange HCE-MoE for MLP; B is to keep only Deep expert in HCE-MoE; C'
is to keep only Attention Experts in HCE-MoE; B is to keep only Focal Experts in HCE-MoE.
our proposed routing mechanism F achieves state-of-the-art performance. The MLP baseline (4)
produces the weakest results, and our designed expert show clear advantages: the Deep Expert (B)
achieves 90.2% WAR, slightly better than the Attention Expert (C) and Focal Expert (D), indicating
that the deep expert provides slightly greater discriminative power for this task.

A.4 ORTHOGONAL LOSS

In order to verify the effectiveness of the Orthogonal Loss we used in HCE-MoE, we recorded the
proportion of the expert’s activation and the proportion of the weight in the experiment.

Fig. [| demonstrates a remarkably consistent equilibrium in our Heterogeneous Collaborative and
Expansion Mixture-of-Experts (HCE-MoE). In the activation landscape (left), all three expert types
maintain near-identical utilization rates across 200 training epochs, with trajectories strictly bound
within 5% deviation from the theoretical equipartition line (30%). The inter-expert fluctuation range
remains confined below 2% at any sampled epoch (e.g., epoch 100: Focal 31.2%, Attention 29.8%,
Deep 30.1%).

This equilibrium extends to parameter allocation, where the weight distribution (right) forms in-
variant proportional bands: Focal (blue, baseline), Attention (red, middle), and Deep (green, upper)
experts perpetually occupy fixed 33.3%0.5% partitions of the total parametric resources. The perfect
superimposition of weight boundaries at all epochs confirms an explicit anti-collapse mechanism, as
neither specialist dominates nor diminishes in representational capacity.

As evidenced by the t-SNE projection in Fig.[/] the distinct spatial segregation among features, rep-
resented by blue circles (Focal), green crosses (Attention), and red diamonds (Deep), demonstrates
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Figure 7: t-SNE of features extracted by different experts.

fundamental divergence in representational space across expert types. The Focal experts concen-
trate within a dense low-variance cluster. In contrast, Attention experts exhibit deliberate dispersion
across the central band. The Deep experts vertically stratify along high-dimensional boundaries.

Spatial isolation of clusters confirms orthogonal knowledge extraction, where collectively enabling
complementary representation learning without collision.

A5

VISUAL COMPARISON OF MCO-E NET AND OTHER SOTA METHODS

As shown in Fig. [§] our method demonstrates superior capability in capturing and emphasizing
semantic features around eye or eyebrow regions across four lighting conditions when compared

with SEEN (Zhang et al.| [2023a) and HI-Net 2025). This focused perception enhances

expression classification accuracy.
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Figure 8: Heatmap visualization of the comparison between our proposed MCO-E Net and SOTA
methods

Overall, experimental results confirm that our proposed network performance breakthrough (91.3%
and 91.9% in WAR and UAR) is attributed to two core innovations: MCO-Mamba enabling dynamic
cross modality parameter interaction and semantic fusion, and HCE-MoE can to cover feature space
and make predictions by constructing multiple heterogeneous expert for the single-eye expression
recognition task.

A.6 IMPLEMENTATION DETAILS.

We trained our network for 200 epochs with batch size of 64 on a NVIDIA GeForce RTX 2080Ti
GPU. We set event channels B to 3, number of experts [V, to 8 and T'opkK to 2. We set the number
of input frames/tensors m to 2. We implemented MCO-E Net in PyTorch. We trained AdamW with
a weight decay 0.001, and the learning rate was set to 0.0003.

A.7 EVENT CAMERA

Event cameras (Gallego et al) [2019) detect pixel-level changes in scene reflectance with
microsecond-level latency and temporal precision, significantly reducing redundant data. These
characteristics enable distinct advantages including microsecond response times (j1 us), exceptional
dynamic range (up to 140 dB), and energy-efficient operation. Event generation occurs exclusively
when logarithmic intensity changes at individual pixels surpass a predefined threshold.

& ={(@igs tiypi)bi= 1,0 (18)

Here, &; denotes the i-th event, where (x;, y; ) represents pixel coordinates, ¢; specifies the timestamp
with microsecond precision, and p; € {£1} indicates polarity. The polarity p is determined by
the direction of brightness change: p = +1 corresponds to brightness increase, and p = —1 to
brightness decrease at the pixel location.

Following [Ahmad et al (2023), we also convert the asynchronous event data into a voxel grid.
The event sequence is represented as 1, Fo, - - - , E,,,, where the dimension of each event tensor
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E; € REXWXB In the event tensor E;, the spatio-temporal coordinates, z, € H, y, € W,
t, € (B — 1), lie on a voxel grid such that z, € {1,2,.... H},yr € {1,2,..,W}, and t;, €
{to,to + At, ..., to + (B — 1) A t}, where tq is the first time stamp, At is the bin size, and B — 1 is
the number of temporal bins and W, H are the sensor width and height.

A.8 STATE SPACE MODEL (SSM)

Mamba (Gu & Daol 2023) demonstrates superior capability in modeling complex sequential de-
pendencies through its structured State Space Model (SSM) architecture. This innovation renders
it particularly effective for long-sequence processing tasks, where conventional Transformer mod-
els (Dosovitskiyl 2020; [Huang et al., 2024) face limitations due to their quadratic computational
complexity. Unlike Transformer-based approaches, Mamba exhibits linear computational complex-
ity scaling with sequence length, offering superior computational efficiency for extended sequences.
Therefore, here we introduce the construction process of SSM.

State Space Models (SSMs) (Gu et al., 2021a; |Gu & Daol [2023) are control-theoretic frameworks
that formalize dynamical systems for sequential data processing. Originally derived from linear
system theory, these models employ state transitions and observation equations to capture temporal
dependencies in discrete sequences:

B (t) = Ah(t) + Bx(t), (19)

y(t) = Ch(t) + Dx(t).
SSM is defined by four parameters (A, B, C, D), where A is the state matrix, B is the input matrix,
C is the output matrix and D is the feedforward matrix.

Discretization. The continuous parameters A and B undergo discretization through transformation
methods using the timescale parameter A, yielding discrete counterparts A and B. This process
can be implemented with numerical integration techniques, particularly through the zero-order hold
(ZOH) method formalized in equation ([20):

A =exp(AA),

_ L (20)
B=(AA) ‘(exp(AA)—-1I)- AB.
The discretization process maps continuous-time parameters (A, A, B,

C, D) to their discrete counterparts (A, B, C, D). Following discretization, the differential equa-
tion of SSM can be expressed as follows:

hy = Ahy—1 + By,

21
Yt = Cht + D"Et.

In addition, the unidirectional SSM designed by Mamba (Gu & Dao, [2023) can only process se-
quences in one direction, while visual tasks require contextual information. Therefore, many meth-
ods (Zhu et al., 2024; [Wan et al., |2024; Zhao et al., [2024)) use SSM with bidirectional scanning to
capture global dependencies and overall semantics more accurately.

A.9 VISUALIZATION

The color distribution of the heat map reveals the complex relationship between emotional expres-
sion and eye dynamic characteristics as shown in Fig.[9] Under normal lighting conditions, anger and
disgust show highly similar eyelid edge activation patterns, but the former extends more significantly
in the triangular high heat area at the outer corner of the eye, suggesting that the model may capture
the subtle boundary between the two emotions. The pupil area of the happiness emotion maintains
a stable annular thermal envelope in all types of lighting, and the yellow ring structure around the
eye is in sharp contrast to the red pupil of the surprised emotion. It is particularly noteworthy that
the heat map of the neutral state shows a unique diffusion characteristic under overexposure condi-
tions. The uniform distribution of light blue around the eyes contrasts with the fragmented response
of other emotions in the same lighting, indicating that the model has established an independent
lighting invariant representation for the emotion-deficient state.
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Figure 9: Heat Map Visualization of our proposed MCO-E Net

The thermal shift phenomenon caused by low-light environment reveals the adaptive mechanism of
the model. The high response area of the inner corner of the eye for fear and sadness spreads toward
the glabella in low light. This migration pattern may reflect the model’s compensation strategy for
the loss of eye details - maintaining the ability to distinguish emotions by tracking a wider range of
muscle group movements. The performance of the HDR channel is particularly prominent. Separate
high thermal cores are observed in the middle and lower eyelids in anger, while surprise shows syn-
chronous activation of the pupil center and upper eyelid. This hierarchical response feature suggests
that the model adopts differentiated feature fusion strategies under different lighting conditions.

Fig. [0 shows that the model is most robust in encoding happiness and surprise. In the full range
of illumination from low light to HDR, the annular thermal structure of happiness remains intact,
while the pupil high thermal area of surprise always occupies the visual center. In contrast, the
thermal diffusion of the neutral state under overexposure conditions increases compared to normal
illumination, but the low-temperature uniform distribution pattern of the periocular muscles remains
recognizable, indicating that the model’s judgment of the baseline state relies on the overall distribu-
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tion characteristics rather than local hot spots. These observations together confirm that the feature
fusion mechanism in the design effectively balances local details and global information.

A.10 LIMITATIONS

While MCO-E Net achieves SOTA performance (WAR and UAR on SEE and DSEE datasets),
its computational efficiency presents opportunities for optimization toward edge deployment. The
bidirectional state-space modeling in MCO-Mamba necessitates dual-sequence processing for RGB
and event modalities, leading to quadratic complexity growth relative to input sequence length. our
design contributes to 1.77 GFLOPs, which may challenge resource-constrained devices like AR
headsets or embedded systems.

These architectural trade-offs were justified by significant accuracy gains under challenging light-
ing conditions. Future work could explore hardware-aware neural architecture search to balance
computational efficiency and latency.

Notably, our model still outperforms prior works in speed-accuracy trade-offs, and the limitations
primarily reflect inherent challenges in fusing long-range spatiotemporal modalities rather than al-
gorithmic deficiencies.

A.11 STATEMENT
A.11.1 ETHICS STATEMENT

We have adhered to the ICLR Code of Ethics in all stages of this research, including paper submis-
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throughout the process.

A.11.2 REPRODUCIBILITY STATEMENT

We have taken steps to ensure the reproducibility of our work. The source code for the models and
algorithms used in this paper is available in the supplementary materials. All datasets used in the
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and results can be independently verified by following the instructions in these materials.

A.11.3 THE USE OF LARGE LANGUAGE MODELS (LLMS)

No large language models (LLMs) were utilized in the ideation, writing, or analysis of this research.
All conceptualization, research design, data collection, analysis, and manuscript preparation were
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