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Abstract
In this research, we develop a taxonomy to con-001
ceptualize a comprehensive overview of the002
constituting characteristics that define retrieval003
augmented generation (RAG) applications, fa-004
cilitating the adoption of this technology for005
different application domains. To the best of006
our knowledge, no holistic RAG application007
taxonomies have been developed so far. We008
employ the method foreign to ACL and thus009
contribute to the set of methods in the taxon-010
omy creation. It comprises four iterative phases011
designed to refine and enhance our understand-012
ing and presentation of RAG’s core dimen-013
sions. We have developed a total of five meta-014
dimensions and sixteen dimensions to compre-015
hensively capture the concept of RAG applica-016
tions. Thus, the taxonomy can be used to better017
understand RAG applications and to derive de-018
sign knowledge for future solutions in specific019
application domains.020

1 Introduction021

Large Language Models (LLMs) have been iden-022

tified to have several core limitations. These in-023

clude a tendency to generate incorrect or mislead-024

ing information (hallucinations) (Liang et al., 2024;025

Nonkes et al., 2024), poor arithmetic capabilities, a026

lack of interpretative power, the high costs associ-027

ated with model revisions, limitations in handling028

less popular or low-resource concepts and entities,029

and an inability to reference sources accurately030

(Barnett et al., 2024; Soudani et al., 2024; Zhao031

et al., 2024). Several approaches have been devel-032

oped to mitigate the limitations of LLMs, while033

retrieval augmented generation (RAG) is as of now034

deemed as one of the most promising (Gao et al.,035

2024). RAG primarily enhances LLMs by incorpo-036

rating contextual information during the retrieval037

process, significantly improving the generated con-038

tent’s accuracy and consistency. Consequently,039

RAG improves LLM tasks and applications in var-040

ious ways, as evidenced by recent studies (Asai041

et al., 2024; Jiang et al., 2023; Martino et al., 2023). 042

Given its potential, this paper aims to develop a 043

conceptualization for RAG applications, illustrat- 044

ing how RAG can be systematically implemented 045

to improve LLM tasks and applications across var- 046

ious domains. Recent studies, such as those by 047

Asai et al. (2024); Jiang et al. (2023); Martino et al. 048

(2023), have shown various ways in which RAG 049

can enhance LLMs, underscoring its attributes as 050

explainable, scalable, and adaptable in nature (Siri- 051

wardhana et al., 2023). 052

Given this value of RAG for real-world applica- 053

tions, still there is a dearth of systematization of the 054

field. This is particularly evident in surveys, which 055

emphasize technological aspects over practical ap- 056

plications (Zhao et al., 2024). Therefore, we aim 057

to create a taxonomy that conceptualizes a compre- 058

hensive overview of the constituting characteristics 059

that define RAG applications, facilitating the adop- 060

tion of this technology. Current research on RAG 061

is distributed across various disciplines, and since 062

the technology is evolving very quickly, its unit 063

of analysis is mostly on technological innovations, 064

rather than applications in business contexts. To 065

the best of our knowledge, there have not been any 066

holistic RAG application taxonomies. Thus, our 067

research question is as follows: “How can RAG 068

applications be conceptualized in a taxonomy?” 069

Therefore, the main contributions of the paper 070

are as follows: 071

• We present a RAG taxonomy offering a com- 072

prehensive framework to define and cate- 073

gorize the core characteristics of Retrieval- 074

Augmented Generation (RAG) applications, 075

promoting their broader adoption and practi- 076

cal use. 077

• We contribute to taxonomy creation methods 078

within the ACL community by adapting the 079

approach of Nickerson et al. (2013) from the 080

field of Information Systems. 081
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• We validate the practical applicability of the082

created taxonomy by reviewing various papers083

on RAG applications and also by using the au-084

tomatic domain classification with ChatGPT.085

2 Related Work086

In this section, we discuss the peculiarities of the087

current survey before the other survey papers (Zhao088

et al., 2024; Gao et al., 2024; Li et al., 2022; Zhao089

et al., 2023) and discuss the origins of our taxon-090

omy creation approach.091

While there exist already various surveys on092

RAG, we would like to specify, how the current sur-093

vey paper is different from others. Li et al. (2022)094

provide one of the first survey papers on the topic095

that covers early works on RAG with application096

to NLP tasks such as Dialogue Systems, Neural097

Machine Translation, Paraphrase Generation, Text098

Style Transfer, etc. In Zhao et al. (2024), the au-099

thors comprehensively review existing efforts that100

integrate RAG techniques into AI-generated con-101

tent scenarios, exhibiting how RAG contributes102

to current generative models. Gao et al. (2024)103

contextualize the broader scope of RAG research104

within the landscape of LLMs. The paper presents105

various RAG components, datasets, and evaluation106

setups being the perfect source for both understand-107

ing the RAG concept as well as delving into the108

topic. Zhao et al. (2023) specialize in multimodal109

research for images, videos, code, text, etc. The110

main idea is to structure our knowledge of RAG111

by creating a taxonomy for different characteristics112

of the RAG system in order to make their develop-113

ment easier for further RAG applications.114

Classification research and typologies are used115

for the scientific pursuit of differences to theo-116

rize about commonalities (Beaulieu et al., 2015).117

Classification schemes and theories of typologies118

originate in biology to study and classify species,119

but have since gained widespread adoption in120

application-oriented research domains like the in-121

formation systems community (Nickerson et al.,122

2013). While sometimes typologies are synony-123

mous with the term framework, in this paper we124

will use the term taxonomy to structure the novel125

technological artifact known as RAG. Thus, we126

describe our methodology to develop a RAG appli-127

cation taxonomy following a systematic approach128

based on Nickerson et al. (2013).129

3 Taxonomy Development 130

In this section, we describe the methodology used 131

for developing the taxonomy of RAG. We describe 132

the process of paper selection, as well as the it- 133

erations of the methodology applied. Moreover, 134

we describe the additional approach for identifying 135

the domains where RAG was applied – an analysis 136

of papers found with specific queries in Google 137

Scholar and ACL Anthology using ChatGPT. 138

3.1 Methodology 139

Following the approach of Nickerson et al. (2013), 140

we defined our meta-characteristic as “structure 141

and applications of retrieval augmented genera- 142

tion”. In doing so, we included conceptual work 143

and case studies that aimed at specific application 144

domains or use cases. Due to the high dynamic in 145

the research area, we also included pre-print arti- 146

cles. To ensure minimal quality standards, we re- 147

viewed each article by two independent researchers. 148

To define a level of saturation, we used the objec- 149

tive and subjective ending conditions as proposed 150

by Nickerson et al. (2013). So, we examined a 151

representative sample of the most recent literature, 152

and those dimensions were stable for an iteration. 153

Thus, no extensions, merges, or splits of charac- 154

teristics were performed. We also ensured that 155

dimensions have at least one characteristic, and 156

those are directly derived from papers while being 157

unique. Subjective ending conditions were consid- 158

ered as proposed. We aimed for comprehensive- 159

ness, robustness, conciseness, extensibility, and 160

explainability. This is reflected in the adaptation of 161

dimensions throughout the iterations as we joined, 162

reorganized, and split categories. As we tackle a 163

recent and ever-changing phenomenon, we con- 164

clude that an expanded set of dimensions, namely 165

16, is still useful for research and practice in the 166

current state. Regarding robustness, we checked 167

for a strict separation between dimensions as well 168

as characteristics. Comprehensibility is ensured 169

by our extensive approach. Extensibility and ex- 170

plainability were tackled by repeatedly applying 171

examples to the taxonomy. 172

To start the development process, we choose 173

a twofold approach. First, we used aspects of 174

conceptual-to-empirical to catalyze the initial it- 175

eration (Nickerson et al., 2013). This was done by 176

identifying relevant domains with the help of Chat- 177

GPT. Second, we also incorporated an empirical-to- 178

conceptual approach that specifically used surveys 179
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of RAG, as those already provide some cumula-180

tive knowledge of the field. Still, most are rather181

new and have not gone through a proper double-182

blind review process. Thus, in combining both183

approaches, we propose a new angle to deal with184

emerging topics. Afterward, we strictly follow the185

empirical-to-conceptual regime.186

3.2 Paper Selection187

As the object of interest is relatively novel, we188

employed a naïve approach for identifying and se-189

lecting papers. As a first step, we started with190

the search string “RAG & application” at Google191

Scholar. The results encompassed several articles192

from the Association of Computational Linguistics,193

which is a driver of the general development of194

LLMs, as well as RAG. Thus, we deemed the gen-195

eral search strategy as useful. Despite high-quality196

results, most papers are in pre-print status and have197

not been part of a thorough peer review. Still, we198

include those, after quality checks by the author199

team. If articles are perceived as questionable by200

one of the researchers, we employed a cross-check201

by at least another researcher on the team. Also,202

we excluded published work with publishers that203

do not comply with the minimal standards of our204

research community.205

Due to the iterative approach taken, we reviewed206

twenty-eight papers in the taxonomy development207

process. While 20 papers have been reviewed and208

published in several venues, 8 papers are still in209

pre-print phase. However, we need to emphasize210

that all 8 papers were written in 2024 which means211

that they still can be accepted in the future.212

3.3 ChatGPT Domain Identification213

To facilitate the time-consuming process of paper214

analysis, we decided to apply it for identifying the215

application domains and further compare the out-216

come to see, whether such an automated technique217

applies to the taxonomy construction. First, we218

created two queries for Google Scholar – a large219

search system for academic papers1. The first query220

“application of rag” for the papers dating from 2023221

(anywhere in the article) returned ninety-three re-222

sults. The “rag application” query from 2023 (any-223

where in the article) returned seventy-four papers.224

Additionally, we searched these two queries in ACL225

Anthology2, and the first one returned two results,226

while five results are returned with the second one.227

1All searches are done on a date, 11.09.2024
2https://aclanthology.org/

Then, inspired by Rafailov et al. (2023), we cre- 228

ated a prompt to ChatGPT to cluster the extracted 229

papers into domains. We formulated the prompt as 230

follows: 231

You are a scientific assistant writing
a survey. Here below is a list of paper
names. Your task is to cluster those pa-
pers into domains. Name those domains
(it might be something like NLP,
or medicine).

232

After the prompt, we pasted names from the first 233

query separated with the line separator. Based on 234

the titles provided, the ChatGPT model identified 235

the following 10 classes: (1) Artificial Intelligence 236

and Natural Language Processing (AI & NLP); 237

(2) Cybersecurity; (3) Medicine and Healthcare; 238

(4) Business and Economics; (5) Education and 239

Programming; (6) Social Sciences and Ethics; (7) 240

Disaster and Risk Management; (8) Physics and 241

Engineering; (9) Data Science and Knowledge Dis- 242

covery; (10) Adversarial AI and Machine Learning. 243

When providing ChatGPT papers from the “rag 244

application” query, the output is: (1) Artificial In- 245

telligence and Language Models; (2) Legal and Jus- 246

tice; (3) Medicine and Healthcare; (4) Education 247

and Pedagogy; (5) Engineering and Construction; 248

(6) Data Science and Information Retrieval. 249

It is also important to emphasize that in addi- 250

tion to the class names, the model returned paper 251

examples for each class, therefore, we were able 252

to primarily check the correctness of the identi- 253

fied classes. Furthermore, during iterations, we 254

expected to use a manual paper check to prove the 255

ChatGPT clustering efficiency. 256

3.4 Iterations 257

We performed four iterations to build our initial 258

RAG application taxonomy. Overall, we analyzed 259

28 papers, including 4 surveys on RAG, that al- 260

ready performed the extensive analysis and gener- 261

alization of previous works (Li et al., 2022; Zhao 262

et al., 2023; Gao et al., 2024; Zhao et al., 2024). 263

Those papers already comprise over 2000 citations, 264

resulting in more than twenty-eight papers involved 265

in our study in total. Moreover, a major part of the 266

dimensions was added during the first iteration, 267

where two survey papers were analyzed. Therefore, 268

we consider this number of iterations reasonable, 269

which was also confirmed by meeting the follow- 270

ing objective condition – no new dimensions or 271
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characteristics were added, merged, or split in the272

iteration.273

Our iterative development process for the RAG274

application taxonomy, as illustrated by Figure 2275

in Appendix A started with an initial set of eleven276

dimensions, mapped across five meta-dimensions.277

In this first iteration, the key dimensions of the278

RAG Phase, Application Domain, Application279

Task, RAG Process, Paradigm, Retrieval Type, Re-280

trieval Process, RAG Role, Modality, Evaluation281

Metrics, and Failures of RAG were established,282

each annotated with a specific number of charac-283

teristics indicated by the numbers in parentheses.284

In the second iteration, we enriched the taxonomy285

by analyzing seven additional papers, leading to286

the introduction of three new dimensions: LLM287

Status, Granularity, and Dataset. Concurrently, we288

refined several existing dimensions by either merg-289

ing or adding new characteristics, reflecting deeper290

insights and broader coverage. By the third iter-291

ation, only two new dimensions were necessary:292

Application Architecture and Future Directions, in-293

dicating a nearing saturation in the scope of the tax-294

onomy. Adjustments were made to five dimensions295

during this phase, demonstrating a trend toward296

the stabilization of the taxonomy’s structure. The297

fourth iteration confirmed the saturation, as no new298

changes were made to the taxonomy, suggesting299

that the existing structure sufficiently captured the300

relevant aspects of RAG applications as evidenced301

by the literature. Across all iterations, the taxon-302

omy has evolved to accommodate and anticipate303

the dynamic nature of RAG applications, ensuring304

its relevance and utility in future research.305

4 Results306

In this section, we present the final RAG taxon-307

omy created from twenty-eight papers in four it-308

erations. Figure 1 illustrates the entire taxonomy309

divided into five main components. In the follow-310

ing subsections, we describe each component in311

more detail.312

4.1 General313

The first group of dimensions is devoted to gen-314

eral aspects of RAG systems, regardless of specific315

structural aspects. Within this group, we identified316

three dimensions to represent the general aim and317

motivation of applied RAG.318

D1 Phase: The dimension subsumes the focus319

of RAG in place. It also relates to the evolving320

discourse – despite being a novel phenomenon. Re- 321

search shows that there are three primary areas of 322

application for RAG. The resulting characteristics 323

are pre-training, inference, and fine-tuning (Gao 324

et al., 2024). 325

D2 Application Domain: In total, eight applica- 326

tion domains are found in the discourse. The most 327

frequent are health, law, biology, general AI and 328

NLP, as well as ecology (Gao et al., 2024). Further 329

application domains are education and research 330

(Barnett et al., 2024) as well as media (Siriward- 331

hana et al., 2023). 332

D3 Application Task: RAG methods can be ap- 333

plied to different applications or downstream tasks. 334

In this dimension, the characteristics are the promi- 335

nent tasks (Gao et al., 2024). We consider eight 336

characteristics, i.e. Question-Answering (QA), In- 337

formation Extraction (IE), Dialog, Reasoning, Slot 338

Filling (Glass et al., 2021), Machine Translation 339

(Li et al., 2022), Summarization (Zhao et al., 2024), 340

others. QA has several different types, e.g. open 341

domain QA, abstractive QA (Lewis et al., 2020), 342

GraphQA (He et al., 2024), etc. Other contains 343

some other tasks, for example, Fact Checking/Veri- 344

fication, Question Generation (Lewis et al., 2020), 345

Code search (Gao et al., 2024), and many more. 346

4.2 Structure 347

This includes an examination of the underlying 348

technologies that form the architecture of the RAG 349

application, determining whether the RAG acts as 350

the principal system or merely a component within 351

a larger system. We further delineate the struc- 352

ture of RAG systems by analyzing different RAG 353

paradigms—such as naive, advanced, and modular 354

RAG—which reflect varying levels of complex- 355

ity and integration. Additionally, we consider the 356

specific contexts or processes where the RAG re- 357

trieval is realized. In total, the structure includes 358

key characteristics that distinguish RAG systems. 359

D4 Retrieval Process: The retrieval process rep- 360

resents to what extent the RAG uses retrieval. Sin- 361

gle retrieval, multiple retrieval, and adaptive re- 362

trieval are the identified characteristics (Gao et al., 363

2024). Single retrieval thus solely relies on a single 364

retrieval sequence in a RAG, while multiple re- 365

trieval is an iterative or sequential approach. Adap- 366

tive retrieval is the most contextual approach, as it 367

integrates the results of prior retrieval to adapt the 368

next iteration of retrieval. 369
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Figure 1: RAG Taxonomy created from twenty-eight papers within four iterations.

D5 Paradigm: Gao et al. (2024) categorize the370

RAG research paradigm into three Naive RAG,371

Advanced RAG, and Modular RAG. In this dimen-372

sion, these three categories are the characteristics.373

In Naive RAG, there are three parts, i.e., indexing,374

retrieval, and generation. Advance RAG also in-375

cludes pre-retrieval and post-retrieval parts before376

and after retrieval. Modular RAG provides flexi-377

bility with different modules, e.g., search module,378

memory module, etc.379

D6 RAG Role: Within the application landscape,380

the role of RAG systems can vary significantly:381

they can operate as dedicated, monolithic systems 382

or as modular components integrated within other 383

application systems (Zhao et al., 2024). According 384

to the authors, subsystems can be part of larger 385

architectures that employ multiple frameworks, i.e. 386

RetDream for 3D Generation (Seo et al., 2024), R- 387

ConvED for video captioning (Chen et al., 2023), 388

and kNN-TRANX (Zhang et al., 2023) for text- 389

to-code tasks. In the above-mentioned systems, 390

RAG is used as an additional step to the pipeline, 391

enhancing generation with the retrieved data. 392
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D7 LLM Status: This dimension is binary, it393

checks for the adaptability of the LLM in place. So394

it can either be not used, meaning no further ap-395

proach is taken to improve the LLM performance,396

or it can be used (Chen et al., 2024). Used thus397

leads to different forms. It can be trainable to be398

adjusted in each context or it can be looped as a399

specification of the paradigm modular RAG.400

D8 RAG Process: In this dimension, processes401

in RAG models are discussed mostly based on the402

information by Gao et al. (2024). Five character-403

istics are considered, i.e., pre-retrieval, retrieval,404

post-retrieval, generation, and post-generation. The405

pre-retrieval step involves some techniques applied406

before the retrieval step, for instance, chunking,407

vectorizing, indexing, and some other strategies to408

e.g., optimize indexing, enhance user input, etc. In409

the retrieval step, the relevant information to the410

user input is retrieved. Post-retrieval includes meth-411

ods to improve the retrieved information during412

integration with user input, e.g. re-rank the infor-413

mation or subgraph construction (He et al., 2024).414

In the generation step, LLM provides a response to415

the prompt that contains the retrieved information416

and user input. Post-generation contains strategies417

that can be applied after generation, e.g. output418

rewrite (Zhao et al., 2024). Note that there exist419

various modules to enhance different components420

(see Gao et al. (2024) for more information).421

D9 Retrieval Type: There are different types of422

retrieval augmentation methods (Li et al., 2022).423

In this dimension, three characteristics are con-424

sidered, i.e., sparse-vector retrieval, dense-vector425

retrieval, and task-specific retrieval (Li et al., 2022).426

Sparse-vector retrieval involves methods, e.g., TF-427

IDF, BM25, etc. Dense-vector retrieval contains428

models based mostly on low-dimensional dense429

vectors, e.g., BERT-encoders, and relying often on430

vector databases. In task-specific retrieval, the re-431

trieval module is based on task (Li et al., 2022) and432

might comprise a database (Radeva et al., 2024).433

Some research works directly using the edit dis-434

tance between natural language texts (Hayati et al.,435

2018) or abstract syntax trees (AST) of code snip-436

pets (Poesia et al., 2022).437

D10 Application Architecture: When develop-438

ing a RAG system, in addition to the RAG struc-439

ture, we also need to consider the structure of the440

final application and the interaction of the com-441

ponents. (Radeva et al., 2024) present a web ap-442

plication RAG system that consists of the “local 443

or server-based installation”, “web application”, 444

“vector storage” (database), as well as the testing 445

and configurations. Therefore, this dimension com- 446

prises the web app, local server, database, testing, 447

and configuration characteristics. 448

4.3 Data 449

D11 Modalities: Although the concept of RAG 450

was originally developed for text-based generation, 451

its use has been adapted for a variety of other gen- 452

eration modalities (Chen et al., 2024; Gao et al., 453

2024; Lewis et al., 2020; Zhao et al., 2024). This 454

includes programming code, audio, visual content, 455

such as images and videos, 3D models, and other 456

knowledge structures. The latter can include ta- 457

ble structures, higher-level modeling languages, 458

graphs, textual graphs (He et al., 2024), or knowl- 459

edge graphs. The fundamental principles of RAG 460

remain similar across these different modalities, 461

even though slight modifications to the augmenta- 462

tion methods are sometimes required. 463

D12 Granularity: This dimension is for differ- 464

ent granularities of retrieved data based on the in- 465

formation by Gao et al. (2024). The modality can 466

be natural language (or text), yet still, the retrieved 467

granularity might vary from fine to coarse, e.g., 468

document, chunk, sentence, proposition, etc. (Gao 469

et al., 2024). Similarly, there exist several granu- 470

larities in structured data, e.g., sub-graph, triplet, 471

entity, etc. (Gao et al., 2024). 472

4.4 Evaluation 473

D13 Dataset: Regarding the datasets used for 474

RAG, most RAG surveys consistently list the 475

datasets used regardless of the application task, 476

the RAG step to be evaluated on as well as the 477

dataset availability. Thus, we focused on the matter 478

of availability and considered two characteristics, 479

i.e., publicly available, and proprietary datasets. 480

Some examples of publicly available datasets are 481

e.g. FEVER (Thorne et al., 2018), SQuAD (Ra- 482

jpurkar et al., 2016) etc., and the dataset, e.g. by 483

Bondarenko et al. (2020), is an example for propri- 484

etary datasets. 485

D14 Evaluation Metrics: When reviewing pa- 486

pers discussing separate models and architectures, 487

we can see that the authors mostly use task-specific 488

metrics (Thakur and Vashisth, 2024) or the genera- 489

tion output quality only (Chen et al., 2024). How- 490

ever, Gao et al. (2024) split evaluation metrics into 491
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two groups: retrieval evaluation and generation492

evaluation metrics, which are the base parts of493

RAG. The first group evaluates the relevance of494

the retrieved data to the query and is mostly repre-495

sented with the ranking evaluation metrics: Preci-496

sion@k, Recall@k, F@1, MRR, MAP (Gao et al.,497

2024). The second group involves generation eval-498

uation metrics, such as BLEU, METEOR, ROUGE,499

PPL (Radeva et al., 2024) and Accuracy, Rejection500

Rate, Error Detection Rate, Error Correction Rate501

(Chen et al., 2024).502

4.5 Limitation503

Despite multiple advantages and ubiquitous appli-504

cation, Zhao et al. (2024) outline limitations and505

possible directions of RAG. We describe the last506

two dimensions in more detail, also considering507

failures from Barnett et al. (2024).508

D15 RAG Failure Points: RAG limitations can509

be divided into two groups: internal (related to510

the system component efficiency) and integration511

(related to the problems of RAG components inter-512

action). Here, we discuss each type separately.513

The most evident and the most frequent failure514

point for RAG is the retrieval step. Noises in re-515

trieval results or missing relevant content may dras-516

tically decrease the final performance, as the in-517

formation provided to the generator may contain518

irrelevant objects or misleading information. Bar-519

nett et al. (2024) also state that the reason for that520

might be the missing content, e.g., “when asking521

a question that cannot be answered from the avail-522

able documents”. The next failure point is called523

“not in context” Barnett et al. (2024). In this case,524

the extracted documents were not correctly con-525

solidated during the post-retrieval process. The526

last three failure points relate to the generated out-527

put: the incorrect format of the output, incorrect528

specificity (“not specific enough or is too specific529

to address the user’s need”), and incomplete out-530

put that misses essential information even though531

being extracted by the retriever.532

When combining RAG with another system, the533

most common limitation is extra overhead: addi-534

tional retrieval and interaction processes lead to535

increased latency of the system. Moreover, speed536

time also depends on the gap between retrievers and537

generators: the integration process and increased538

system complexity might be other bottlenecks that539

should be considered. When applying RAG to540

LLMs or other generators with a limited context541

size, lengthy context might become a problem: the 542

models might not be able to accept the whole re- 543

trieved data as input and the generation process 544

will take much more time than expected. 545

D16 Future Directions: The last dimension out- 546

lines future directions for the RAG systems based 547

on the findings of Zhao et al. (2024). The most 548

straightforward directions are further development 549

of RAG methodologies, enhancements, and appli- 550

cations. This might include new interactions be- 551

tween the retriever and generator, various modu- 552

lar RAG architectures with looping, and more ad- 553

vanced pre- and post-processing steps. Another 554

direction is efficient deployment and processing. 555

When discussing limitations, most of the integra- 556

tion limitations were related to efficiency and la- 557

tency. Hopefully, future research on RAG capac- 558

ities will allow shorter system response time and 559

easier deployment. Another important research 560

direction is the incorporation of long-tail and real- 561

time knowledge. With the rapid growth of the data, 562

it is extremely difficult to constantly update large re- 563

trievals in RAG. Many existing works apply a static 564

database for knowledge retrieval, which requires 565

re-indexing and/or computing additional represen- 566

tations. Zhao et al. (2024) expect newer techniques 567

to solve the issue, as well as provide better retrieval 568

of less commonly referenced data. Lastly, the com- 569

bination of other techniques might be also seen as a 570

promising direction, e.g. integration of RAG with 571

the new state space model architecture like Mamba 572

(Gu and Dao, 2024) or RWKV (Peng et al., 2023). 573

5 Discussion 574

RAG application systems are an emerging technol- 575

ogy that has received considerable attention outside 576

the NLP community, which addresses the limita- 577

tions of LLM applications (Gao et al., 2024; Leiser 578

et al., 2024). While recent studies address both 579

the applications of LLMs and methods to mitigate 580

their shortcomings, RAGs have not yet been fully 581

recognized outside NLP community or explored 582

as a potential solution to these limitations. Thus, 583

our taxonomy provides a basis for applying RAGs 584

as an emerging technology for novel fields of ap- 585

plication. Based on our taxonomy, we see that the 586

broader community can engage in a socio-technical 587

perspective for guiding future RAG applications. 588

Domain-specific applications: Our taxonomy 589

shows that different mediums of generation are 590

7



gaining interest, including conceptual modeling591

approaches (Baumann et al., 2024). For example,592

process modeling already leverages generative AI593

for improving and (re-) designing organizational594

processes (van Dun et al., 2023). RAGs appear to595

make such application systems much more viable,596

as our taxonomy provides us an example, where597

knowledge structure already incorporates concep-598

tual process modeling types (Baumann et al., 2024).599

Thus, we see potential in incorporating RAGs into600

design science research endeavors (Hevner et al.,601

2004; Peffers et al., 2007; Teixeira et al., 2019) to602

address a variety of domain-specific applications.603

In our analyses, we identified proof-of-concepts604

and have seen little research on practical RAG ap-605

plications. Thus, we call for future research to ad-606

dress this lack of proof-of-value (Nunamaker et al.,607

2015).608

Business Value of RAG Applications: The im-609

pacts of AI have largely been due to increasing610

business value following business processes (Dav-611

enport and Ronanki, 2018). Research into con-612

versational agents has shown that they can lead to613

tangible business value (Kull et al., 2021; Mariani614

et al., 2023; McLean et al., 2021), whereas the as-615

sessment of LLM-based impact of business value616

remains under-studied (Storey et al., 2024). This617

could be attributed to current restraints of LLMs.618

However, with RAGs, there might be legitimate619

potential to create tangible business value, be it620

by also addressing knowledge- and labor-intensive621

services or improving work conditions.622

Ethical, legal, social implications: Most current623

research is moving towards sustainability, includ-624

ing calls for studying social value (Nunamaker625

et al., 2015) and putting the need for reflecting on626

values in system designs (e.g.: Bednar and Spieker-627

mann (2023); Friedman et al. (2013)). With LLMs628

already being discussed with ecological inefficien-629

cies due to their potential high carbon emissions,630

integrating RAGs to improve LLM applications631

might have unforeseen consequences. Similarly,632

we see ongoing discussions on the societal impli-633

cations of improving works systems, leading to634

potential job losses (e.g. Brynjolfsson et al. (2023))635

or legal disputes about leveraging copyrighted con-636

tent to generate new content (Golatkar et al., 2024;637

Samuelson, 2023). Integrating RAGs can improve638

either, yet its ethical, legal, and social implica-639

tions require careful consideration, exemplifying640

its socio-technical nature.641

Digital transformation and RAG implemen- 642

tations: The challenges of adopting technolo- 643

gies, including AI (Grønsund and Aanestad, 2020), 644

firms are facing include high resistance to change 645

and organizational barriers (Vial, 2019). Since 646

RAG applications address traditionally knowledge- 647

intensive tasks, such as analysis and interpretation 648

of data, aiming to outperform human capabilities, 649

we see the potential that RAG applications can lead 650

to increased organizational resistance, especially 651

when integrated into existing Enterprise applica- 652

tions. RAGs can play a considerable role as orches- 653

trators of enterprise application systems (Böhmann 654

et al., 2014) to call each functionality as part of its 655

retrieval and generate respective outputs. This in- 656

creasing complexity of heterogeneous applications 657

might lead to new challenges for digital transfor- 658

mation. 659

Thus, the taxonomy is broad with sixteen dimen- 660

sions. As the field is still evolving, we deem this 661

initial breadth beneficial to shape our community 662

understanding. While the field is settling and ma- 663

turing, a narrowed-down taxonomy could be the 664

next step, to further increase the conciseness and 665

applicability, especially for practice. As of now, 666

expert knowledge is still needed to assess several 667

details within the taxonomy. 668

6 Conclusion 669

Our RAG taxonomy provides a structured way to 670

categorize and analyze the diverse approaches, sys- 671

tem features, and technologies that constitute RAG 672

applications. Thus, we contribute to a clearer under- 673

standing of its components and their interactions. 674

The taxonomy has five meta-dimensions, sixteen di- 675

mensions, and sixty-one characteristics, reflecting 676

the inherent complexities of current RAGs. This 677

systematic classification is essential for different 678

researchers and practitioners to identify gaps in the 679

current technology, facilitate research and develop- 680

ment efforts, and identify potential use cases for 681

real-world applications. Based on our taxonomy, 682

we also present several avenues for future research, 683

accommodating the RAG characteristics for differ- 684

ent application types. Overall, the taxonomy not 685

only enriches the academic discourse by providing 686

a foundational framework for study and discussion 687

but also guides practical implementations and inno- 688

vations within the field. 689
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7 Limitations690

Our taxonomy development approach has several691

limitations, which can be attributed to the nov-692

elty of our phenomenon of interest. Additionally,693

while dealing with pre-prints in a fast-moving re-694

search field, papers get updated while working with695

them, leading to inconsistencies for the research696

team, that need to be reworked afterward. Further-697

more, we do not claim completeness, as the field is698

quickly moving forward, and we aim to capture an699

initial view of the emerging phenomenon, calling700

for future taxonomy extensions.701
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Johan Wind, Stanisław Woźniak, Zhenyuan Zhang, 887
Qinghua Zhou, Jian Zhu, and Rui-Jie Zhu. 2023. 888
RWKV: Reinventing RNNs for the transformer era. 889
In Findings of the Association for Computational 890
Linguistics: EMNLP 2023, pages 14048–14077, Sin- 891
gapore. Association for Computational Linguistics. 892

Gabriel Poesia, Alex Polozov, Vu Le, Ashish Tiwari, 893
Gustavo Soares, Christopher Meek, and Sumit Gul- 894
wani. 2022. Synchromesh: Reliable Code Genera- 895
tion from Pre-trained Language Models. In Interna- 896
tional Conference on Learning Representations. 897

Irina Radeva, Ivan Popchev, Lyubka Doukovska, and 898
Miroslava Dimitrova. 2024. Web application for 899
retrieval-augmented generation: Implementation and 900
testing. Electronics, 13(7). 901

Rafael Rafailov, Archit Sharma, Eric Mitchell, Christo- 902
pher D. Manning, Stefano Ermon, and Chelsea Finn. 903
2023. Direct preference optimization: Your lan- 904
guage model is secretly a reward model. Advances in 905
Neural Information Processing Systems, 36:53728– 906
53741. 907

10

https://doi.org/10.18653/v1/D18-1111
https://doi.org/10.18653/v1/D18-1111
https://doi.org/10.18653/v1/D18-1111
https://arxiv.org/abs/2402.07630
https://arxiv.org/abs/2402.07630
https://arxiv.org/abs/2402.07630
https://arxiv.org/abs/2402.07630
https://arxiv.org/abs/2402.07630
https://doi.org/10.2307/25148625
https://doi.org/10.2307/25148625
https://doi.org/10.2307/25148625
https://doi.org/10.1016/j.jbusres.2021.03.005
https://doi.org/10.1016/j.jbusres.2021.03.005
https://doi.org/10.1016/j.jbusres.2021.03.005
https://doi.org/10.1016/j.jbusres.2021.03.005
https://doi.org/10.1016/j.jbusres.2021.03.005
https://arxiv.org/abs/2202.01110
https://arxiv.org/abs/2202.01110
https://arxiv.org/abs/2202.01110
https://aclanthology.org/2024.knowledgenlp-1.4
https://aclanthology.org/2024.knowledgenlp-1.4
https://aclanthology.org/2024.knowledgenlp-1.4
https://aclanthology.org/2024.knowledgenlp-1.4
https://aclanthology.org/2024.knowledgenlp-1.4
https://doi.org/10.1016/j.jbusres.2023.113838
https://doi.org/10.1016/j.jbusres.2023.113838
https://doi.org/10.1016/j.jbusres.2023.113838
https://doi.org/10.1016/j.jbusres.2023.113838
https://doi.org/10.1016/j.jbusres.2023.113838
https://doi.org/10.1007/978-3-031-43458-7_34
https://doi.org/10.1007/978-3-031-43458-7_34
https://doi.org/10.1007/978-3-031-43458-7_34
https://doi.org/10.1016/j.jbusres.2020.11.045
https://doi.org/10.1016/j.jbusres.2020.11.045
https://doi.org/10.1016/j.jbusres.2020.11.045
https://doi.org/10.1016/j.jbusres.2020.11.045
https://doi.org/10.1016/j.jbusres.2020.11.045
https://doi.org/10.1016/j.jbusres.2020.11.045
https://doi.org/10.1016/j.jbusres.2020.11.045
https://doi.org/10.1057/ejis.2012.26
https://doi.org/10.1057/ejis.2012.26
https://doi.org/10.1057/ejis.2012.26
https://aclanthology.org/2024.textgraphs-1.7
https://aclanthology.org/2024.textgraphs-1.7
https://aclanthology.org/2024.textgraphs-1.7
https://aclanthology.org/2024.textgraphs-1.7
https://aclanthology.org/2024.textgraphs-1.7
https://doi.org/10.1080/07421222.2015.1094961
https://doi.org/10.1080/07421222.2015.1094961
https://doi.org/10.1080/07421222.2015.1094961
https://doi.org/10.1080/07421222.2015.1094961
https://doi.org/10.1080/07421222.2015.1094961
https://doi.org/10.2753/MIS0742-1222240302
https://doi.org/10.2753/MIS0742-1222240302
https://doi.org/10.2753/MIS0742-1222240302
https://doi.org/10.2753/MIS0742-1222240302
https://doi.org/10.2753/MIS0742-1222240302
https://doi.org/10.18653/v1/2023.findings-emnlp.936
https://openreview.net/forum?id=KmtVD97J43e
https://openreview.net/forum?id=KmtVD97J43e
https://openreview.net/forum?id=KmtVD97J43e
https://doi.org/10.3390/electronics13071361
https://doi.org/10.3390/electronics13071361
https://doi.org/10.3390/electronics13071361
https://doi.org/10.3390/electronics13071361
https://doi.org/10.3390/electronics13071361


Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and908
Percy Liang. 2016. SQuAD: 100,000+ questions for909
machine comprehension of text. In Proceedings of910
the 2016 Conference on Empirical Methods in Natu-911
ral Language Processing, pages 2383–2392, Austin,912
Texas. Association for Computational Linguistics.913

Gerrit Remane, Rob Nickerson, Andre Hanelt, Jan914
Tesch, and Lutz Kolbe. 2016. A taxonomy of car-915
sharing business models. In ICIS 2016 Proceedings.916

Pamela Samuelson. 2023. Generative ai meets copy-917
right. Science, 381(6654):158–161.918

Junyoung Seo, Susung Hong, Wooseok Jang,919
Inès Hyeonsu Kim, Minseop Kwak, Doyup Lee,920
and Seungryong Kim. 2024. Retrieval-augmented921
score distillation for text-to-3d generation. In ICML.922
OpenReview.net.923

Shamane Siriwardhana, Rivindu Weerasekera, Elliott924
Wen, Tharindu Kaluarachchi, Rajib Rana, and925
Suranga Nanayakkara. 2023. Improving the domain926
adaptation of retrieval augmented generation (rag)927
models for open domain question answering. Trans-928
actions of the Association for Computational Linguis-929
tics, 11:1–17. Publisher: MIT Press One Broadway,930
12th Floor, Cambridge, Massachusetts 02142, USA931
. . . .932

Heydar Soudani, Evangelos Kanoulas, and Faegheh933
Hasibi. 2024. Fine tuning vs. retrieval augmented934
generation for less popular knowledge. Preprint,935
arXiv:2403.01432.936

Veda C. Storey, Alan R. Hevner, and Victoria Yoon.937
2024. The design of human-artificial intelligence938
systems in decision sciences: A look back and di-939
rections forward. Decision Support Systems, page940
114230.941

Jorge Grenha Teixeira, Lia Patrício, and Tuure Tuuna-942
nen. 2019. Advancing service design research with943
design science research. Journal of Service Manage-944
ment, 30(5):577–592. Citation Key: Teixeira.2019.945

Ayush Thakur and Rashmi Vashisth. 2024. Loops946
On Retrieval Augmented Generation (LoRAG).947
Preprint, arXiv:2403.15450.948

James Thorne, Andreas Vlachos, Christos949
Christodoulopoulos, and Arpit Mittal. 2018.950
FEVER: a large-scale dataset for fact extraction951
and VERification. In Proceedings of the 2018952
Conference of the North American Chapter of953
the Association for Computational Linguistics:954
Human Language Technologies, Volume 1 (Long955
Papers), pages 809–819, New Orleans, Louisiana.956
Association for Computational Linguistics.957

Christopher van Dun, Linda Moder, Wolfgang Kratsch,958
and Maximilian Röglinger. 2023. Processgan: Sup-959
porting the creation of business process improvement960
ideas through generative machine learning. Decision961
Support Systems, 165:113880.962

Gregory Vial. 2019. Understanding digital transforma- 963
tion: A review and a research agenda. The Journal 964
of Strategic Information Systems, 28(2):118–144. 965

Xiangyu Zhang, Yu Zhou, Guang Yang, and Taolue 966
Chen. 2023. Syntax-aware retrieval augmented code 967
generation. In Findings of the Association for Com- 968
putational Linguistics: EMNLP 2023, pages 1291– 969
1302, Singapore. Association for Computational Lin- 970
guistics. 971

Penghao Zhao, Hailin Zhang, Qinhan Yu, Zhen- 972
gren Wang, Yunteng Geng, Fangcheng Fu, Ling 973
Yang, Wentao Zhang, Jie Jiang, and Bin Cui. 2024. 974
Retrieval-augmented generation for ai-generated con- 975
tent: A survey. Preprint, arXiv:2402.19473. 976

Ruochen Zhao, Hailin Chen, Weishi Wang, Fangkai 977
Jiao, Xuan Long Do, Chengwei Qin, Bosheng Ding, 978
Xiaobao Guo, Minzhi Li, Xingxuan Li, and Shafiq 979
Joty. 2023. Retrieving multimodal information for 980
augmented generation: A survey. In Findings of the 981
Association for Computational Linguistics: EMNLP 982
2023, pages 4736–4756, Singapore. Association for 983
Computational Linguistics. 984

11

https://doi.org/10.18653/v1/D16-1264
https://doi.org/10.18653/v1/D16-1264
https://doi.org/10.18653/v1/D16-1264
https://aisel.aisnet.org/icis2016/Crowdsourcing/Presentations/18
https://aisel.aisnet.org/icis2016/Crowdsourcing/Presentations/18
https://aisel.aisnet.org/icis2016/Crowdsourcing/Presentations/18
https://doi.org/10.1126/science.adi0656
https://doi.org/10.1126/science.adi0656
https://doi.org/10.1126/science.adi0656
https://doi.org/10.1162/tacl_a_00530
https://doi.org/10.1162/tacl_a_00530
https://doi.org/10.1162/tacl_a_00530
https://doi.org/10.1162/tacl_a_00530
https://doi.org/10.1162/tacl_a_00530
https://arxiv.org/abs/2403.01432
https://arxiv.org/abs/2403.01432
https://arxiv.org/abs/2403.01432
https://doi.org/10.1016/j.dss.2024.114230
https://doi.org/10.1016/j.dss.2024.114230
https://doi.org/10.1016/j.dss.2024.114230
https://doi.org/10.1016/j.dss.2024.114230
https://doi.org/10.1016/j.dss.2024.114230
https://doi.org/10.1108/JOSM-05-2019-0131
https://doi.org/10.1108/JOSM-05-2019-0131
https://doi.org/10.1108/JOSM-05-2019-0131
https://arxiv.org/abs/2403.15450
https://arxiv.org/abs/2403.15450
https://arxiv.org/abs/2403.15450
https://doi.org/10.18653/v1/N18-1074
https://doi.org/10.18653/v1/N18-1074
https://doi.org/10.18653/v1/N18-1074
https://doi.org/10.1016/j.dss.2022.113880
https://doi.org/10.1016/j.dss.2022.113880
https://doi.org/10.1016/j.dss.2022.113880
https://doi.org/10.1016/j.dss.2022.113880
https://doi.org/10.1016/j.dss.2022.113880
https://doi.org/10.1016/j.jsis.2019.01.003
https://doi.org/10.1016/j.jsis.2019.01.003
https://doi.org/10.1016/j.jsis.2019.01.003
https://doi.org/10.18653/v1/2023.findings-emnlp.90
https://doi.org/10.18653/v1/2023.findings-emnlp.90
https://doi.org/10.18653/v1/2023.findings-emnlp.90
https://arxiv.org/abs/2402.19473
https://arxiv.org/abs/2402.19473
https://arxiv.org/abs/2402.19473
https://doi.org/10.18653/v1/2023.findings-emnlp.314
https://doi.org/10.18653/v1/2023.findings-emnlp.314
https://doi.org/10.18653/v1/2023.findings-emnlp.314


A Appendix985

 

Application Task 
(12) 

Application 
Domain (5)  

Phase (4)  

RAG Failure Points 
(7) 

Evaluation metrics 
(7)  

Modality (4)  

RAG Process (8)  

Paradigm (3)  

Retrieval 
Process (3) 

RAG Role (1)  

Retrieval Type (3)  

Application Task 
(8)  

Application 
Domain (9)  

Phase (3)  

RAG Failure Points 
(2) 

Evaluation metrics 
(2)  

Dataset (7)  

Modality (8)  

Granularity (2) 

RAG Process (5)  

Paradigm (3)  

Retrieval Process 
(4)  

RAG Role (2)  

LLM Status (2)  

Retrieval Type (3)  

Application Task 
(8)  

Application 
Domain (8)  

Phase (3)  

RAG Failure Points 
(2) 

Evaluation metrics 
(2)  

Dataset (2)  

Future Directions 
(4)  

Modality (8)  

Granularity (2)  

RAG Process (5)  

Paradigm (3)  

Retrieval Process 
(4)  

RAG Role  (2) 

LLM Status (2)  

Retrieval Type (3)  

Application 
Architecture (5) 

Application Task 
(8) 

Application 
Domain (8) 

Phase (3) 

RAG Failure Points 
(2) 

Evaluation metrics 
(2) 

Dataset (2) 

Future Directions 
(4) 

Modality (8) 

Granularity (2) 

RAG Process (5) 

Paradigm (3) 

Retrieval Process 
(4) 

RAG Role (2) 

LLM Status (2) 

Retrieval Type (3) 

Application 
Architecture (5) 

G
en

er
al

 

  Iteration 1                       Iteration 2                  Iteration 3               Iteration 4  

E
va

lu
at

io
n 

Li
m

it
at

io
ns

 
D

at
a 

St
ru

ct
ur

e 

Characteristics changed Dimension added Legend: 

Figure 2: Development of taxonomy dimensions and characteristics (adapted from Bräker et al. (2022); Remane
et al. (2016))
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