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ABSTRACT

Language model calibration refers to the alignment between the confidence of the
model and the actual performance of its responses. While previous studies point
out the overconfidence phenomenon in Large Language Models (LLMs) and show
that LLMs trained with Reinforcement Learning from Human Feedback (RLHF)
are overconfident with a more sharpened output probability, in this study, we reveal
that RLHF tends to lead models to express verbalized overconfidence in their own
responses. We investigate the underlying cause of this overconfidence and demon-
strate that reward models used for Proximal Policy Optimization (PPO) exhibit
inherent biases towards high-confidence scores regardless of the actual quality
of responses. Building upon this insight, we propose two PPO variants: PPO-M:
PPO with Calibrated Reward Modeling and PPO-C: PPO with Calibrated Reward
Calculation. PPO-M integrates explicit confidence scores in reward model training,
which calibrates reward models to better capture the alignment between response
quality and verbalized confidence. PPO-C adjusts the reward score during PPO
based on the difference between the current reward and the exponential average of
past rewards. Both PPO-M and PPO-C can be seamlessly integrated into the current
PPO pipeline and do not require additional golden labels. We evaluate our methods
on both Llama3-8B and Mistral-7B across six diverse datasets including
multiple-choice and open-ended generation. Experimental results demonstrate
that both of our methods can reduce calibration error and maintain performance
comparable to standard PPO. We further show that they could preserve model
capabilities in open-ended conversational settings. Our code is publicly released. 1

1 INTRODUCTION

As Large Language Models (LLMs) significantly expand their functionality across a wide range
of applications from complex problem solving (Wei et al., 2022; Song et al., 2023a) to science
discovery (Imani et al., 2023; OpenAI, 2023), the importance of their reliability becomes increasingly
critical. A key aspect of this reliability is language model calibration – the alignment between model
confidence and its actual performance. LLM confidence can be assessed using two primary methods:
logit-based approaches, derived from output token probability distributions, and verbalized expres-
sions, where the model explicitly states its confidence level. In this paper, we focus on verbalized
confidence, where we prompt LLMs to express a confidence score for their responses (Figure 1, Top).

Reinforcement Learning from Human Feedback (RLHF) has become a widely adopted technique
to improve the performance and alignment of LLMs. The improvement is achieved through two
primary components: reward modeling, which learns to predict human preferences from ranking
datasets, and policy optimization, guided by reward models and typically implemented with Proximal
Policy Optimization (PPO) (Schulman et al., 2017). However, recent studies (Kadavath et al., 2022;
OpenAI, 2023) show that RLHF-trained LLMs tend to exhibit overconfidence, potentially due to
sharpened output distributions. Previous research has explored various approaches to addressing
LLM overconfidence. Scaling-based approaches (Guo et al., 2017; Zhang et al., 2020) adjust model
logits using decoding temperature, while verbalized confidence is enhanced through prompting

1https://github.com/SeanLeng1/Reward-Calibration
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Figure 1: (Top): Illustration of verbalized confidence generation. An LLM incorrectly answers a
question with high confidence. (Bottom): Comparison between reward scores from a vanilla-trained
reward model Llama-3-8b-rm-mixture and our calibrated reward model Llama-3-8b-crm.
The vanilla model shows bias towards high confidence though the answer is incorrect. Our calibrated
reward model can correctly assign a higher reward to low-confidence one for the incorrect answer.

strategies (Tian et al., 2023) and supervised fine-tuning (Lin et al., 2022) with ground truth accuracy.
Recently, RLHF-based calibration methods (Xu et al., 2024; Tao et al., 2024) have been proposed.

Our study investigates the underlying causes of overconfidence introduced by RLHF. We provide
empirical evidence demonstrating that RLHF-trained LLMs exhibit greater verbalized overconfidence
compared to their pre-RLHF counterparts. Additionally, we uncover a system bias in reward models,
which favors responses with high confidence scores regardless of their actual quality, potentially
leading to poor calibration in RLHF-trained LLMs. To address this issue, we propose two solutions
that can be seamlessly integrated into the RLHF process without requiring additional golden labels.

• PPO with Calibrated Reward Modeling (PPO-M) calibrates the reward modeling process by
integrating explicit confidence scores into the binary pairwise ranking dataset. It encourages the
reward model to better align confidence levels with response quality, as shown in Figure 1, Bottom.

• PPO with Calibrated Reward Calculation (PPO-C) adjusts standard reward model scores during
PPO training. It dynamically adjusts these scores by maintaining an exponential average of past
reward scores as a reference and calibrating them according to the model’s verbalized confidence.

We conduct experiments on Llama3-8B and Mistral-7B across six datasets, demonstrating
that both PPO-M and PPO-C consistently outperform vanilla PPO by achieving a lower Expected
Calibration Error (ECE) while maintaining comparable or higher accuracy (PPO-M on Llama3-8B
reduces ECE by 6.44 points and increases accuracy by 2.73 points on GSM8K (Cobbe et al., 2021)).
Furthermore, evaluations on MT-Bench (Zheng et al., 2024) and Arena-Hard (Li et al., 2024) indicate
that PPO-M and PPO-C effectively preserve model capabilities in general open-ended conversational
settings. Additionally, we show that PPO-M generalizes well to Direct Preference Optimization
(DPO) models (Rafailov et al., 2024), which are implicit reward models. Our proposed extension,
denoted as CDPO, further reduces ECE without compromising accuracy compared to standard DPO.

2 EXPLORING SYSTEMATIC BIASES AND OVERCONFIDENCE IN RLHF-LLMS

In this section, we demonstrate the preliminary experiments that reveal overconfidence in RLHF-
LLMs and systematic biases in Reward Models, which motivated the development of our methods.

2.1 RLHF-LLMS EXHIBIT OVERCONFIDENCE IN THEIR VERBALIZED CONFIDENCE

Previous studies have shown that LLMs tend to exhibit overconfidence when verbalizing their
confidence scores (Tian et al., 2023; Chen et al., 2024a; Xiong et al., 2023). However, there is still a
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lack of systematic comparisons between RLHF-LLMs and their pre-RLHF counterparts. To address
this critical gap, we conduct preliminary experiments here to further investigate this phenomenon.

Llama3-8B-SFT andLlama3-8B-PPO ; Tulu-2-7B andTulu-2-DPO-7B

Figure 2: Con�dence distributions and accuracy of two models on CommonsenseQA before and
after RLHF. Darker color means more samples fall in that con�dence bin. Empty bins indicate
no responses with con�dence scores in that range. RLHF-trained models (bottom) concentrate in
high-con�dence bins, while pre-RLHF models (top) show a broader distribution of con�dence scores.

Setup. We show results on a multiple-choice question answering dataset, CommonsenseQA (Talmor
et al., 2019). We use four off-the-shelf models2 for analysis. We compare RLHF models (trained
with PPO and DPO) with their pre-RLHF versions. For each question, we explicitly prompt the model
to verbalize its con�dence score on a scale from 0 to 10 after answering. We report the distribution of
these con�dence scores in Figure 2. Details on evaluations across other datasets and information on
the experimental setup, including prompts and parsing details, are provided in Appendix D and E.1.

Observations. As illustrated in Figure 2, there is a clear and consistent trend across both datasets:
RLHF models, whether trained using PPO or DPO, exhibit greater overcon�dence compared to their
SFT counterparts. Speci�cally, SFT models display a more diverse con�dence distribution, whereas
RLHF models predominantly assign con�dence scores at the higher levels. This observation con�rms
the tendency of RLHF models to exhibit greater con�dence when verbalizing their con�dence scores.

2.2 REWARD MODELS AREBIASED TOWARD HIGH CONFIDENCESCORES

In this section, we hypothesize that the observed overcon�dence in RLHF-LLMs arises from an
inherent and systematic bias in reward models that favor higher con�dence scores being appended
after responses. To validate this, we conduct experiments to demonstrate and analyze this preference.

Setup. We employ theRewardBench Dataset (Lambert et al., 2024), following its experimental
con�guration with certain adjustments to examine how reward models process explicit con�dence
scores in responses. We evaluateRLHFlow/ArmoRM-Llama3-8B-v0.1 (Wang et al., 2024c)
andallenai/tulu-2-dpo-7b (Ivison et al., 2023). Speci�cally, we prepend a con�dence-query
system prompt as illustrated in Figure 4; if the reward model does not support system prompts, we
prepend it into the user prompt instead. This helps the model interpret the scale of con�dence scores.

Subsequently, we append a random con�dence score,Confidence: f random score g, to each
model response. For a comprehensive comparison, we evaluate four modes: 1)ANSWER ONLY: The
originalRewardBench dataset is used without modi�cations; 2)CONFIDENCE REVERSED: The
system prompt is prepended, and a high con�dence score (random integer from 7 to 10) is appended

2OpenRLHF/Llama-3-8b-sft-mixture
OpenRLHF/Llama-3-8b-rlhf-100k
allenai/tulu-2-7b
allenai/tulu-2-dpo-7b
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Figure 3: Preference distributions forArmoRM-Llama3-8B-v0.1 , a reward model for PPO train-
ing (left) andTulu-2-DPO-7B , a DPO model (right) on the modi�edRewardBench dataset
across four modes. From top to bottom:CONFIDENCE REVERSED, CHOSEN WITH CONF, RE-
JECTED WITH CONF, ANSWER ONLY. Red bar indicates the preference for a rejected or high-
con�dence response, and blue bar indicates the preference for a chosen or low-con�dence response.

System Prompt

For the following question, provide your best response first, followed by your
confidence in the accuracy or helpfulness of your response. Rate your confidence
on a scale from 0 to 10.

,!
,!
``` Example Format:
<Your responses>
Confidence: <Insert your numerical confidence level from 0 to 10, reflecting how

certain you are that your answer is accurate or helpful.> ```,!

Ensure that your response strictly adheres to this format. Explicitly include the word
�Confidence:� in your response.,!

Figure 4: Con�dence-Query System Prompt for verbalizing con�dence scores.

to the rejected response, while a low con�dence score (random integer from 0 to 3) is appended
to the chosen response; 3)CHOSEN WITH CONF: The system prompt is prepended, but identical
chosen responses are compared with high versus low con�dence scores; 4)REJECTEDWITH CONF:
similar toCHOSEN WITH CONF, but identical rejected responses are compared with high versus low
con�dence scores. We report the preference count for each model. Since DPO models are implicit
reward models (Rafailov et al., 2024), we also include evaluation on DPO models. Additional details
on the modi�ed data and evaluations of other reward models are provided in Appendix C.1 and E.2.

Observations. According to Figure 3, when evaluated on the originalRewardBench
dataset (ANSWER ONLY), both models effectively discriminate between chosen and rejected re-
sponses by assigning higher reward scores to chosen responses. It is important to note that in typical
pairwise preference datasets, distinctions between chosen and rejected responses – such as length,
tone, and correctness – are usually pronounced. However, even after accounting for these differences,
simply modifying the query prompt and assigning a low con�dence score to the chosen response while
giving a high con�dence score to the rejected response can signi�cantly impact model behavior. As
illustrated inCONFIDENCE REVERSED, the number of high-con�dence rejected responses preferred
by the model increases substantially, indicating that the model's ability to distinguish between chosen
and rejected responses becomes impaired. InCHOSEN WITH CONF andREJECTEDWITH CONF,
where identical responses are compared with different con�dence scores, reward models consistently
favor responses with higher con�dence scores, regardless of whether the response was originally cho-
sen or rejected. These �ndings suggest that reward models exhibit a systematic bias toward responses
with high con�dence scores, potentially explaining the overcon�dence observed in RLHF-LLMs.

3 CALIBRATED REWARD MODELING AND CALCULATION

Drawing from observations in previous sections, we propose two methods here to address the bias in
reward scores: calibrated reward modeling (PPO-M) and calibrated reward calculation (PPO-C).
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