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Abstract

Large Language Models are trained on an ex-001
tremely large corpus of text data to allow bet-002
ter generalization but this blessing can also be-003
come a curse and significantly limit their perfor-004
mance in a subset of tasks. In this work, we ar-005
gue that LLMs are notably behind well-tailored006
and specifically designed models where the007
temporal aspect is important in making deci-008
sions and the answer depends on the times-009
pan of available training data. We prove our010
point by comparing two major architectures:011
first, SentimentPulse, a real-time consumer sen-012
timent analysis approach that leverages custom013
language models and continual learning tech-014
niques, and second, GPT-3.5-Turbo and GPT-015
4 (GPTs) which are both tested on the same016
data. Unlike foundation models, which lack017
temporal context, our custom language model018
is pre-trained on time-stamped data, making it019
uniquely suited for real-time application. Ad-020
ditionally, we employ continual learning tech-021
niques to pre-train the proposed model, and022
then use classification and contextual multi-arm023
bandits to fine-tune, enhancing its adaptability024
and performance over time. We present a com-025
parative analysis of the predictions accuracy of026
both proposed architecture and GPTs models.027
To the best of our knowledge, this is the first028
application of custom language models for real-029
time consumer sentiment analysis beyond the030
scope of conventional surveys.031

1 Introduction032

Consumer sentiment is an important economic in-033

dicator because it shows how people feel about034

the health of an economy and affects both market035

trends and policy decisions. Conventional surveys036

are employed to measure public sentiments regard-037

ing the state of the economy. Surveys can yield038

valuable insights, which serve as data points in039

the decision-making process, yet conducting such040

surveys demands considerable time and financial041

resources. Further, these surveys are usually done042

at a specific frequency, so they can’t show how 043

people feel in real time. 044

We study the problem of consumer sentiment 045

analysis with the help of a language model and 046

continual learning. We conjecture that using a lan- 047

guage model to capture consumer sentiment can 048

be a viable and efficient compliment of existing 049

surveys. As far as we know, this is the first time the 050

consumer sentiment problem has been addressed 051

in this way. We consciously refrain from employ- 052

ing the foundation models in the proposed model 053

framework because the problem requires the model 054

to be trained on data that includes specific time 055

stamps. Foundation models are trained on inter- 056

net corpora without time stamp information. To 057

evaluate our proposed approach and its compari- 058

son to the foundation model, in this task, we set 059

up extensive experiments for the proposed model 060

and GPT-3.5-Turbo & GPT-4 (OpenAI, Accessed 061

2023) and compare the performance of all three 062

models. 063

The paper presents three main contributions: 064

1. We propose a comprehensive consumer senti- 065

ment analysis framework that leverages news 066

and S&P500 dataset (SP Dow Jones Indices 067

LLC, Accessed 2023). Our framework does 068

not only capture the consumer sentiment dy- 069

namics over time but can also provide feed- 070

back in a more timely manner, and it can 071

be supplementary to traditional survey-based 072

methods. 073

2. Our encoder-based model from scratch was 074

pre-trained with a small dataset and showed 075

good accuracy with a relatively small model 076

size at a low cost. We use continual learning in 077

our experiments and compare the results with 078

GPT-3.5-Turbo and GPT-4. Our experiment 079

results show that we can out-perform GPT- 080

3.5-Turbo and GPT-4 on this task. 081
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3. To the best of our knowledge, our framework082

is the first implementation to adapt the lan-083

guage model into economic consumer senti-084

mental analysis. Our work establishes a base-085

line for future research.086

This paper is organized as follows. In Section 2,087

we discuss the related work. Section 3 introduces088

the proposed model. The datasets for pre-training089

and fine-tuning are described in 4. Finally, Section090

5 outlines the experimental setup and presents the091

results. Section 6 is the conclusion.092

2 Related Work093

The nature of the problem in the paper is related094

to different domains such as consumer sentiment,095

multiple choice question answering and GPTs mod-096

els. In this section, we introduce some of the most097

recent related works in different domains.098

2.1 Consumer Sentiment099

(Kaur and Sharma, 2023) proposed a model for100

consumer sentiment analysis that uses long short-101

term memory (LSTM) and a hybrid feature extrac-102

tion approach. The model proposes a technique103

for hybrid sentiment analysis aimed at improving104

the consumer review summarization. This method105

converts pre-processed reviews into feature vectors106

for sentiment analysis. Businesses can utilize the107

reviews to track product/service-specific reviews108

and analyze their competitors.109

(Han et al., 2023) explored the relationship be-110

tween consumer confidence index and web search111

keywords. The paper uses various machine learn-112

ing models to predict the consumer confidence113

index with consumer confidence index data from114

China. The paper claims that the use of machine115

learning models has a better prediction on the con-116

sumer confidence index.117

2.2 Multiple Choice Question Answering118

Methodology119

The state-of-the-art (SOTA) multiple choice ques-120

tion answering (MCQA) models are mostly trans-121

former encoder/decoder based. Following are some122

of works that achieve SOTA results.123

(Huang et al., 2022) uses transformer encoder-124

decoder architecture to generate a clue text input125

to an encoder-based MCQA block to enhance the126

performance.127

(Chaturvedi et al., 2018) uses CNN to capture128

the "question, answer option candidate" tuples em-129

bedding and sentence embedding, and then use 130

attention layer to attend on both embeddings to 131

obtain scores for each answer option candidate. 132

(Jin et al., 2019) divide the task of MCQA into 133

two stage (coarse tuning and multi-task fine tuning), 134

in which coarse tuning stage uses Natural Language 135

Inference(NLI) to enhance the model’s entailment 136

capability and multi-task fine tuning stage uses both 137

in-domain source and the target dataset together to 138

fine tune the model. 139

(Chen et al., 2019) uses Bi-LSTM and atten- 140

tion layer to capture an enriched representation of 141

questions, answer option candidates and paragraph. 142

And then a convolutional spatial attention is used 143

to capture the final score of each answer option 144

candidate. 145

(Huang et al., 2021) focuses on Scenario- 146

based Question Answering (SQA) and proposes a 147

Retriever-Reader framework, in which the retriever 148

is trained on QA labels using a novel word weight- 149

ing mechanism to output a sparse representation 150

of the paragraphs Sspa and top-K paragraphs, and 151

reader takes the top-K paragraphs as input to cal- 152

culate dense representation Sden of each paragraph 153

and a fused representation of paragraphs and an- 154

swer option candidate Sfus. The final score of each 155

answer option candidate comes from normalized 156

and weighted sum of Sspa, Sden and Sfus. 157

(Robinson et al., 2022) experiments using LLM 158

to do MCQA on 20 diverse dataset and claims 159

that LLM that is not sensitive to answer options’ 160

order can largely close the gap of other SOTA 161

MCQA models when prompted with multiple 162

choice prompting instead of cloze prompting. 163

2.3 Prompt Engineering for Economy Studies 164

Proper generation of the survey results with LLMs 165

requires carefully engineered prompts. Prompt en- 166

gineering has been studied in a very rigorous man- 167

ner by the scientific community. However, only 168

a few works are related specifically to the econ- 169

omy studies. (Horton, 2023) provides an overview 170

of the ability of LLMs to serve as a tool to pi- 171

lot economic studies and for decision making in 172

economy-related questions via simulations. The 173

experiments were performed using GPT-3 and the 174

overall conclusion was that considering the cost- 175

effectiveness of LLMs compared to real humans, 176

it is a promising research direction. (Zhou et al., 177

2023) create characters, social scenarios and goals 178

in LLMs via prompts and discover that artificial 179
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Figure 1: SentimentPulse: Two stages of training (Pre-training with Encoder; Fine-tuning with Supervised Classifi-
cation and Contextual Multi-arm Bandit

agents provided by LLMs do face difficulties in180

mimicking real-world social behaviors, and do so181

more under certain constraints. However, in cer-182

tain scenarios, the authors find that agents created183

with GPT-4 achieve comparable results with human184

agents.185

3 Model Framework186

The proposed model framework is illustrated in187

Figure 1. It consists of two parts, namely, the Pre-188

training part and Fine-tuning part. To predict con-189

sumer sentiment, we treat it like a multiple-choice190

question-answering problem. This allows the pro-191

posed model to provide the closest answer based192

on the survey takers’ information. We use a trans-193

former encoder to unsupervised pre-train on news194

corpus and S&P 500 data. In fine-tuning, we use195

two strategies (supervised classification and con-196

textual multi-arm bandit) to fine-tune the survey197

data independently.198

3.1 Encoder199

The encoder-decoder transformer architecture for200

machine translation tasks was first introduced in201

(Vaswani et al., 2017). Since then, various language202

models have been created using either encoder-only203

or decoder-only architecture for different language204

tasks. Multiple choice question answering is a long-205

standing research problem, and many of SOTA206

works are based on encoder-only architecture and207

(a) Number of Parameter:732 million
Attention block dimension:160
Max input token allowed:150; Batch size: 16

(b) Number of Parameter:369 million
Attention block dimension:80
Max input token allowed:150; Batch size: 16

Figure 2: Cross entropy loss vs Number of iterations
between the training set and validation set with two
different settings of parameters of encoder
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encoder-based architecture has become a popular208

paradigm for MCQA problem (Huang et al., 2022).209

In this work, we also use encoder-only architecture210

to build the proposed framework.211

The left hand side of Figure 1 shows the encoder212

architecture. It is a standard transformer encoder213

that includes a multi-head self-attention layer, a214

normalization, a feedforward (with skip connection215

(He et al., 2015)), and a final softmax layer. Dur-216

ing pre-training, we randomly mask tokens from a217

sentence in the news corpus, and then final softmax218

layer predicts the masked token of the sentence.219

During the fine-tuning stage, the encoder will gen-220

erate high dimensional embedding using survey221

takers’ profile text information as input. And then222

the high dimensional embedding will be fed into223

supervised classifiers and multi-arm bandit agents224

for fine-tuning independently.225

3.2 Supervised Classification226

In the fine-tuning phase, demonstrated on the right227

side of Figure 1, we employ a Multilayer Percep-228

tron (MLP) and a softmax layer for the final pre-229

diction. During fine-tuning, the encoder will gen-230

erate high dimensional embedding for each survey231

taker (how the encoder generates the embedding232

is discussed in details in section 5.2). The high233

dimensional embedding will be passed into MLP234

and subsequent softmax layer for supervised fine-235

tuning. Because we have information on which236

answer option each survey participant selected for237

specific years and months, these data will become238

our fine-tuning label (on the right hand side of Fig-239

ure 1, it shows that there are "A, "B", "C", "D", "E"240

five labels, but the actual survey dataset contains241

questions with different number of labels/answer242

options). And it should be noted that, during super-243

vised classification fine-tuning, the gradients are244

also backpropagated to the encoder to update its245

weights.246

3.3 Contextual Multi-Arm Bandit247

We have also taken a second approach to the classi-248

fication task by using Contextual Multi-Arm Ban-249

dit, which is also depicted on the right-hand side250

of Figure 1. As shown in Figure 1, an agent will251

select an arm(one answer option) given a context252

information and a reward associated with the arm253

will be awarded to the agent. The context infor-254

mation is coming from the encoder (the same high255

dimensional embedding for supervised classifica-256

tion). During fine-tuning, every time the agent pick257

the arm that matches the reward table, the reward 258

will plus 1; otherwise there is no reward. The train- 259

ing algorithm will try to maximize the total reward 260

and minimize the regret. We experimented differ- 261

ent training algorithms including Upper Confidence 262

Bound , Epsilon Greedy and Adaptive Greedy. The 263

detail experiment results and discussion are in sec- 264

tion 5.2. 265

4 Dataset 266

4.1 News Corpus and S&P500 Data 267

For pre-training encoder, we use news corpus from 268

New York Times News API (New York Times De- 269

veloper Network, Accessed 2023), Guardian News 270

API (The Guardian News, Accessed 2023), and 271

S&P 500 data. We do not build proposed model 272

framework on top of the existing pre-trained en- 273

coder because it lacks time stamp information. Our 274

goal is to capture the economic sentiment from 275

the news corpus and S&P 500 data, so we ex- 276

tract news based on various categories. We ex- 277

tract the news from the New York Times News 278

API by categories such as "Politics," "Economy," 279

"Entrepreneurship," "International Business," "Au- 280

tomobiles," and "Business Day." Likewise, we fil- 281

ter the news from the Guardian News API by cat- 282

egories such as "Money," "Politics," "Business," 283

and "Society" within "USA-News"(both Guardian 284

news and New York Times news archive their news 285

based on categories). 286

After filtering out the news corpus by different 287

categories, we divide them by different time stamps. 288

Following Table 3 shows a snippet of the news 289

corpus (extracted from Guardian news with time 290

stamp of 2014 January) that is used to pre-train the 291

encoder. 292

4.2 UMCSI Survey Data 293

We use survey data from the University of Michi- 294

gan Consumer Sentiment Index (UMCSI) (Univer- 295

sity of Michigan, Accessed 2023) for fine-tuning. 296

Since 1978, UMCSI has been monitoring consumer 297

sentiment, making it one of the most closely fol- 298

lowed economic indicators in the United States. 299

It releases monthly consumer sentiment index re- 300

ports. According to the University of Michigan, 301

the survey accurately predicts the country’s future 302

economic path. 303

The questions posed to every survey taker are 304

shown in Table 4 (in the Appendix). There are 305

five questions in the survey, which aim to gather 306
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consumers’ opinions on different aspects of the307

economy, such as personal finances, business con-308

ditions, and buying conditions. Each question has309

several answer options, and survey takers choose310

the one that best reflects their attitude toward the311

current or expected changes in the economy. As312

shown in Table 4, Q1 and Q2 poses question about313

comparing family financial condition to one year314

ago and one year in the future respectively; Q3, Q4315

poses question about comparing business economic316

condition to one year and five years in the future317

respectively; Q5 poses question on household pur-318

chase power. For details of the questions, please319

refer to Table 4 in the Appendix.320

Additionally, participants need to provide their321

personal information, such as income, residence322

region, political affiliation, education level, number323

of adults & children in the household, birth year,324

and home ownership status.325

5 Experiments326

We conducted both pre-training and fine-tuning ex-327

periments on dual-GPU setups, each with 24GB of328

memory. Various model sizes were explored for329

encoder pre-training. All experiments were com-330

pleted within a 12-hours window on this hardware331

configuration.332

5.1 Unsupervised Pre-training of Encoder333

The pre-training accuracy plots of two encoders334

(with different model parameters) are shown in335

Figure 2. During pre-training, the news corpus336

was divided by monthly time stamp, and the337

encoder was trained continuously using corpus338

with different time stamps. For every 12 months339

of news corpus, we trained the model for 500340

iterations (each iteration is training on 10 batches)341

before moving on to the next 12 months’ news342

corpus and repeating the process. Figure 2 shows343

the training and validation accuracy with 500344

iterations using one 12-months of news corpus. We345

chose 500 iterations to avoid overfitting because346

it can occur with too many iterations. As shown347

in Figure 2(a) and Figure 2(b), both the training348

and validation loss decrease steadily without349

overfitting. The larger model size of 739 million350

parameters (compared to 369 million parameters)351

allowed for faster convergence of the pre-training352

loss, as seen in Figure 2(a) and Figure 2(b).353

354

Continual Learning We specifically divide the 355

corpus every 12 months to avoid overfitting during 356

pre-training. We have also experimented with pre- 357

training the encoder using 60 months’ news corpus 358

all together(12 months x 5 years), and the encoder 359

overfits after a small number of iterations. And if 360

the encoder is trained on 12 months of news cor- 361

pus 5 times continually, the encoder’s loss steadily 362

decreases. This is because when the encoder is 363

trained on a larger text corpus, the encoder is tuned 364

toward a specific narrow distribution of the corpus 365

data whereas dividing the corpus into five and train- 366

ing on them continually and individually can make 367

the model generalize much better. 368

The encoder undergoes continual pre-training 369

on 12-months of news corpus continually. The 370

training procedure is illustrated in Algorithm 1. 371

The encoder is pre-trained in line 2 and then con- 372

nected to a MLP to create "model1" (line 3) for 373

future fine-tuning. A contextual bandit instance 374

is also initiated in line 4 to create a reward table 375

and action table for each training algorithm (Upper 376

Confidence Bound (UCB), Adaptive Greedy (AG), 377

Epsilon Greedy (EG)) of the multi-arm bandit prob- 378

lem. In line 6, a high dimensional embedding is 379

generated for each survey taker (which will be dis- 380

cussed in subsection 5.2). The models are then 381

fine-tuned for each training algorithm in line 8, 9, 382

10 and 11 (supervised classifier(SC), UCB, EG, 383

and AG). 384

5.2 Fine-tuning 385

As discussed in Section 4.2, each survey taker pro- 386

vides information about their income, residence 387

region, political affiliation, and education level, etc. 388

We generated the survey taker’s profile in a text for- 389

mat using these historical data. The Table 5 (in the 390

Appendix) shows an example of text that we gen- 391

erated for a survey taker’s profile. For the UMCSI 392

dataset, there are around 600 survey takers every 393

month (which might vary between months), and 394

we fine-tune the models with these 600 samples. 395

The fine-tuning procedure is as follows. We fine- 396

tune the last month’s samples after 60 months of 397

continual pre-training (12 months x 5 years), and 398

then test on the next month’s sample. 399

Because there are five different survey questions, 400

we fine-tune five different models. For each model, 401

we fine-tune it using a supervised classifier and 402

multi-arm bandits training algorithm (SC, EG, and 403

AG). 404
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Algorithm 1 Continual Learning on News corpus and S&P 500, and fine-tuning on Survey Data

1: for data in (2014− 2015, 2015− 2016, 2016− 2017, 2017− 2018, 2018− 2019) do
2: encoder = pre-train(encoder, data)
3: model1 = MLP(encoder, classifier)
4: model2 = ContextualBandit(encoder)
5: for each surveyQuestion do
6: Context = GenerateContext(encoder, surveyData)
7: for each in (Supervisedclassification, UCB,EG,AG) do
8: Supervised_classifier(model1, Context)
9: UCB(model2, Context)

10: EG(model2, Context)
11: AG(model2, Context)
12: end for
13: end for
14: end for

Table 1: Test Accuracy Using Different Training Strategies in Supervised Classification and Contextual Multi-Arm
Bandit

Fine Tuning Methods 1st Snapshot 2nd Snapshot 3nd Snapshot 4th Snapshot 5th Snapshot

SC(Q1) 0.4458 0.5432 0.5543 0.6082 0.6875
SC(Q2) 0.5435 0.5242 0.5239 0.6143 0.6574
SC(Q3) 0.5389 0.5525 0.5356 0.5579 0.6485
SC(Q4) 0.5053 0.5342 0.5425 0.5932 0.6485
SC(Q5) 0.4564 0.5456 0.5982 0.6352 0.7034
UCB(Q1) 0.3821 0.4348 0.4854 0.5822 0.6252
UCB(Q2) 0.3245 0.3934 0.4354 0.5150 0.5152
UCB(Q3) 0.4023 0.4381 0.5208 0.5423 0.5396
UCB(Q4) 0.3831 0.4287 0.4929 0.5823 0.6349
UCB(Q5) 0.4564 0.5034 0.5723 0.6583 0.7083
EG(Q1) 0.3356 0.4345 0.4967 0.5242 0.5475
EG(Q2) 0.3113 0.392 0.4203 0.4345 0.4543
EG(Q3) 0.3564 0.3953 0.4422 0.4453 0.5334
EG(Q4) 0.4243 0.4035 0.4534 0.4563 0.4930
EG(Q5) 0.4564 0.5034 0.4835 0.5732 0.6359
AG(Q1) 0.3345 0.3852 0.4425 0.5435 0.6045
AG(Q2) 0.3054 0.3367 0.4035 0.4564 0.5135
AG(Q3) 0.3356 0.4253 0.4593 0.5103 0.5823
AG(Q4) 0.4501 0.4462 0.5024 0.6325 0.6823
AG(Q5) 0.4691 0.5409 0.5923 0.6832 0.7035

Average(Q1) 0.3745 0.4494 0.4947 0.5645 0.6162
Average(Q2) 0.3711 0.4116 0.4458 0.5051 0.5351
Average(Q3) 0.4083 0.4528 0.4894 0.5139 0.5759
Average(Q4) 0.4407 0.4531 0.4978 0.5661 0.6146
Average(Q5) 0.4596 0.5233 0.5616 0.6375 0.6878

To illustrate the effectiveness of continual pre-405

training and how the size of training new corpus406

affect accuracy, we run experiments with different407

number of continual pre-training. Each pre-training408

is using next 12 months’ news corpus. For every409

500 iterations (training on 12 months of news cor-410

pus), we save a snapshot of the encoder model and411

then fine-tune using survey data. In Table 1, snap-412

shot 1 is pre-trained on 12 months news data, and413

snapthot 2 is pre-trained on 24 months (2 continual414

pre-training of 12 months news data), and so on.415

We run 2500 iterations (5 continual pre-training416

with 500 iterations on each) and save 5 snapshots417

of the encoders in total. The fine-tuning results of418

all five snapshots of the encoder are shown in Table419

1 (the fine-tuning results are done based on 739420

million parameters pre-trained encoder). 421

We run supervised classification (SC), UCB, EG, 422

AG on all five questions (denoted as Q1 to Q5 in 423

Table 1) on final fine-tuning. As shown in the Table 424

1, in the 5th snapshot(as the number of iterations 425

increases up to 2500), some of the questions’ accu- 426

racy can reach around 70% (for example, SC(Q5), 427

UCB(Q5), and AG(Q5); accuracy is measured by 428

"number of correct prediction"/"total number sam- 429

ple"). The increase of accuracy from 1st snapshot 430

to 5th snapshot is due to the fact the pre-training 431

loss decreases with more iteration. But it should 432

also be noted that some questions’ (such as Q2) ac- 433

curacy does not increase in the same rate as others, 434

and this is because the pre-traning corpus might 435

not be diverse enough for the model to generalize 436
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Table 2: GPTs Answers Accuracy on Five Survey Questions

Q1(PAGO) Q2(PEXP) Q3(BUS12) Q4(BUS5) Q5(DUR)

GPT-3.5-Turbo 0.2218 0.3687 0.2268 0.1843 0.3724
GPT-4 0.2710 0.5143 0.0691 0.1625 0.2778

well.437

It can be observed from the table that some of438

the questions have better accuracy than others with439

the same amount of iterations (for example, Q5440

is generally better than Q2 regardless of which441

fine-tuning algorithm is used to train), and this is442

because there might be in-balance/bias in the pre-443

trained dataset and some categories of news are444

more than others and it leads to different accuracy.445

And also Q2 is generally a harder question than Q5446

for custom model because Q2 requires the mapping447

from current data to prediction that forcast one year448

later (for the details of Q2, please refer to Table449

4). From Table 2, we can also observe that super-450

vised classification is generally better than most451

multi-arm training algorithms in most questions452

(except for UCB(Q5) and AG(Q5)). We speculate453

that this is because for relative small model (in the454

size of hundred of millions of parameters), gradient455

updates in supervised classification in the encoder456

can better maps the survey takers’ profiles to an-457

swers.458

Because different fine-tuning methods yield dif-459

ferent accuracy, we compute the mean accuracy of460

four different fine-tuning methods for five of the461

survey questions (Q1 - Q5) and use those as final462

accuracy. As can be seen from Table 1, the mean ac-463

curacy of five survey questions ranges from 0.5351464

to 0.6878 (highlited in bold font). As shown in465

Figure 3, we also plot the variance of the accuracy466

of five survey questions with different fine-tuning467

methods. It shows that the variance can be large468

within one question as well as across different ques-469

tions. As shown in Figure 3, Q2 has the largest470

variance compared to all the other four questions471

and Q5 has the least variance.472

5.3 Comparison with GPTs results473

To further evaluate our proposed approach, we also474

conducted experiments using GPT API and asked475

the same survey questions to GPT-3.5-Turbo &476

GPT-4 and compared the results. We also want477

GPTs to understand that they are acting as a person478

who can only choose answers based on a person’s479

Figure 3: Plots that shows the accuracy variance of
four different fine-tuning methods across five survey
questions

profile context and specific time stamp. We give ex- 480

plicit prompt instructions to GPTs about not being 481

able to look into the future. 482

Table 6 (in the Appendix) is an example of the 483

text that was generated and fed to GPTs. For each 484

survey taker’s profile, we generate text similar to 485

Table 6 (there are about 600 survey takers every 486

month). We feed the 600 profile text to GPT-3.5- 487

Turbo and GPT-4 API 5 times each with different 488

ordering of the answer options (GPTs will give 489

slightly different answers asking the question every 490

time even with low temperature; 600 profiles * 5 491

runs = 3000 queries asked for each survey ques- 492

tion for both GPT-3.5-Turbo and GPT-4). Out of 493

the 3000 answers that GPTs provided, we calcu- 494

late how many times GPT’s answer matches the 495

label. Table 2 shows the accuracy of GPTs answer 496

(accuracy is the mean of the 5 runs as described 497

above). 498

As we can see from the numbers in Table 2, GPT- 499

3.5-Turbo has lower accuracy across all five ques- 500

tions than the proposed approach with the highest 501

accuracy on Q5 being 0.3724, but it is still much 502

less than the proposed approach (all four training 503

algorithm including supervised classification, UCB, 504

EG, AG have more than 0.6 accuracy on this ques- 505

tion). 506
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For GPT-4, it has significant higher accuracy on507

Q2 (0.5142) than the other four survey questions.508

And GPT-4’s Q2 accuracy is comparable to pro-509

posed custom model’s Q2 accuracy (0.5351). But510

in all four other survey questions, GPT-4’s accuracy511

are still lower than proposed custom model.512

Observing from results of both GPT-3.5-Turbo513

and GPT-4, it can be seen that GPTs have better514

accuracy in Q1 and Q2 compared to Q4. It makes515

senses because Q1 and Q2 post questions about516

economy conditions about last year and one year517

in the future whereas Q4 poses question about 5518

years in the future. Therefore, Q4 is considered519

as "harder" questions for GPTs. GPT-4 has lower520

accuracy than GPT-3.5-Turbo in Q3, Q4 and Q5,521

and it validates the point that larger language model522

does not necessary guarantee better performance523

in prediction related to temporal data.524

6 Limitation and Future Work525

It should be noted that the proposed model (732526

million parameters) that we evaluated is still a rela-527

tive small model compare to modern large scales528

of language models. The news dataset that we train529

on is also small compared to the dataset that GPTs530

models are trained on.531

The proposed model can always be scaled up532

push fine-grained performance. But with current533

experiment and comparisons, we are able to demon-534

strate that a small custom language model trained535

on temporal data (such as news data) can outper-536

form GPTs model in downstream tasks such as537

real-time consumer sentiment prediction.538

For future work, a larger news dataset source can539

also be used to make sure that the model captures540

the economic conditions in different regions of the541

country more comprehensively.542

7 Conclusion543

In this paper, we design a model framework for544

economic consumer sentiment prediction. To the545

best of our knowledge, this is the first work to546

use language model to predict the economic con-547

sumer sentiment using UMCSI data. We train a548

custom language model with subsequent classi-549

fier and Multi-arm bandit agent using news cor-550

pus, S&P500 data and UMCSI survey data. Our551

encoder-based model was pre-trained from scratch552

with a relatively small dataset and showed good553

accuracy with a relatively small model size at a554

low cost. We use continual learning in our experi-555

ments and compare the results with GPT-3.5-Turbo 556

and GPT-4. Our experiment results show that we 557

can out-perform both GPT-3.5-Turbo and GPT-4 558

on this task. 559
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Appendix633

Table 3: News Corpus Example

Let’s get real: the sharing economy won’t solve our jobs crisis These days, everyone’s talking about the
so-called sharing economy. Newspaper columnists, pundits and tech reporters are – for the most part –
enthusiastically explaining how new rental, resale and sharing services like Uber, Lyft, TaskRabbit and
DogVacay are revolutionizing how we consume, and fostering entrepreneurship, conservation, cost savings
and community spirit along the way. The prevailing narrative is that startups like these are the bright spots
in an otherwise lackluster economy, and that if we could all learn to be better micro-entrepreneurs, our
economy would recover faster.

Table 4: Survey Questions on Consumer Sentiment

Question Answer Options/Category Labels
Q1(PAGO): Would you say that you (and your family living there)
are better off or worse off financially than you were a year ago?

Better now; Same; Worse now;
Don’t Know (DK); Not Applicable
(NA)

Q2(PEXP): Now looking ahead–do you think that a year from now
you (and your family living there) will be better off financially, or
worse off, or just about the same as now?

Better now; Same; Worse now; DK;
NA

Q3(BUS12): Now turning to business conditions in the country
as a whole–do you think that during the next twelve months we’ll
have good times financially, or bad times, or what?

Good times; Good with qualifica-
tions; Pro-con; Bad with qualifica-
tions; Bad times; DK; NA

Q4(BUS5): Looking ahead, which would you say is more likely–
that in the country as a whole we’ll have continuous good times
during the next five years or so, or that we will have periods of
widespread unemployment or depression, or what?

Good times; Good with qualifica-
tions; Pro-con; Bad with qualifica-
tions; Bad times; DK; NA

Q5(DUR): Generally speaking, do you think now is a good or a
bad time for people to buy major household items?

Good; Pro-con; Bad; DK; NA

Table 5: Survey Taker Profile in a Text Format Example

Person information: income is 100000 dollars; income percentile is bottom 90%; home ownership status
is renting; age is 31; birth year is 1984; living in the South of USA; gender is male; marital status is
married/partner; number of adults is 2; education is Grade 0-8 without high school diploma; education is
not a college graduate;
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Table 6: One of the Survey Questions Asked to GPT-3.5 and GPT4

Acting as a person who is living in the year of 2020, month January. You can not see the future beyond
2020, January. Following is your information.
Information: income is 100000 dollars; income percentile is bottom 90%; home ownership status is
renting; birth year is 1984; living in the South of USA; gender is male; marital status is married/partner;
number of adults is 2; education is Grade 0-8 without high school diploma; education is not a college
graduate;
Answer the following question and only pick one of the answer options. Just reply with the option that
you pick. As can be seen, the GPT’s answer accuracy is much lower than the proposed approach.
Now looking ahead, do you think that a year from now you will be better off financially, or worse off, or
just about the same as now? 1: Better now; 3: Same; 5: Worse now; 8:Don’t Know; 9: Not Applicable
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