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Abstract. The corona virus formally known as Covid-19 has taken the world by 
storm. In this article we aim to analyze how harnessing the prowess of different 
computational methods –Machine Learning in particular; thus, helping policy 
makers take effective decisions by utilizing efficient approaches. Firstly, popu-
larly known approaches (linear regression and logistic growth) are tried for ex-
isting data but it is figured out that accuracy rates are not satisfactory enough. 
Therefore, secondly, an artificial neural network (ANN) based methodology 
that consists of input data in different characters is proposed. It is figured out 
that the test results are more accurate with an R-squared score of (0.81) on an 
unseen data set,  and handling the defined forecasting problem by using this 
multi-faceted data set is beneficial for policy makers, doctors and/or health 
managers that goal to have foresight on target groups at higher risk. 
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1 Introduction 

In the related literature, differential equation models such as Susceptible, Infected, 
Recovered (SIR) model have been traditionally applied for infectious diseases [1]. In 
countries, where less governmental intervention was applied, the accuracy of SIR 
models showcased relative accuracy [2]. Besides that, researchers mostly have pre-
ferred to consider past data on number of cases or date of the cases only [3]. Howev-
er, it is explicit that human behaviors, sociological events and the many unknown 
variables have impact on cases and their risks. Therefore, this study proposes different 
machine learning techniques and analyzes their relative performances in predicting 
the number of cases. Firstly, simple regression models are considered. Then a single 
layer artificial neural network (ANN) that has multi-dimensional input data is postu-
lated.  

In the light of these explanations, the study is designed as follows: Section 2 clari-
fies the relevant literature on forecasting the number of cases. Section 3 explains the 
traditional computational methods used. Section 4 describes the proposed ANN meth-
odology. Section 5 criticizes the results. 
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2 Literature Review on Forecasting Covid-19 Cases 

In the literature related to mathematical epidemiology, the most widely used models 
for predicting the spread of a given disease are as the following [4]: 
a. The SIR Model 
b. The SIS Model 
c. The SIER Model 

The models aforementioned are considered to be mathematical models that don’t 
utilize machine learning algorithms and are mostly solved using ordinary differential 
equations.  

As the nature of viruses are dependent on an array of factors. Machine learning al-
gorithms have been utilized in order to better predict spread viruses. In Table 1, we 
mention the most notable algorithms used to solve different problems: 

 
Table 1. The Most Notable Algorithms 

 
AUTHORS ML ALGORITHM OUTBREAK 

[5] Neural Network H1N1 flu 
[6] Random Forest Swine fever 
[7] Bayesian Network Dengue/Aedes 
[8] Random Forest Influenza 

 

To our knowledge, there is a lack of studies considering extra parameters besides 
number of cases or date of the cases. In order to fill this gap, this study utilizes a 
comprehensive input data including day, population, population density, pollution, 
tourist number, number of universities and BCG vaccine regulation existence. The 
contribution of the study is originated from consideration of multi-faceted factors 
simultaneously. 

3 Application of Traditional Computational Models 

As a first step, forecasting procedure is conducted using conventional methods to test 
whether a more advanced method is needed. For this reason, linear and polynomial 
regressions, and logistic growth are chosen. The time series data was collected from 
the website Worldometers. https://www.worldometers.info/coronavirus/ 
 
Linear Regression: It is probably the first algorithm that comes to mind when deal-
ing with time series data. Numerous predictions have been made using this approach, 
unfortunately due to the highly exponential and complex nature of viruses, the predic-
tions made were not as accurate as intended. Linear regression simply aims to find a 
relation between two variables. Considering the simplicity of how this algorithm, it is 
without a doubt powerful tool that can give some useful insight to the data at hand. 
Bellow we share the results of linear regression using the Scikit learn library. 
1 Mean Absolute Error  14539 

R-Squared 0.944 
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Although The R-Squared is relatively high, but since there is a high correlation be-

tween the days passed and the cumulative number of cases, a high R-squared score is 
expected. 

 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 1. Linear Regression(predicted) plotted against real data 
 

Polynomial Regression: modeling the relationship between an x independent varia-
ble and a y dependent variable as an nth degree polynomial with respect to x. The 
main goal of polynomial regression is to find a non-linear relationship between the 
independent variable x and the dependent variable y.  

The general formula for an nth degree polynomial regression model is as the fol-
lowing: 

 
𝑦 = 	𝛽! + 𝛽"𝑥 + 𝛽#𝑥#+	𝛽$𝑥$ +⋯+ 𝛽%𝑥% + 	𝜀																																																	Eq. (1) 
 
The Sklearn python library was used in order to optimize for the equation given 

above. Which aims to minimize the residual sum of squares between the observed 
targets in the dataset, and the targets predicted by the linear approximation: 

 
‖𝑋& − 𝑦‖##	                                                                                                    Eq. (2) 
 
Using the data gathered since the first case appeared in Turkey until the 123rd day. 

The results of the 3rd  and 7th degree polynomials is as the following: 
 
2nd  degree Root Mean Squared Error  9934.2 
3rd degree Root Mean Squared Error 9683.2 
4th degree Root Mean Squared Error 4964.74 
5th degree Root Mean Squared Error 2665.44 
6th degree Root Mean Squared Error 2376.01 
7th degree Root Mean Squared Error 1453.312 
8th degree Root Mean Squared Error 1254.883  
10th degree Root Mean Squared Error 3654.7 
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Fig. 2. Polynomial Regression of 3rd & 7th order plotted against the real data  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Polynomial Regression of   8th order plotted against the real data 
 

 
Logistic Growth: Upon studying the nature in which viruses spread[9], it is observed 
that the rate increases “exponentially” until it reaches a point of maximum growth 
rate, which is called the inflection point. The rate then starts decreasing until the 
number of infected reaches the total number of susceptible people “L”. 
𝑃(𝑡) = Logistic function of t; t is the nth day after the first case  
 
 

𝑃(𝑡) =
𝐿

1 + 𝐴𝑒'() 
Eq. (3) 
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The description above resembles that of a logistic growth model. Many predictions 
have been made using the logistic growth model, achieving higher accuracy rates and 
with lines that better fit the data. 

 
 
 
 
 
 
 
 
 
 
 
   
 
 

Fig. 4. Logistic growth function 
 
The results for the above model were obtained using the SciPy scientific library 

which uses a Nonlinear Least Squares optimization technique, which aims to mini-
mize the following: 
𝑆 =

	∑ 𝑟*#+
*," 																																																																																																																												Eq. (4) 

							 
The minimum value is achieved when the gradient is equal to zero: 
-.
-/!

= 2∑ 0"	-0"
-/!

= 0			𝑗 = (1,… , 𝑛)	*                             Eq. (5) 

                                                                      
					𝛽 = (𝛽", 𝛽#, . . , 𝛽%) 

 
Using an iterative method is then used to optimize for the vector  𝛽 parameters of 

size n.  
 
The Mean absolute error  9738.352 
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Fig. 5. Logistic growth fit against observations 

4 Design of a Novel Artificial Neural Network Approach  

In the previous section, it is figured out that traditional methods are not strong enough 
to give satisfactory results. Therefore, as an alternative method, ANNs is utilized for 
design of a novel approach for forecasting the number of cases. Inspired by biological 
neural models and highly resemblant of how animals learn by experience, ANNs aim 
to learn and extract patterns from large amounts of data[10] . Today ANNs are consid-
ered to be the most powerful tool in machine learning. The main advantage in using 
this model is that it gives data scientists the option to be creative in determining the 
feature space, and using a neural network model might provide useful insight into the 
data and help governments determine the variables that affect the spread of the dis-
ease, giving them the opportunity to take policy decisions accordingly. Although sim-
pler methods such as a Pearson coefficient could be used in determining variables that 
negatively or positively affect the number of cases. We are aiming for a more robust 
method that in essence could help us find hidden patterns in the data. 

Considering the success of these models in prediction, we aim to develop a simple 1 
hidden layer neural network in order to predict the number of Covid-19 cases. 

Data Set Design: The unpredictable nature of the corona virus with its dependence on 
an array of variables has rendered traditional methods incapable of accurately predict-
ing unseen data. The majority of models are most likely to overfit and thus generaliza-
tions of the trained models are not possible. This has motivated us to try and develop 
a neural network that will encompass different variables such as socio-economic, 
weather, vaccine regulations, density, and population. The feature for the network is 
shown in Fig. 6.   
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Fig. 6. The Feature vector for the proposed model 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Proposed Neural Network Architecture 

 

𝐴𝑐𝑡𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝑓(𝑥) = max	(0, 𝑥)         Eq.(6)                                                        
The Sklearn library was used in order to generate the neural network. The solver ‘ad-
am’ refers to a stochastic gradient-based optimizer proposed by Kingma, Diederik, 
and Jimmy Ba [11]. 

INPUT LAYER: 
𝑥1: 𝐷𝑎𝑦

𝑥2: 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
𝑥3:	𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛	𝑑𝑒𝑛𝑠𝑖𝑡𝑦

𝑥4:	𝑃𝑜𝑙𝑙𝑢𝑡𝑖𝑜𝑛
𝑥5:	𝑇𝑜𝑢𝑟𝑖𝑠𝑡𝑠

𝑥6:𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑢𝑛𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑖𝑒𝑠
𝑥7:	𝐵𝐶𝐺	𝑣𝑎𝑐𝑐𝑖𝑛𝑒	𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛
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The explanations for each data are given below:  

Day: nth day after the first case in given city. 

Population: population of city. This input feature was normalized. 

Population density:  Density (per km²) 

Pollution:  Fine particulate matter (PM2.5) is an air pollutant that can penetrate into 
the lung and impair lung function[12]. The data was collected from a Real-time Air 
Quality Index website 

Tourists:  Number of tourist in millions per year. 

Number of universities: number of universities in given city 

BCG vaccine regulation: 1: The country currently has universal BCG vaccination 
program. 2: The country used to recommend BCG vaccination for everyone, but cur-
rently does not. 3: The country never had universal BCG vaccination programs. One-
hot encoding could be used in future implementations [13] . 

Number of cases: number of cases in given day.  

Due to a lack of data only 200 input points will be used in order to determine the 
soundness of the method.  

Due to the limited space, only a part of data is shared at Table 2.  
Table 2. Example of data used. 

 

 

 

 

 

The neural network converged after 28377 with a mean absolute error 
of 15746.21. 
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Fig. 6. The number of iterations plotted against the loss. 

 

As seen from the plot above it could be said that the neural network has converged. 
Although the mean absolute error of this model is worse than that of the polynomial 
fit, we believe that the generalization of this model is possible, if a larger data set is 
provided. 

5 Discussion 

From a technical stand point, the clear disadvantage in this model and the type of data 
provided is the low variance between the input point within the same city—the popu-
lation, density, vaccine regulations and socio economic factors do not change in a 
time series problem.  That is why it is important to collect data from as many cities as 
possible. We must concede that the algorithm will most likely give the highest weight 
to the “day” variable. That is why a larger feature space could offset that bias and help 
us determine variables that significantly play a role in the spread of the virus. 
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