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Abstract

The quadratic complexity of self-attention constrains Large Language Models
(LLMs) in processing long contexts—a capability essential for many advanced
applications. Context compression aims to alleviate this computational bottleneck
while retaining critical semantic information. However, existing approaches often
fall short: explicit methods may compromise local detail, whereas implicit methods
can suffer from positional biases, information degradation, or an inability to capture
long-range semantic dependencies. We propose AdmTree, a novel framework for
adaptive, hierarchical context compression with a central focus on preserving high
semantic fidelity while maintaining efficiency. AdmTree dynamically segments
input based on information density, utilizing gist tokens to summarize variable-
length segments as the leaves of a semantic binary tree. This structure, together
with a lightweight aggregation mechanism and a frozen backbone LLM (thereby
minimizing new trainable parameters), enables efficient hierarchical abstraction of
the context. By preserving fine-grained details alongside global semantic coherence,
mitigating positional bias, and dynamically adapting to content, AdmTree robustly
retains the semantic information of long contexts.

1 Introduction

Large Language Models (LLMs) [2}13,152] have demonstrated remarkable proficiency in processing
and understanding long contexts, enabling advances in retrieval-ugmented generation [19}155]] and
agentic system [54], etc. However, handling long contexts remains computationally intensive due
to the quadratic complexity of self-attention with input token length. This leads to high memory
consumption and inference latency. Consequently, context compression has emerged as a critical
technique, aiming to reduce input token length while preserving maximal semantic integrity.

Despite promising results, most existing methods fail to simultaneously preserve information
across multiple semantic dimensions, such as global versus local semantics, or information across
positions. This inability in preserving different information dimensions may leads to poor general-
ization across real-world tasks, which demand distinct types of semantic information. Specifically,
existing methods can be divided into two main categories. Explicit methods [23, 56, 57] directly
shorten text by removing content deemed less essential for overall understanding. Although these
methods effectively capture global meaning, they often disrupt local coherence due to excessive
omission, leading to the loss of fine-grained details. In contrast, implicit methods (15,201 33| 41]]
encode long contexts into compact latent vectors (also called “gist tokens”) in a flat manner. These
methods achieve higher compression ratios, but exhibit different compression efficiency to context at
distinct positions. As evidenced by [7} 23} 40]], implicit compression methods are prone to positional
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Figure 1: Pre-experiments demonstrate that existing methods struggle to balance semantic information
of different dimensions for different types of tasks.

bias, often overlooking information from the earlier or middle parts of the context. In other words,
less salient information is easily overshadowed by more prominent content.

To mitigate semantic loss caused by position bias, some implicit methods also explored recursive
compression [11} 21, 158]. These methods progressively condense segmented contexts into serialized
gist tokens. However, they often rely on fixed-size segments without considering variations in
information density, leading to imbalanced compression loads across different input regions. More-
over, such linear manner still causes semantic information to degrade progressively during recursive
compression, making it difficult to capture long-range dependencies and maintain global coherence.

To overcome these limitations, we draw inspiration from cognitive science, where hierarchical struc-
tures are fundamental to human information processing [0} [22]. Hierarchical representations naturally
balance semantic breadth (coverage across contexts) and depth (granularity of detail). Moreover,
it establishes bidirectional connections among leaf nodes, mitigating the information degradation
by previous unidirectional compression. Motivated by this, we introduce the Adaptive Semantic
Tree Compressor (AdmTree), a novel hierarchical context compression framework designed to
preserve information integrity more effectively. Unlike methods relying on fixed chunking or flat
representations, AdmTree performs compression in a dynamic and structured manner: (i) first, long
input context is dynamically segmented into variable-length units based on information density. (ii)
then, gist tokens are interleaved among segments to compress them, serving as the leaf nodes, and
a semantic tree is then constructed bottom-up upon these leaves. (iii) finally, AdmTree generates
responses conditioned on the semantic tree, which can be dynamically updated as new context arrives.

Extensive experiments are conducted to validate the effectiveness of AdmTree. In main experiments,
AdmTree consistently achieves state-of-the-art performance across five task types and more than ten
datasets from LongBench [4], surpassing baseline methods by over 10% while maintaining high
inference efficiency. In some QA tasks, AdmTree even outperforms the strongest baseline Beacon
[S8]], by up to 20 points, demonstrating its remarkable ability to comprehensively preserve semantic
information. Further analysis also confirms that AdmTree exhibits strong scalability and efficiency in
dynamic context scenarios. Additionally, appendix results highlight the interpretability of AdmTree
powered by attention over tree nodes, compared to previous black-box implicit compression methods.

2 Preliminaries

2.1 Task Formulation

Following the instruction tuning setting, we define input context as X = (Xt X4°¢) 'where Xt

is task instruction (query) and X% is input long document. The compressed context X is either
text tokens or semantic vectors, based on which LLMs generate responses. The objective of context
compression can be formulated as maximize information retention while minimizing redundancy:

max I(X;Y) — AR(X),
X

in which I ()NC, Y) measures the mutual information between the compressed context X and ground-

truth answer Y, ensuring that essential information is preserved. The second term R(X) is a
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Figure 2: Comparison of compression frameworks. All methods generate responses conditioned on
the representation in green. Unlike other methods compress in a linear manner, AdmTree dynamically
balances context compression both horizontally and vertically through adaptive gist token allocation
and tree hierarchy. Meanwhile, bidirectional aggregation mitigates information degradation.

regularization term that penalizes excessive redundancy, promoting shorter X. The parameter A
controls the trade-off between information retention and compression.

To quantify the compression degree, the compression ratio is defined as the proportion of original

input length to compressed context length, given by: 7 = % > 1, where | - | is the token number.

2.2 Hard Trade-offs Between Different Information Dimensions in Compression

To preliminarily illustrate the limitations of both explicit and implicit compression methods in
balancing semantic information across multiple dimensions, we conduct experiments on two probing
tasks: (i) Multi-Granularity Summarization. Leveraging the BookSum dataset [31]], this task
requires the model to generate summaries at the book, chapter, and paragraph levels for a given
article. It evaluates the model’s capacity to preserve both global and local semantic content.
(ii) Multi-Document Question Answering. For this task, the NaturalQuestion dataset [32]] was
employed. The task involves answering questions based on 30 input documents, only one of which
contains the ground-truth answer. By placing the ground-truth document at different positions, we
verify the model capability to compress information across various locations.

As shown in Figure[Tal we observe that as the summarization granularity becomes finer (from book to
paragraph level), the performance of explicit method (LongLLLMLingua) consistently declines, while
no such trend is observed for implicit methods. This suggests that explicit compression methods tend
to prioritize global information while neglecting finer details. In Figure[Tb] both Activation Beacon
and SnapKV demonstrate better performance when the ground-truth document is placed at the end.
This results in a performance curve characterized by an upward trajectory in its latter segment. The
“lost in the middle” phenomenon [40] indicates that implicit methods are more prone to positional bias,
preferentially retaining information closer to compression tokens. The above preliminary experiments
demonstrate the existing compression methods struggle to retain semantic information in multiple
dimensions completely, motivating us to propose a more balanced compression framework.

3 AdmTree Framework

3.1 Overview

As shown in Figure 2} existing one-time or recursive compression methods still operate in a linear or
flat manner. They all suffer from information degradation due to position bias. In contrast, AdmTree is
a novel framework for adaptive hierarchical context compression. Its dynamic tree structure not only
balances semantic preservation in terms of both breadth and depth, but also mitigates the information
degradation caused by unidirectional compression through hierarchical aggregation. In general, it
dynamically segments input context, assigns gist tokens to summarize each segment, and builds a tree
structure to capture contextual information at multiple granularities. This hierarchical representation



is then utilized for compression, with only minimal parameters trained. AdmTree comprises three
key stages: dynamic leaf gist token construction, semantic tree construction, tree-based compression.

3.2 Adaptive Leaf Gist Token Construction

This stage transforms an input context X into an alternating sequence of textual sub-segments s;, and
leaf gist tokens (GT), . The primary objective is to achieve adaptive segmentation based on informa-
tion density, governed by a compression strategy, to prepare input for hierarchical summarization.

X Segmentation & Budgeting X, _ [51, <GT>1, S9, <GT>2, L SM <GT>M]
Each leaf gist token (GT), is designated to summarize its preceding sub-segment s, and the
attention scope is restricted to its associated sub-segment and preceding leaf gist tokens. The process
involves initial uniform partitioning of X into segments X, followed by adaptive budget reallocation
(determining the number of sub-segments b} within each X;) using an information content score (Eq.
to define the final sub-segments s, and the placement of their corresponding (GT), . A dedicated
token, (GT), is incorporated into the LLM’s vocabulary for this purpose.

Initial Segmentation Given an input context X = [z1, ..., 2] of length £, AdmTree first parti-
tions it uniformly into initial segments Xj, each of length n:

X = [x(ifl)nJrla s 7xmin(i<n,£)}7 ()
where n is constrained not to exceed the maximum sequence length supported by the LLM.

Adaptive Compression Budget Allocation Recognizing that information density varies across
segments, initial uniform segments are adaptively further partitioned: segments with higher infor-
mation density or complexity are divided into finer sub-segments with more gist tokens (implying a
lower local compression ratio).

A simple yet effective strategy is proposed for this budget reallocation. Given the overall compression
ratio 7, the initial budget of leaf gist tokens b; for each segment X; (of length n) is n/27. We first
quantify the informational value of each segment X; using an entropy-adjusted perplexity score:

Score(X;) = PPL(Xj) - exp (= - Entropy(Xj)) , 2)

where Entropy (-) measures its intrinsic information content, and ) is a hyperparameter balancing
PPL and entropy. Segments are then ranked based on this score, and the gist token budgets are
redistributed as follows:
n/7,  if X ranks in the top 25% by Score
b; = < n/27, if X ranks in the middle 25% by Score . 3)
n/4r, if X; ranks in the bottom 50% by Score

This adaptive allocation strategy still maintains the overall compression ratio 7 globally, while
adapting locally to information density. Finally, AdmTree partitions each original segment X; into
b} finer sub-segments, appending one gist token (GT) after each sub-segment. Let s; ; denote the
j-th sub-segment of the original segment X;. The processed segment X/ becomes a sequence of
sub-segments and their corresponding gist tokens:

X = [si1, (GT), 1,82, (GT), 9, - Sips <GT>N7§}’ @

where each sub-segment s; ; has a length ; ; = n/b;. These (GT), ; tokens form the leaf nodes of
the semantic tree.

3.3 Semantic Tree Construction

Here, we detail the construction of current semantic tree 7<j, from the set of leaf gist token rep-
resentations {h<GT>1, ey h<GT>k }. The construction is scalable and incremental: when processing
sub-segment sy, the existing tree 7, (which summarizes preceding (GT), ..., (GT), _,) is partially
reused to form T<y, by integrating the new gist token’s representation gr), (obtained as described
in Sec. [3.4). The general bottom-up aggregation process is:

} Hierarchical Aggregation

{h@n),: har),s -+ hiar,, Tar-



While the tree structure can be flexible, we employ the binary tree. Meanwhile, to avoid introducing
extra consumption, we do not use padding tokens to keep tree balanced. Instead, any remaining
unpaired gist token is deferred to the aggregation at next level.

Once the structure is determined, the aggregation function is defined as: Agg : P(R¢) — RY, where
P denotes the power set and R? is the hidden state dimension. Starting from the leaf gist tokens,
the aggregator iteratively combines hidden states h,, for all children u of node v to form the parent
node’s hidden state h,,:

h, = Agg({hu | u € Cv})7 Q)

Here, C,, denotes the set of children of node v. For efficiency, the aggregation function Agg(-) is
implemented by a single-layer self-attention mechanism, followed by an averaging operation:

Agg(C,) = Average (Self-Attnggg ({hy | v € Cy};bage)) (6)

The trainable parameters size in 0,4, is significantly smaller than the entire LLM, and are only built
once during inference. Therefore, it does not affect the original inference complexity O((L£/7)?).
Furthermore, the self-attention in aggregation mechanism further allows information from subsequent
segments to influence preceding ones, mitigating the unidirectional limitations of causal LLMs.

3.4 Tree-based Compression

This stage processes each sub-segment s, and its associated gist token (GT), by leveraging the
semantic summary 7, of preceding content (i.e., tree built from gist tokens (GT),, ..., (GT),_,).
The primary goal is to generate contextualized representations for tokens in s, and for (GT), . Once
the representation is computed, the key (K'(gr), ) and value (V(gry, ) representations of (GT),, are
also stored to accelerate the construction of subsequent semantic tree (as per Sec. [3.3).

(s, (GT),), T<k (Hsy» higry, » {K ), Vier), })

Here, Hs, and h<GT>k denote the output hidden states of text tokens in sj and gist token (GT),
respectively. Following prior work [21} 41]], AdmTree leverages the original LLM to encode text
token, while the (GT),, token and the nodes from 7}, are processed independently with another

trainable attention heads.

LLM Encoding
—

As illustrated in Figure [2] to distinctly encode gist tokens and regular text tokens, we introduce two
separate attention branches before merging them for joint self-attention. Assuming hé- € R%is the
hidden state of the j-th token at layer [. The query, key, and value vectors are computed as:

¢t =nlwr, KT =nbwr o WP =Ry (7
where placeholder x € {gt, tt} distinguishes gist tokens (gt) from text tokens (tt). Projection matrices
for text tokens (e.g., W;t) are derived from the original LLM, while those for gist tokens (e.g.,
qut) are newly introduced and trained. After individually computing, the representations from the
preceding tree context (7<), the current text sub-segment (sy), and the current gist token ({(GT) i)

are concatenated back to form a unified sequence. The original order of each token type is maintained.
The combined matrices are:

Q=1[QuwQy, K=[Kr, KKy, V=I[Vr,V,Val ®)
Then, the standard self-attention mechanism with a causal mask M is then applied:
QK"
Vi,

where dj, is the dimension of the key vectors. All tokens are encoded with relative positional
embeddings for queries and keys. H is actually the concatenation of Hs, and h(gry, . Tree nodes
from 7, are flattened in a left-to-right, bottom-to-top order to be integrated into the sequence.

H'"' = softmax ( + M> v, 9)

3.5 Compression Learning

AdmTree learns to compress context into the semantic nodes of a tree 7 and then generate appropriate
responses based on them. Similar to general LLMs, AdmTree is optimized via next-token prediction



task. The prediction for token x; within the given sub-segment s; is conditioned on both the
dynamically constructed semantic tree 7 (summarizing all preceding context) and the local intra-
sub-segment context x ;. The objective is to minimize the negative log-likelihood:

Lirain = min Ex~p |— Z Z log P (TJ | T<k7x<j§ th_atma egt_emb; Gagg) ,  (10)

gt_attn 79gl,emb 7oagﬂ
= = spEX T;ESK

where the outer sum iterates over all sub-segments sy derived from a long context input X. The
trainable parameters consist of: fg_an, for the attention heads processing gist tokens; 0g;_cmp, for the
token embedding of (GT); and 0,,,, for the aggregator parameters. The parameters of the backbone
LLM, 61 m, remain frozen throughout the training.

4 Experiment Details

4.1 Experiment Setting

Baselines Following prior work [26] 58] on compression, we introduce two main categories of
baseline models for processing long contexts:

(i) Retrieval-based Methods. These methods employ a retriever to obtain the most relevant segments
based on their similarities to the given query (instruction). We utilize one sparse retrieval method
BM2S [48]], and two dense retrieval methods, Sentence-BERT [47] and OpenAl Embeddingsﬂ

(ii) Compression-based Methods. Unlike retrieval-based methods, these methods directly compress
the input text into more concise representations. We select LongLLLMLingua [26] as a representative
of explicit compression methods. AutoCompressor [[11], ICAE [21], Activation Beacon [58], and
SnapKYV [38] are employed as implicit compression methods. The former three methods recursively
compresses long contexts into semantic vectors, enabling preliminary fine-grained compression.

We also fine-tuned the original LLM using the same training data to serve as the strong baseline,
denoted as Original LLM-FT.

Evaluation Benchmark We evaluate AdmTree’s effectiveness and efficiency on LongBench [4].
LongBench is a multitask benchmark assessing LLM comprehension of long contexts. The description
for other used dataset can be found in Appendix.

Backbone LL.Ms L1aMA-2-7B-Chat and Qwen-2-7B-Instruct are employed as the backbone
LLMs. We use LlaMA-2-7B-Chat because three out of the four compression baselines utilize it.

Implementation Details The training details for AdmTree can be found in Appendix. For the
compression ratio in main experiments, given LLaMA-2’s maximum sequence length of 4K, we
apply x2 compression for 4K-8K contexts, x4 for 8K-16K, and x8 for 16K-32K. For Qwen-2, we
uniformly set the compression ratio to x4. The results are averaged over three inference runs.

4.2 Main Experiments

We evaluate the AdmTree and other baseline on LongBench. The performance and latency are
reported in Table[T] from which we can observe that:

1. AdmTree significantly surpasses all other baselines. Specifically, on the Llama-2-7B and Qwen-
2-7B models, AdmTree outperforms the current state-of-the-art compression method Activation
Beacon, by 10% and 5% in average scores, respectively. The performance gains are particularly
striking in QA tasks, where AdmTree achieves improvements exceeding 327.5% in some tasks.
Notably, AdmTree achieves these gains without incurring additional latency compared to other
recursive compression methods. This performance gain is primarily attributed to AdmTree’s adaptive
leaf node allocation and hierarchical architecture, which effectively balances semantic information
across different dimensions. Meanwhile, the utilization of a single-layer Transformer for the leaf node
representation in AdmTree’s semantic tree contributes to its computational efficiency. In contrast,
AutoCompressor and ICAE exhibit poor performance, primarily due to their fixed number of gist
tokens, which hinders their ability to adeptly handle the diverse long-context scenarios in LongBench.

’We use text-embedding-ada-002 at OpenAlL



2. AdmTree’s advantages are more pronounced when compared with retrieval-based methods.
While retrieval methods enable processing lengthy context without any modification on original model,
this comes at the expense of performance. These methods particularly struggle with complex, multi-
hop question answering, since they may fail to retrieve all necessary relevant context. Consequently,
there is a marked performance decline on single and multi-document QA compared to AdmTree.

3. AdmTree is the only

compress-ion-based method  Typle 1: Out of domain evaluation on LongBench [4]]. Each task
that consistently outperforms type includes at least two datasets. We report the micro-averaged

the strong baseline of full fine- 5o formance across all datasets. 1: the results cited from Bai et al.
tuning on the original LLM 4] Zhang et al. [38]

(Original LLM-FT) across
both backbone models. We LongBench Latency

. s .1 Methods SingleDoc  MultiDoc  Summ. FewShot Code AVG Latency Speedup
posit that AdmTree’s ability to

.. LLama-2-7B
surpass Original LLM-FT stems Original LLM! 247 2.4 246 632 517 372 64 40x
from its capacity to retain more Original LLM-FT! 34.8 27.5 232 618 578 398 256 -
: : : Retrieval-based Methods

comprehensive information BM25 25.1 239 44 564 331 325 64 4.0x
E R : ; SBERT 17.1 15.8 236 532 368 288 64 40x
within its hlerarChlca_ll structure. OpenAl 283 16.4 169 237 503 255 64 40x

When presented Wlth a taSk Cmnpre.vxian-basfdMelhods
query, AdmTree can efficiently G5 ™ 53 152 195 248 278 208 102 25«
“retrieval” and utilize the most LongLLMLingua' 26] 21.5 18.8 217 495 532 315 8.5 3.0%
. . . Snapk V' [38 242 26 163 601 577 346 85 3.0%
relevant information while ef-  Beacon' 58 349 75 250 64 578 401 80  32x
. . AdmTree (O 365 36.3 269 655 609 441 78 33
fectively filtering out contextual mree (Qurs) -

. Qwen-2-7B
noise.  Other methOds_’ such Original LLM' 38.8 375 267 701 603 457 235 1.0
as Beacon, do not consistently Original LLM-FT' 410 40.6 268 685 661 474 235 -
1 1 1 _ Retrieval-based Methods

achieve Fhls, occ.aslonally under BM25 288 30 238 540 320 31 59 40x
performmg Orlglnal LLM-FT SBERT 18.4 229 21.6 504 346 289 59 4.0x
i K OpenAl 300 19.1 238 29 516 279 59 40x

on SpeCI C tasks. Compression-based Methods
. LongLLMLingua’ 247 203 263 559 501 344 78 3.0%
4. Among compression-based SnapK V' 38.7 376 262 671 603 450 78 3.0x
. . Beacon! 405 403 268 684 664 472 13 3.2x
methods, explicit method AdmTree (Ours) 416 459 302 699 668 497 70 3.4x

(LongLLMLingua) and im-

plicit methods (represented by Activation Beacon) demonstrate varied efficacy across different
task types. For instance, LongLLMLingua achieves competitive performance with AdmTree on
summarization tasks but significantly lags behind on question answering tasks. This observation
aligns with our assertion in the introduction that explicit compression methods may struggle with
tasks demanding fine-grained details. Conversely, AdmTree exhibits consistently strong and balanced
performance across all task types. As further evidenced by our analyses in Figure |I| AdmTree
maintains stable performance across summarization tasks of different granularities and QA tasks
with different ground-truth information location. This consistent performance, with lower variance,
demonstrating AdmTree’s superior capability in preserving semantic integrity across multiple
information dimensions, and also suggests the potential of integrating Mixture-of-Experts (MoE)
architectures [8]] to further specialize compression across diverse task requirements.

4.3 Ablation Experiments

To quantify the contributions of each modules to overall performance, we conducted ablation ex-
periments covering different training stages, model structures, and tree construction strategies. As
shown in Table |2} both pre-training and instruction fine-tuning enhance the compression learning.
Pre-training exerts the larger impact, probably since it learned from the full-sentence contexts,
whereas instruction tuning optimized LLMs only on task outputs. Removing the tree structure (while
maintaining the compression ratio) resulted in a severe performance drop to 28.5, demonstrating
the effectiveness of our proposed tree architecture. When the adaptive leaf gist token allocation
was replaced with uniform allocation, indicating that adaptive compression better balances semantic
information across segments. Furthermore, removing the parameters from the self-attention layer
in the tree aggregation process also led to a notable performance decrease. In general, single-layer
self-attention strikes an effective trade-off between performance and efficiency.

Tree-node retrieval To further enhance inference efficiency, we experimented with directly re-
trieving only the top 75% of tree nodes during inference, based on their attention scores relative to



Table 3: Experiments in dialogue scenarios, where context arrives dynamically rather than requiring
one-time compression. ShareGPT dataset [12] is used. AdmTree demonstrates notable flexibility.

1 Turn (765 tokens) 2 Turn (3006 tokens) 3 Turn (6491 tokens)
Method PPL, Latency TFLOPs PPL| Latency TFLOPs PPL| Latency TFLOPs
AutoCompressors 832 076 841 609 138 3818 751 182 9663
ICAE 772 045 878 655 076 4062 813 120 9237
LongLLMLingua 591 078 878 496 141 4832 477 198 14571
SnapKV 491 032 830 420 069 3397 463 083 7545
Beacon 427 037 863 308 072 3454 298 094 7541
AdmTree (Ours) 401 037 837 291 070 3409 279 092 7538

the last token. The resulting performance loss is marginal: the model still surpasses competitive
baselines such as SnapKV on single-document QA. The scalability of AdmTree thus enables further
inference-time optimizations under limited computational budgets.

~t=LongLLMLingua AutoCompressor ICAE SnapKV Beacon AdmTree (Ours)
Context Length = 1k Context Length ~ 2k Context Length ~ 4k . .
* * » Table 2: Ablation experiments
70 70
¢ “ w on LLaMA-based AdmTree.
50
.—I]40 50 50
5 © " Ablation Single-Doc
g” » 0 Full 365
20
e a——— 20 2 \\ w/o Pre-training 26.6
b 10 \,__\ 10 w/o Fine-tuning 29.3
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Compression Ratio Compression Ratio Compression Ratio w/o Self-attention 29.6
w/o Adaptive Leaf Constr. 34.1
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Figure 3: Model performance under varying context lengths and  + Tree Nodes R 1 3238

compression ratios.

5 Analysis Experiments

In this section, several characteristics of AdmTree are investigated, including flexibility, effects across
varying context lengths and compression ratios, and compression effects on fine-grained information.

5.1 Compression Flexibility

We evaluate the flexibility of compression methods in multi-turn dialogue scenarios, where demands
efficient compression of dynamically updated conversational context (utterances). The ShareGPT
dataset [12]], comprising lengthy dialogues between humans and ChatGPT, was utilized for evaluation.
We assessed methods over three consecutive dialogue turns, with the average context length pro-
gressively increasing from 765 to 6,491 tokens. Perplexity (PPL) was employed to assess responses
quality, while latency and TeraFLOPs (TFLOPs) were reported to measure compression efficiency.

As shown in Table 3] AdmTree consistently achieves the lowest PPL scores across all three dialogue
turns. Notably, its PPL decreases as the dialogue progresses and context length increases, which
indicates that AdmTree effectively compresses the dialogue history, preserving semantic integrity
and conversational structure. Meanwhile, one-time compression methods (e.g., LongLLMLingua and
ICAE) incur a dramatic rise in computational cost as the dialogue extends, since they need to the
recompress entire context at each turn. While AdmTree and Activation Beacon mitigate this issue
as recursive compression methods, which allow for the reuse of compressed representations from
previous turns. This scalability is highly desirable for dynamic, real-world applications like online
dialogue systems, where context is continuously updated, not merely processed in a single pass.

5.2 Compression with Different Context Length and Compression Ratio

Figure[3|presents the performance of various compression methods under different context lengths and
compression ratios. Specifically, we use the Multi-Session Conversation (MSC) dataset, constructed
by MemGPT [44]. We further process it to obtain dialogue samples with average lengths of 1K,
2K, and 4K tokens. Following MemGPT, ROUGE-L is employed to evaluate response quality. We
can found that AdmTree consistently outperforms all baseline models across all context lengths
and compression ratios by a substantial margin. At a 1K context length, AdmTree maintains stable
performance, even showing slight improvement as the compression ratio increases. For longer
contexts, AdmTree exhibits a much smaller degradation in performance compared to other methods.
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Figure 4: Comparison of Needle-in-The-Haystack [27] results with LLaMA-2-7B as backbone LLM.

Notably, several baselines collapse under the combination of long context and high compression ratio,
with ROUGE-L scores dropping below 10.

5.3 Fine-grained Information Compression

We evaluated the fine-grained information retention capabilities of AdmTree and the state-of-the-art
Activation Beacon with the challenging Needle-in-the-Haystack dataset. In this task, a specific
piece of information (“needle”) is embedded at a specific position within a lengthy document
(“haystack™), and the model is prompted to retrieve this detail. As illustrated in Figured] AdmTree
consistently and precisely extracts the target information across documents of varying lengths and
needle positions, demonstrating strong semantic preservation. Notably, the length of input contexts in
this task substantially exceeds those seen during AdmTree’s training, yet the model maintains stable
performance.

6 Related Work

6.1 Compression Methods

As input contexts grow increasingly long, context compression has attracted significant attention.
The goal is to reduce input token length while maintaining semantic integrity. The existing methods
can be broadly categorized into two categories: (1) Explicit methods that directly shorten text by
removing less crucial content based on information theory [25} 26} 37, 43 [51]]. These methods range
from token-level pruning [23} 43}, to sentence-level methods such as CPC [39]]. (2) Implicit methods
include encoding inputs into soft tokens using methods such as Gisting [41]] and Gist-COCO [33]],
or applying recursive-based compression as in AutoCompressor [11]], ICAE [20] and Activation
Beacon [58]. Specialized compression methods have also been proposed, including xXRAG [10] for
retrieval-augmented generation and CCM [29] for online scenarios.

6.2 Retrieval Methods

Retrieval methods enable LLMs to process long context by selecting the most relevant segments
based on their similarity to a given query. These methods are generally categorized into two types:
(1) Sparse Retrieval: use term-frequency-based models, such as TF-IDF [46]] and BM25 [48]], which
represent documents as sparse vectors based on keyword occurrences. (2) Dense Retrieval: employ
neural networks to encode queries and documents into continuous vector spaces, enabling semantic
similarity matching. Common models include Sentence-BERT [47], Contriever [24]], and DPR [28].

7 Conclusion

In this paper, to address the limitations of existing context compression methods in preserving
semantic fidelity, we propose AdmTree, a novel hierarchical compression framework that dynamically
allocates gist tokens and constructs adaptive semantic trees. By integrating information-aware
segmentation with lightweight tree-based aggregation, AdmTree comprehensively preserves semantic
information across multiple dimensions. Experiments on LongBench show that AdmTree consistently
surpasses state-of-the-art baselines in both performance and inference efficiency across diverse tasks.
Further analysis also confirms that AdmTree exhibits strong scalability in dynamic context scenarios.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We demonstrate the advantages of our AdmTree in both performance and
efficiency in the experiment section.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In conclusion section, we point out the limitations.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide implemention details in experiment section and appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We use public dataset.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide implemention details in experiment section and appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report the average results over three inference runs.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide it in the Appendix
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research fully adheres to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discussed it in introduction.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: the paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: all creators and original owners of assets used in our paper have been properly
credited.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets
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Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: we will release our code and model in Github with well-documented readme.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

» At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper

include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
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Answer: [NA]

Justification: the core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:
* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional Related Work

A.1 Extending LLM Window Size

Unlike the above methods that improve LLM efficiency for long-text processing, some studies focus
on expanding the context window of LLMs. A mainstream approach involves progressive pre-training
strategies [17, 142, |49]], which incrementally extend the maximum context length through phased
training. Although these methods achieve strong performance, they incur high training costs and do
not reduce inference overhead. In our experiments, we include fine-tuned LLMs trained on the same
long-context datasets as strong baselines (Table [T).

B Experiment Setting

B.1 Method Details

Baselines Following prior work [26} 58] on compression, we introduce two main categories of
baseline models for processing long contexts:

(i) Retrieval-based Methods. These methods employ a retriever to rank segmented long contexts
based on their relevance to the given query (instruction). We utilize one sparse retrieval method
BM25 [48], and two dense retrieval methods, Sentence-BERT [47] and OpenAl Embeddingﬂ
After assessing the relevance of the input context to the query using these models, segments with
lower relevance are discarded iteratively until the required compression ratio is achieved.

(ii) Compression-based Methods. We select LongLLMLingua [20] as a representative of explicit
compression methods. AutoCompressor [L1], ICAE [21]], Activation Beacon [38]], and SnapKV
[38] are employed as implicit compression methods. The former three methods recursively com-
presses long contexts into semantic vectors, enabling preliminary fine-grained compression.

We also fine-tuned the original LLM using the same training data to serve as the baseline, denoted as
Original LLM-FT.

Backbone LLMs LlaMA-2-7B-Chat and Qwen-2-7B-Instruct are employed as the backbone
LLMs. We use LIaMA-2-7B-Chat because three out of the four compression baselines utilize it.
Throughout the experiments, we adopt LlaMA-2 as the backbone model unless explicitly stated
otherwise.

Implementation Details In training AdmTree, we use the same dataset as Zhang et al. [58] to
ensure fairness. Specifically, pre-training is conducted on 1B tokens sampled from RedPajama [53].
During fine-tuning, we utilize LongAlpaca [9], BookSum [31], and 16K synthetic samples generated
by GPT-3.5 [18]. AdmTree is trained with a batch size of 8 on 8 NVIDIA A800 GPUs, with learning
rates set to Se-5 for pre-training and le-5 for fine-tuning, respectively.

For the compression ratio in main experiments, given LLaMA-2’s maximum sequence length of 4K,
we apply x2 compression for 4K-8K contexts, x4 for 8K-16K, and x8 for 16K-32K. For Qwen-2,
we uniformly set the compression ratio to x4.

B.2 Dataset Details

Evaluation Benchmark In main experiments, we evaluate AdmTree’s effectiveness and efficiency
on LongBench [4] and Needle-In-The-Haystack [27]. LongBench is a multitask benchmark
assessing LLMs’ comprehension of long contexts across various tasks such as single- and multi-
document QA and summarization, with 32K maximum length. Needle-In-The-Haystack assesses the
model’s ability to extract pertinent fact (“needle”) from lengthy context (‘“haystack™).

In other section, we further experiment on diverse benchmarks, including GSM8K [14] and BBH
[50] for demonstration compression, MSC [44] and ShareGPT [12]] for dialogue compression,
Arxiv-March23 for summarization scenario, Topic Retrieval for retrieval scenario:

*We use text-embedding-ada-002 at OpenAlL
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longbenchv2 This dataset, introduced by Bai et al. [5], spans six major task categories and features
documents ranging from 8,000 words to 2 million words in length. The benchmark presents a
challenging four-choice question format, with performance evaluated using accuracy as the primary
metric.

GSMS8K This dataset [13] is a widely recognized benchmark for evaluating mathematical reasoning
capabilities. It specifically assesses a model’s proficiency in performing arithmetic operations and
constructing coherent, step-by-step solutions using natural language. In our implementation, we
employ a 2-shot learning approach with the original prompt being a complex, multi-step chain-of-
thought (CoT) [16] formulation.

BBH This dataset [30]] is designed for language and symbolic reasoning tasks, with a specific focus
on evaluating chain-of-thought (CoT) reasoning capabilities. In our experiments, we employ two
distinct CoT prompts as the baseline for comparison.

ShareGPT This dialogue dataset [1]] is sourced from ShareGPT.com, a platform where users
publicly share their ChatGPT interactions across multiple languages and diverse conversational
scenarios (e.g., casual chats, writing assistance, and more). For our evaluation, we adopt the curated
subset provided by [58] as our test set.

Arxiv-March23 This dataset is constructed from the most recent academic papers published in the
arXiv preprint repository during March 2023. For evaluation purposes, we utilize a curated subset of
500 samples collected as our test set [36]]. Input text length is limited to 10,000 characters and we
employ DeepSeek to automatically generate summaries for each test instance, which serve as the
reference answers [25].

Topic Retrieval This evaluation dataset [34] systematically examines model adaptability to varying
context lengths and compression requirements. The framework employs structured multi-turn dialog
sequences between human users and chatbots.

MSC Derived from MemGPT [43]], this multi-session benchmark comprises the MSC dataset
containing extended human-human dialogues (avg. 2,000 tokens). We systematically transformed
the original dataset through prompt engineering to create length variants (1K and 4K tokens) for
comprehensive evaluation of context-length robustness.

C Analysis Experiments on More Benchmarks and Scenarios

C.1 Compression on LongBench v2

To ensure consistency with settings in [S8]], the experiments in main body are conducted on the
LongBench benchmark. In Table d] we further report results on the more challenging LongBench
v2 [3]], which requiring deeper understanding and reasoning over long contexts. On LongBench
v2, AdmTree demonstrates consistent absolute improvements and even more pronounced relative
gains. Specifically, it outperforms the state-of-the-art Activation Beacon by +18.5% on LLaMA
and +12.7% on Qwen. Moreover, on the newly introduced Long-dialogue History Understanding
task, AdmTree brings a notable performance boost, demonstrating its superior ability to preserve
dialogue structure and semantics during compression. Besides, compared to the performance on the
original LongBench, Activation Beacon no longer consistently surpasses other baselines on some
tasks (e.g. Multi-Document QA) in LongBench v2. This trend underscores the potential advantages
of tree-structured compression in facilitating structured reasoning over long-context scenarios.

C.2 Compression on Reasoning Data

Following the experimental setup of Jiang et al. [25], GSM8K and BBH are employed to assess model
performance in reasoning and in-context learning scenarios. We introduce a strong baseline, Full-shot,
whose prompt lengths on both datasets remain within the maximum context window of LLaMA-2-7B.
As shown in Table ??, AdmTree consistently surpasses all baseline methods. Notably, even under
the quarter-shot compression constraint, AdmTree outperforms the Full-shot baseline, achieving
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Table 4: Experiment results (%) on LongBench v2 [5]]. We also report the micro-averaged performance
across all datasets.

LongBenchv2
Methods SingleDoc  MultiDoc ICL History Code Data AVG
LLama-2-7B
AutoCompressor[11] 3.1 1.5 2.6 0.8 8.9 7.2 3.1
ICAE [21] 4.2 2.7 2.1 3.5 9.6 8.5 4.1
LongLLMLingua [26] 20.0 17.6 8.6 2.6 16.0 11.8 149
SnapKV [38] 18.1 15.2 23.1 16.2 183 192 181
Beacon [58] 20.0 14.4 25.9 18.0 220 212 195
AdmTree (Ours) 229 19.2 27.2 25.6 240 242 231
Qwen-2-7B
LongLLMLingua [26] 223 19.6 12.3 8.5 132 20.1 18.1
SnapKYV [38] 29.5 27.2 28.6  29.1 153 279 279
Beacon [58]] 34.3 18.4 29.6 30.8 16.0 333 283
AdmTree (Ours) 349 25.6 333 385 220 333 319

Table 5: Experiment results (Exact Match, EM) under different compression ratios on the GSM8SK
mathematical reasoning [[14] and Big-bench Hard (BBH) datasets [50].

GSMSK BBH
Method
1-st. const.  half-st. const.  quarter-st. const.  1-st. const.  half-st. const.  quarter-st. const.
(~5%x) (~14 x) (~20 x) (~3x) (~5%x) (~7x)
AutoCompressor 22.7 21.5 21.2 13.71 11.56 11.23
ICAE 37.76 35.21 33.12 21.67 20.12 19.83
Snapkv 44.56 42.95 43.81 38.61 36.83 36.01
LongLLMLingua 42.55 43.46 43.23 33.37 39.42 38.81
Beacon 45.74 44.36 44.13 43.95 44.25 42.44
AdmTree (Ours) 48.12 47.93 46.85 45.06 49.7 53.53
Zero-shot 41.87 36.49
Full-shot 46.88 43.34

compression ratios exceeding 20x and 7x on GSMS8K and BBH, respectively. These results indicate
that AdmTree effectively retains the reasoning process encoded in the original prompts. Interestingly,
on the BBH dataset, higher compression ratios yield performance improvements for AdmTree. We
attribute this to the relatively short full-shot prompts in BBH (fewer than 500 tokens), where fewer
but more compact compressed tokens may enhance compression quality and thereby improve overall
performance.

C.3 Compression on Summarization Scenario

We evaluate the performance of different compression models on the summarization task using an
additional dataset, ArXiv-March23. As shown in Table[6] we compare the models under 2x and 4 x
compression ratios. Across all metrics, AdmTree consistently achieves strong performance. Besides,
its performance under the 4 x compression ratio does not show significant degradation compared to
the 2 x setting. In contrast, Activation Beacon performs noticeably worse on the BLEU metric. This
may be attributed to the nature of BLEU, which emphasizes n-gram continuity, unlike ROUGE, which
focuses on longest common subsequences. The lower BLEU score potentially suggests that Activation
Beacon may generate less coherent summaries, potentially introducing unwanted or disjointed tokens.

C.4 Compression on Retrieval Scenario

We conduct additional experiments in a retrieval scenario using the Topic Retrieval dataset [] as a
supplement to the Needle-in-a-Haystack experiment. Different from Needle-in-a-Haystack, which
varies the position of the “needle” within a fixed-length context, Topic Retrieval varies the context
length by modifying the number of total topics and then querying information about the first topic.
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Table 6: Compression performance in summarization scenarios. The ArXiv-March23 dataset is used
for evaluation. Metrics include ROUGE-1, ROUGE-2, ROUGE-L, BERTScore, and BLEU.

Methods ROUGE-1 ROUGE-2 ROUGE-L BSF1 BLEU
Original LLM 40.35 16.22 27.22 81.57 34.88
2x Compression Constraint
AutoCompressor 9.05 0.24 6.31 12.43 5.05
ICAE 12.87 1.03 8.42 15.25 15.77
Longl.LMLingua 31.78 9.29 20.01 74.24 2481
SnapKV 33.23 12.56 25.1 73.09  30.23
Beacon 35.42 15.47 2591 77.69 16.05
AdmTree (Ours) 36.10 15.69 26.60 79.83 35.99
4x Compression Constraint
AutoCompressor 7.69 0.21 5.21 11.36 4.21
ICAE 10.56 0.89 7.65 13.21 13.52
LongLLMLingua 29.3 7.43 18.2 69.04  26.36
SnapKV 31.25 8.92 20.53 70.21 23.21
Beacon 32.18 14.12 23.96 74.25 17.22
AdmTree (Ours) 35.51 15.06 25.84 7997 34.82
—#—  AutoCompressor ICAE —+— LongLLMLingua —+— SnapKV —¥— Beacon —e— AdmTree (Ours)
#Topics=1, |Context[=732 #Topics=10, |Context|=6364 #Topics=15, |Context[=9488 #Topics=30, |Context|=18040
1.00 ————
075 »_7%
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Figure 5: Retrieval accuracy comparison on the Topic Retrieval dataset under different context lengths
and compression ratios.

Accuracy is used to measured the retrieval effectiveness after compression. Figure [5] presents
the retrieval accuracy of different methods under varying compression ratios and context lengths.
AdmTree consistently achieves the best performance across all conditions. Notably, at a shorter
context length (Context Length = 732), AdmTree maintains near-lossless compression even at a 16
x compression ratio. For longer contexts, AdmTree also exhibits lower performance degradation
compared to other methods. In contrast, AutoCompressor and LongLLMLingua fail to handle context
lengths beyond 6000 tokens effectively.

D Visualization Experiments

D.1 Attention Pattern Analysis

Figure[6] presents a KL divergence analysis of the attention distributions for tasks requiring varied
semantic information, comparing AdmTree and Activation Beacon. Specifically, we measure the
attention scores from the sentence’s final token to the preceding compressed (gist) tokens at the onset
of generation. Tasks 0-9 correspond to repetition tasks involving different semantic requirements,
including the repetition of content from different positions (beginning, middle, end) and at varying
granularities (word, sentence, paragraph). AdmTree demonstrates substantially greater diversity
in its attention distributions across tasks, indicating that its compressed tokens encode distinct and
semantically differentiated information. This diversity likely contributes to its improved performance
by enabling more task-specific representation retrieval. Conversely, recursive compression methods
such as Activation Beacon not only suffer from semantic degradation through iterative compression,
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Figure 6: The Kullback—Leibler (KL) divergence of the attention distribution from the final token to
the compressed tokens across tasks of varying semantic types.
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Figure 7: Loss curve during the different training stage of AdmTree and Activation Beacon.

but also tend to homogenize the semantic content across compressed tokens, thereby limiting their
generalizability across diverse tasks.

D.2 Training Trends Comparison

AdmTree was trained on the same dataset as Activation Beacon. Figure [7] illustrates the loss
convergence trends during both the pre-training and fine-tuning stages for the two methods. As
shown, AdmTree achieves better convergence in the multi-task fine-tuning stage.

D.3 Case Study

We introduce the repetition task, which requires models to faithfully reproduce the original input
text without omission or alteration. As shown in Table[7] this task provides an intuitive perspective
through which we can observe how different methods preserve semantic information. Compared to
the baseline model, our AdmTree achieves near-perfect reconstruction of the original text in both
cases, merely leveraging the gist tokens within its semantic tree structure. In contrast, Activation
Beacon exhibits severe hallucinations. In the first case, it fabricates content that does not exist in the
original text based on its internal knowledge; in the second case, it falls into uncontrolled repetition.
These qualitative comparisons clearly demonstrate that AdmTree is more capable of preserving the
original semantics in a faithful and complete manner.
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Table 7: Case studies on the repetition task. We sample several contexts from the GovReport subset
of LongBench and evaluate whether models can accurately faithfully repeat the original content. We
compare the outputs of our AdmTree and Activation Beacon. Content in  red | indicates hallucinated
or redundant content that deviates from the original text.

Original Context

Activation Beacon

AdmTree (Ours)

Colombia, one of the oldest democracies in
the Western Hemisphere and the third most
populous Latin American country, has en-
dured a multisided civil conflict for more
than five decades until President Juan San-
tos declared the conflict over in August
2017 at the end of a U.N.-monitored dis-
armament. According to the National Cen-
ter for Historical Memory 2013 report, pre-
sented to the Colombian government as
part of the peace process to end the fight-
ing, some 220,000 Colombians died in the
armed conflict through 2012, 81% of them
civilians. The report also provided statis-
tics quantifying the scale of the conflict,
which has taken a huge toll on Colombian
society: more than 23,000 selective assas-
sinations between 1981 and 2012; inter-
nal displacement of more than 5 million
Colombians due to land seizure and vio-
lence; 27,000 kidnappings between 1970
and 2010; and 11,000 deaths or amputees
from anti-personnel land mines laid primar-
ily by Colombia’s main insurgent guerrilla
group, the Revolutionary Armed Forces of
Colombia (FARC).

Colombia 'is a founding member of the
Pacific Alliance, a trade bloc that seeks to
deepen trade integration and investment
with its partner countries and reduce bar-
riers to bilateral trade between the four
countries. The Pacific Alliance aims to
create a common market, allowing for the
free movement of businesses and people,
and to serve as an export platform to the
Asia-Pacific region. Colombia’s leader-
ship role in the Pacific Alliance and its ac-
cession to the Organization for Economic
Cooperation and Development (OECD)
in May 2018, following a review of its
macroeconomic policies, are new devel-
opments. The record expansion of Colom-

bia’s coca crop and increasing cocaine ex-
ports to the United States, however, may
significantly hinder the effort to consoli-
date peace in Colombia and could poten-
tially increase corruption and extortion.
A significant portion of the Colombian
public remains skeptical of the peace pro-
cess and the FARC s role in Colombia’s
democracy. Other

Colombia, one of the oldest democracies
in the Western Hemisphere and the third
most populous Latin American country,
has endured a multisided civil conflict for
more than five decades until President Juan
Ma nuel Santos declared the conflict over
in August 2017 at the end of a UN.-
monitored disarmament. According to the
National Center for Historical Memory
2013 report, presented to the Colombian
government as part of the peace process
to end the fighting, some 220,000 Colom-
bians died in the armed conflict through
2012, 81% of them civilians. The report
also provided statistics quantifying the scale
of the conflict, which has taken a huge toll
on Colombian society: more than 23,000
selective assassinations between 1981 and
2012; internal displacement of more than 5
million Colombians due to land seizure and
violence; 27,000 kidnappings between 1970
and 2010; and 11,000 deaths or amputees
from anti-personnel land mines laid primar-
ily by Colombia’s main insurgent guerrilla
group, the Revolutionary Armed Forces of
Colombia (FARC).

The Navy’s proposed FY2019 budget re-
quests a total of $2,347 million (i.e., about
$2.3 billion) in procurement funding for the
CVN-78 program. Congress’s decisions on
the CVN-78 program could substantially af-
fect Navy capabilities and funding require-
ments and the shipbuilding industrial base.
The Navy’s FY2020 budget submission also
proposed to not fund the mid-life nuclear
refueling overhaul (called a Refueling Com-
plex Overhaul, or RCOH) for the aircraft
carrier CVN-75 ( Harry S. Truman ), and to
instead retire the ship around FY2024 and
also deactivate one of the Navy’s carrier air
wings at about the same time. On April
30, 2019, however, the Administration an-
nounced that it was effectively withdrawing
this proposal from the Navy’s FY2020 bud-
get submission. The Administration now
supports funding the CVN-75 RCOH and
keeping CVN-75 (and by implication its as-
sociated air wing) in service past FY2024.
For additional discussion of this withdrawn
budget proposal, see Appendix A .

The Navy’s ' to perform the test on the

Navy’s to perform the test on the Navy’s to
perform the test on the Navy’s to perform
the Navy’s to perform the Navy’s to per-
form the Navy’s to perform the Navy’s to
perform the Navy’s to perform the Navy’s
to perform the Navy’s to perform the
Navy’s to perform the Navy’s to perform
the Navy’s to perform the Navy’s to per-
form the Navy’s to perform the Navy’s to
perform the Navy’s to perform the Navy’s
to perform the Navy’s to perform the
Navy’s to perform the Navy’s to perform
the Navy’s to perform the Navy’s to per-
form the Navy’s to perform the Navy’s to
perform the Navy’s to perform the Navy’s

to perform the Navy’s to perform the
Navy’s to perform the Navy’s to perform
the Navy’s to perform the Navy’s to per-
form the Navy’s to perform the Navy’s to
perform the Navy’s to perform the Navy’s
to perform the Navy’s to the Navy’s new
aircraft carrier, the USS Gerald R. Ford,
is scheduled to be delivered to the Navy
in 2017. The Navy has been working to
complete the ship’s initial sea trials, which
are scheduled to begin in May 2017.

The Navy’s proposed FY2019 bud-
get requests a total $2,347 million
(i.e., about $2.3 billion) in pro-
curement funding for the CVN-78
class shipbuilding program. Congress’s
decisions on the CVN-78 |class program
and other Navy shipbuilding programs

may have significant substantially

effects onthe Navy’s capabilities and

funding requirements and the shipbuilding
industrial base. The Navy’s FY2020 budget
submission also proposed not to fund the
mid-life nuclear refueling overhaul (called
a Refueling Complex Overhaul, or RCOH),
for the aircraft carrier CVN-75 (Harry S.
Truman), and to instead retire the ship
around FY2024 and also deactivate one of
the Navy’s carrier air wings at about the
same time. On April 30, 2019, however,
the Administration announced that it was
effectively withdrawing this proposal from
the Navy’s FY2020 budget submission.
The Administration now supports funding
the CVN-75 RCOH and keeping CVN-75
(and by implication its associated air wing)
in service past FY2024. For additional
discussion of this withdrawn budget
proposal, see Appendix A.
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