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ABSTRACT
Test-Time Adaptation (TTA) aims to adapt an unseen target do-
main utilizing the unlabeled target data using a pre-trained source
model. Continual TTA is a more challenging paradigm that deals
with non-stationary environments during the test data adaptation.
Most existing continual TTAmethods are based on pseudo-labeling,
but often (1) rely on overconfident pseudo-labels and (2) remain
unstable under continual distribution shifts leading to error accu-
mulation and catastrophic forgetting. To tackle these limitations,
we propose Neighbor-Filtration based Continual Test-Time Adapta-
tion (NF-CTTA), a reliable and memory-aware adaptation frame-
work that addresses these challenges. NF-CTTA first calibrates
pseudo-labels using class-conditional calibration error to correct
over/under-confidence of the model. To further ensure reliability,
we introduce an OOD Neighbor Filtration technique that selects a
subset of high-confidence samples based on entropy and neighbor
similarity, ensuring consistency within the semantic neighborhood.
Finally, we propose a priority-guided memory buffer that retains
the most informative low-entropy samples for replay, mitigating
catastrophic forgetting across evolving test distributions. Extensive
experiments across multiple domain shift benchmarks demonstrate
that NF-CTTA achieves superior performance and stability com-
pared to existing TTA and CTTA methods. The code is available at:
https://github.com/takihasan/NF-CTTA.

CCS Concepts
• Computing methodologies→Machine learning algorithms.

Keywords
Test-Time Adaptation, Continual Learning, Pseudo-Labels.

ACM Reference Format:
Taki Hasan Rafi, Amit Agarwal, Hitesh L. Patel, and Dong-Kyu Chae. 2025.
Towards Robust Continual Test-Time Adaptation via Neighbor Filtration.
In Proceedings of the 34th ACM International Conference on Information and
Knowledge Management (CIKM ’25), November 10–14, 2025, Seoul, Republic of
Korea. ACM, New York, NY, USA, 5 pages. https://doi.org/10.1145/3746252.
3760858

∗Corresponding author.

This work is licensed under a Creative Commons Attribution-NonCommercial 4.0
International License.
CIKM ’25, Seoul, Republic of Korea
© 2025 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-2040-6/2025/11
https://doi.org/10.1145/3746252.3760858

1 Introduction
Test-Time Adaptation (TTA) aims to improve prediction perfor-
mance in the unseen test data without accessing the train data
during inference time. But in the real world, test data are often
non-i.i.d., so there is a high discrepancy between the train (source)
and test (target) data. Recent studies prove that TTA methods are
robust to discrepancies that are also referred to as distribution shift
[1, 11, 16, 20, 21]. Due to privacy concerns or legal constraints,
it is often hard to access source training data during the model
testing phase (e.g. medical domains, legal domains, recommenda-
tion systems, secure computing, etc). To tackle this limitation, TTA
methods do not require source data during the test phase, which
makes these methods more practical than unsupervised domain
adaptation and domain generalization. Although recent studies
have achieved remarkable TTA performance in multiple scenar-
ios, most models tend to have a higher memory footprint due to
the explicit backpropagation of all test samples during adaptation.
Traditionally, TTA methods adapt unlabeled test samples on-the-
fly. It accomplishes the source-data-free task using a pre-trained
model derived from the source data. Moreover, several methods
have been developed for handling distribution shifts without access-
ing the source data [9, 10, 18, 20, 23] at test time. On the other hand,
catastrophic forgetting occurs when the model forgets previously
learned knowledge while adapting to new tasks. It is more severe
in TTA settings, due to encountering continuous distribution shifts
during inference.

Recent continual learning-based TTA (CTTA) methods leverage
pseudo-labels [2, 21]. However, naively generating pseudo-labels
can lead to error accumulation and significantly reduce the per-
formance over continual distribution shift. Although some works
[2, 21, 22] have tried to retain better pseudo-labels, there is uncer-
tainty about the models’ confidence for the candidate pseudo-labels.
So, models usually are not well-calibrated. Moreover, models often
fail to perform well on in-distribution (ID) test samples due to the
forgetting issues. However, entropy-based TTA methods [8, 20] are
not always suitable to adapt to changing environments [21]. But
recent works [8, 14] utilized entropy-based sample selection that
achieved better results, but these samples do not preserve semantic
neighborhood information so that more samples are used during
adaptation, limiting computational efficiency.

Inspired by these limitations, we introduce a neighbor-filtration
based continual test-time adaptation (NF-CTTA) framework which
is robust to continuous environment shifts. We mainly focus on two
challenges: (1) unreliable pseudo-labels and (2) model forgetting.
To improve label quality, we explore class-conditional calibration
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Figure 1: The Overview of our NF-CTTA framework.

to generate calibrated pseudo-labels by reflecting prediction confi-
dence that is absent in previous methods [2, 21, 21]. We then pro-
pose an OOD neighbor filtration module that retains high-quality
in-distribution samples that are semantically consistent to guide the
adaptation to avoid redundancy during backpropagation. Moreover,
we propose a priority-guided memory buffer to replay high-quality
samples during adaptation to prevent the catastrophic forgetting
problem in dynamic environments.

In summary, we have multi-fold contributions: 1 We propose
an OOD neighbor-filtration module that selects semantically consis-
tent, low-entropy samples for adaptation and effectively reduces er-
ror accumulation in dynamically changing environments. 2 We de-
sign a priority-guided memory buffer that retains high-confidence
samples from previous test samples to avoid forgetting issues. 3
We experimentally demonstrate that our framework can outper-
form SOTA methods in both accuracy and memory footprint in
different dynamic TTA benchmarks.

2 Method
2.1 Task Definition
Following [21, 22], we define continual test-time adaptation as the
process of adapting a model 𝑓𝜃 (𝑥), pre-trained with parameters 𝜃
on labeled source data D𝑠 = (X𝑠 ,Y𝑠 ), to a sequence of domains
D = (D𝑠 ,D2, . . . ,D𝑇 ). Due to privacy or memory constraints,
access to the source data is not available during test time. Thus, the
model must make predictions on a dynamically evolving, unlabeled
target domain D𝑇 = {𝑥𝑡 }𝑛𝑖=1 in an online streaming setting. At
each time step 𝑡 , the model predicts on 𝑥𝑡 ∈ D𝑇 and updates its
parameters 𝜃𝑡 → 𝜃𝑡+1 for subsequent data fromD𝑡+1. The model is
evaluated on its online predictions. Our goal is to adapt the model
using only reliable online samples, rather than all samples, to ensure
memory efficiency and mitigate catastrophic forgetting.
Framework Overview. We propose neighbor-filtration based con-
tinual test time adaptation (NF-CTTA), a robust framework that
aims to address the (1) unreliable pseudo-labels and (2) catastrophic
forgetting challenges under distribution shift. Figure 1 illustrates
its overview. Following similar CTTA approaches [2, 21, 22], we
adopt a student-teacher scheme based on the mean teacher frame-
work [19]. Given an input sample 𝑥𝑡 from the online data stream
originating from a random domainD𝑡 , the teacher model generates
a pseudo-label 𝑦𝑡 using an augmentation module, while the student
model produces a pseudo-label 𝑦𝑡 , and the model is trained with
consistency loss to enforce alignment between predicted labels. But
labels are not always reliable due to distribution shifts; to improve
label reliability, we calibrate pseudo-labels with class-conditional

calibration error that ensures the model is not over- and under-
confident. We perform OOD neighbor filtration, selecting a reliable
set of test samples based on entropy and Jaccard similarity of the
neighbors. This module ensures high-confidence, semantically con-
sistent samples for adaptation. To avoid forgetting, we introduce
a prority-guided memory buffer that retains high-priority samples
based on low entropy from the past batch. These are replayed during
adaptation to maintain performance on previously seen domains.

2.2 Calibrated Pseudo-Labels
As not all samples inD𝑡 contribute equally to model adaptation due
to varying quality, filtering becomes crucial. Existing approaches
[17, 22] typically use either a fixed or dynamic confidence thresh-
old to filter out low-quality samples, but they often overlook the
calibration of confidence scores. This can bias the model toward
frequent classes, incorrectly treating them as high-quality samples.
Moreover, naively using soft pseudo-labels from a teacher model
can cause miscalibration in the student model. To address this, we
adopt class-conditional calibration error [15] to capture the extent
to which the model is overconfident or underconfident.

Δ𝑖 =
𝐵∑︁

𝑏=1
𝑝𝑖,𝑏

(
Acc(𝑖 )

𝑏
− Conf(𝑖 )

𝑏

)
, 𝑝𝑖,𝑏 ≡

𝑁𝑖,𝑏

𝑁𝑖
. (1)

Here, the confidence interval [0,1] is split into bins, which is repre-
sented by 𝐵 (we set 𝐵=10). 𝑝𝑖,𝑏 is a weight of true class-𝑖 samples
that fall into the confidence bin 𝑏, and 𝑁𝑖,𝑏 is the number of samples
whose predicted confidence falls under the bin 𝑏. 𝑁𝑖 is the total
number of samples in class-𝑖 . The optimal Δ𝑖 score should be 0 to
expect the pseudo-label predictions are well-calibrated.

Unlike [12], where |Acc(𝑖 )
𝑏

− Conf(𝑖 )
𝑏

| gives only the magnitude
information of the calibration error, our method can determine
whether the model is overconfident or underconfident with Δ𝑖 by:

Bias𝑖,𝑏 =


over-confident if Conf(𝑖 )

𝑏
> Acc(𝑖 )

𝑏
,

under-confident otherwise.

We use the calibration error to adjust soft-pseudo labels by the
teacher model, 𝑦𝑡 . Thus, we obtain calibrated pseudo-labels 𝑦𝑡 as:

𝑦𝑡 = 𝑦𝑡 + 𝛾Δ. (2)

where, Δ𝑖 is a vector that concatenates per-class calibration error
values, and 𝛾 is a controlling factor for calibration error.

2.3 OOD Neighbor Filtration
To improve pseudo-label reliability, we propose OOD Neighbor
Filtration, which selects a subset of samples B𝑠 from the test-time
batch B for adaptation. This subset contains the most informative
and reliable candidates, reducing the influence of noisy or OOD
samples. We define a support neighbor set M ⊂ B by filtering out
high-entropy (i.e., uncertain or OOD) samples using the normalized
entropy [20] of the calibrated soft pseudo-labels {𝑦𝑖 ∈ R𝐶 }𝑁

𝑖=1:

H(𝑦𝑖 ) = −
𝐶∑︁
𝑐=1

𝑦
(𝑐 )
𝑖

log
(
𝑦
(𝑐 )
𝑖

+ 𝜀

)
, (3)
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where𝐶 is the number of classes and 𝜖 is used for numerical stability.
This entropy score measures the uncertainty of the model, so high-
entropy samples are considered as OOD samples. Then we define
a support neighbor set M that filters the high-entropy samples
below a threshold 𝜏 :

M = {𝑦𝑖 | H (𝑦𝑖 ) ≤ 𝜏} . (4)

To further refineM, we compute pairwise soft Jaccard similarity
between samples to quantify semantic consistency:

𝑆soft𝑖 𝑗 =

∑𝐶
𝑐=1 min

(
𝑦
(𝑐 )
𝑖

, 𝑦
(𝑐 )
𝑗

)
∑𝐶
𝑐=1 max

(
𝑦
(𝑐 )
𝑖

, 𝑦
(𝑐 )
𝑗

) . (5)

where 𝑆soft
𝑖 𝑗

indicates the semantic similarity of the predicted class
distribution of two samples; higher 𝑆soft

𝑖 𝑗
indicates overlap of the

predicted class confidence, which determines the better reliability
of the pseudo-labels. Intuitively, if a sample is surrounded by more
similar samples, the sample is more likely to be reliable. Based on
this criterion, we construct a more reliable support neighbor set
M′, which can be defined as:

M′ =

𝑦𝑖 ∈ M

������ 1
|N𝑖 |

∑︁
𝑗∈N𝑖

𝑆soft𝑖 𝑗 ≥ 𝛿

 , (6)

where N𝑖 ⊂ M denotes the neighbors of sample 𝑖 and 𝛿 is a sim-
ilarity threshold. We then use M′ to compute a consistency loss
between the fixed teacher and the adapting student model:

Lcons =
1

|M′ |
∑︁

𝑦̃𝑖 ∈M′
KL

(
𝑦teacher𝑖




 𝑦student𝑖

)
. (7)

This loss ensures that only confident, in-distribution samples guide
the student model, enhancing stable adaptation while keeping the
teacher model fixed.

2.4 Priority-Guided Memory Buffer
In TTA settings, the performance can significantly drop due to
catastrophic forgetting of the adapted test samples [2, 14]. To over-
come this limitation, we introduce a priority-guided memory buffer
to avoid catastrophic forgetting of the model during adaptation.
Unlike adopting the current batch, our buffer holds the informative
samples that can help the model revisit past knowledge without
forgetting. This helps the model avoid overfitting and gradually
adapt to the distribution shifts. We construct a reliable support
neighbor set M′; from this set, we select a few samples that are
most representative of each class in a fixed-memory buffer based
on a priority-based selection. Each of the samples inM′ is assigned
a priority score based on its entropy:

Priority Score(𝑦𝑖 ) = −H(𝑦𝑖 ). (8)

Higher priority is given to the samples with lower entropy scores,
and these samples are retained in the bufferB𝑀𝐵 . When the samples
exceed the fixed memory size, we exclude samples with the higher
entropy among the samples in the buffer. This process ensures the
most informative samples are preserved for reply.

During the model updates, we sample a subset B′
𝑀𝐵

from the
buffer, |B′

𝑀𝐵
| ⊂ |B𝑀𝐵 | and compute a KL-divergence based mem-

ory buffer loss L𝑀𝐵 :

LMB =
1

|BMB’ |
∑︁

𝑦̃𝑖∈BMB’

KL
(
𝑦teacher𝑖 |𝑦student𝑖

)
. (9)

L𝑀𝐵 contributes as a regularizer to mitigate the overfitting to the
incoming batch; it helps to maintain consistent performance in in-
distribution (ID) samples that are already seen by the model. It also
balances the trade-off between plasticity and stability by replaying
high-priority samples which ensure dynamic model adaptation.
Training and Inference. We use a combination of consistency
loss for both reliable pseudo-label samples and memory buffer loss
for the priority-guided memory buffer module. So, the total loss is:

Ltotal = Lcons + 𝜆LMB (10)

where 𝜆 balances both terms.

3 Experiments
3.1 Experimental Setup
Dataset.We evaluate our framework with three widely used bench-
marks: CIFAR-10-C, CIFAR-100-C, and Tiny-ImageNet-C [4]. (CIFAR-
10/100 [6] and Tiny-ImageNet [7] are used for training). Due to GPU
resource limitations, we cannot evaluate on the original ImageNet-
C. All three datasets contain 15 different corruptions and each at
5 different levels of severity. We organize our experiments based
on these questions: (1) How does NF-CTTA perform in compari-
son with other CTTA methods? (2) Can NF-CTTA learn dynamic
environments without forgetting?
Implementation Details. For CIFAR 10/100-C, we use ResNet-26
and ResNet-34 [3] for Tiny-ImageNet-C. We use a batch size of
32 for CIFAR-10/100-C and 64 for Tiny-ImageNet-C. For test-time
adaptation, we utilize the SGD optimizer with Nesterov momentum
[5]. During both pre-training and adaptation, the learning rate is
set to 0.001 with a linear decay and the epoch is 75. 𝛿 is set to 0.7
for CIFAR-10/100-C and 0.6 for Tiny-ImageNet-C due to higher
class diversity. To make a fair comparison with the baselines, we
employ the same identical pre-trained models and hyperparame-
ters. We follow the baseline settings from [13], and evaluate all the
comparisons in average online prediction error rate E(𝜓 ).

3.2 Results
Instantaneously Changing Setup. In Table 1, we show the re-
sults for CIFAR-10/100-C and Tiny-ImageNet-C datasets under the
highest corruption severity (level 5) in the standard domain se-
quence. Our method exhibits an average online error of 17.23%,
39.27%, and 62.56% respectively, which demonstrates a significant
outperformance with respect to other baseline methods. Compared
with similar methods like EATA, there is a 5.59% and 17.03% im-
provement on CIFAR-10/100-C. Moreover, in the most challenging
Tiny-ImageNet-C, we also show better the average E(𝜓 ) rate. It
verifies the effectiveness of our calibrated pseudo-labels and seman-
tically consistent samples.
In-Distribution (ID) Forgetting.We investigate its anti-forgetting
capacity by comparing with EATA. Following the setup from [14],
we evaluate lifelong (continual) adaptation without resetting model
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Table 1: Comparative results in terms of online error E(𝜓 ) (%) on CIFAR-10/100-C and Tiny-ImageNet-C with the highest
corruption severity on the instantaneously changing setup.

Dataset Method gauss shot impul defoc glass motn zoom snow frost fog brit contr elast pixel jpeg E(𝜓 ) ↓

CIFAR-10-C

ERM 73.06 67.73 73.38 23.71 64.87 34.53 27.08 33.41 47.54 19.49 10.97 23.14 39.14 73.25 36.70 43.20
EATA[14] (ICML’22) 23.21 26.45 28.13 18.42 38.18 24.07 22.90 26.75 27.76 21.69 19.83 19.89 30.67 26.10 25.38 23.82
TENT[20] (ICLR’21) 27.83 23.08 29.89 20.60 42.48 28.79 21.66 31.42 39.48 29.88 31.71 41.08 49.51 50.70 50.34 35.67
CoTTA[21] (CVPR’22) 25.63 22.46 27.09 19.75 35.35 31.33 25.16 34.24 38.85 29.15 31.85 33.40 33.22 29.04 28.87 26.51
DSS[22] (WACV’24) 24.21 22.46 26.78 18.67 35.37 31.33 24.82 33.10 39.35 30.28 28.78 33.40 31.28 27.94 26.78 25.92
CasTTA[13] (CIKM’24) 28.64 25.36 32.38 15.52 40.55 19.55 16.77 20.65 20.78 19.81 11.34 16.86 28.36 24.16 24.70 22.99
NF-CTTA (Ours) 21.04 20.64 25.67 13.23 29.05 13.70 14.86 17.89 18.45 15.23 10.56 12.45 21.39 18.26 20.41 17.23

CIFAR-100-C

ERM 94.24 91.36 91.52 55.00 87.42 62.58 56.06 67.12 76.52 57.58 42.82 66.97 65.15 90.91 67.73 71.51
EATA[14] (ICML’22) 64.23 67.28 67.90 56.87 73.78 60.25 57.28 55.67 50.00 60.97 39.28 70.01 60.23 55.10 53.28 56.30
TENT[20] (ICLR’21) 76.52 71.21 68.18 48.79 71.52 52.88 45.15 55.61 53.33 52.42 41.21 54.55 55.00 52.27 59.39 57.20
CoTTA[21] (CVPR’22) 68.79 70.61 69.39 57.88 70.00 61.36 55.61 61.36 56.67 62.27 45.00 75.61 64.09 60.00 60.30 62.60
DSS[22] (WACV’24) 65.64 69.09 69.39 57.88 71.45 59.20 54.25 61.36 52.34 61.90 41.29 72.56 62.29 60.00 56.23 59.70
CasTTA[13] (CIKM’24) 66.42 64.78 65.65 44.33 67.20 27.89 46.01 54.11 35.48 53.75 39.85 49.87 54.66 60.07 55.87 55.11
NF-CTTA (Ours) 43.31 44.92 47.23 31.00 49.87 21.71 29.87 32.81 21.78 38.12 23.78 30.19 41.87 41.89 38.28 39.27

Tiny ImageNet-C

ERM 86.06 83.94 88.60 92.27 77.39 77.27 65.41 61.21 57.42 75.45 52.72 95.45 81.27 64.55 48.94 76.49
EATA[14] (ICML’22) 80.10 77.24 84.56 80.19 77.89 71.29 70.78 72.30 67.89 65.78 51.72 90.42 62.24 77.23 73.80 68.81
TENT[20] (ICLR’21) 85.22 82.79 88.23 84.40 91.61 82.36 83.49 84.17 86.33 83.14 96.48 96.48 89.76 88.28 89.90 86.42
CoTTA[21] (CVPR’22) 83.49 80.37 87.86 79.22 89.18 69.65 71.10 70.83 69.49 74.49 64.67 93.07 73.35 65.33 68.00 76.01
DSS[22] (WACV’24) 81.32 82.24 83.79 85.82 79.73 73.03 78.03 70.83 58.03 74.24 41.06 91.81 70.18 66.36 63.03 69.34
CasTTA[13] (CIKM’24) 74.62 70.12 77.80 77.56 83.63 54.13 54.04 59.22 53.69 63.77 49.34 91.72 63.29 53.84 49.56 65.28
NF-CTTA (Ours) 71.52 65.78 73.28 72.90 75.90 49.81 49.20 51.66 49.20 61.29 48.14 87.23 59.80 49.28 45.12 62.56

Table 2: Results onTiny-ImageNet-C (averaging severity level-
5) for the average clean accuracy and average corrupted ac-
curacy (%). Results are reported after OOD adaptation. Clean
accuracy (before) means without OOD adaptation.

Method Clean Acc. (Before) Clean Acc. Corr Acc.

TENT 72.45 68.25 23.55
EATA 77.54 76.14 31.56
NF-CTTA 81.26 81.00 39.24

Table 3: Results on CIFAR-10-C for the average adaptation
time per corruption and average memory usage in MB.

Method Adaptation Time (s) ↓ Memory (MB) ↓
TENT 18 986.23
EATA 17 582.87
CoTTA 24 1735.34
DSS 19 879.87
CasTTA 7 406.60
NF-CTTA 9 382.56

parameters. As shown in Table 2, our method achieves better re-
sults than EATA on similar settings (ResNet-34 backbone), while
maintaining ID clean accuracy due to our priority-guided replay of
the in-distribution (ID) low-entropy samples. Similar performance
in both before/after adaptation in ID-clean accuracy demonstrates
our model’s stability and effectiveness in retaining past knowledge.
Adaptation Time & Memory. Table 3 reports adaptation time
(middle) and memory (right). Our method significantly reduces the
adaptation time and memory, due to partial sample selection for
adaptation unlike CoTTA and fewer samples than EATA. However,
adaptation time remains the second best after CasTTA due to our
priority-guided buffer that eventually overcomes the forgetting.

Ablation on Different Components.CoTTAnaively utilizes noisy
pseudo-labels for distribution matching. Our pseudo-label calibra-
tion module single-handedly improves performance on all bench-
marks (see Table 4) over CoTTA, which implies the effect of model

confidence to handle noisy pseudo-labels. Furthermore, combining
the other modules (CPL + NF + PB) further improves performance,
demonstrating the effectiveness of each proposed module.

Table 4: Online prediction error E(𝜓 ) on corrupted datasets.
Here, we denote CPL = Calibrated Pseudo-Labels, NF = Neigh-
bor Filtration, PB = Priority Buffer.

E(𝜓 ) ↓ CIFAR-10-C CIFAR-100-C Tiny-Imag.-C

CoTTA 26.51 62.60 76.01
NF-CTTA (w/ CPL) 24.75 57.28 68.71
NF-CTTA (w/ CPL + NF) 21.76 46.87 65.67
NF-CTTA (w/ CPL + NF + PB) 17.23 39.27 62.56

4 Concluding Remarks
In this paper, we propose a novel continual test-time adaptation
method, NF-CTTA, which employs neighbor filtration to obtain
low-entropy, high-quality samples that preserve semantic consis-
tency for robust adaptation. To prevent forgetting in continual
environments, a priority-guided buffer selectively replays samples
during adaptation. Experimental results demonstrate that NF-CTTA
outperforms state-of-the-art baselines on corrupted benchmark set-
tings. Inherently, TTA methods are often computationally heavy,
and our neighbor similarity imposes additional computational over-
head. Future works can focus on reducing further time complexity
in TTA methods.
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